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Preface

For over twenty-five years, the EDOC conference has been the primary annual event
for disseminating and discussing the latest developments in enterprise computing. In
addition to the main track, EDOC 2023 offered a forum, a demonstration track, and
a doctoral consortium. It also hosted five workshops of interest to the community. All
of these events were held in person, together with the main conference in Groningen,
The Netherlands.

The forum is a track within the main conference where authors are given a platform
to present and discuss early-stage work. This year, we accepted four forum papers for
presentation and publication in this proceedings volume.

The demonstration track offered a highly interactive outlet for researchers and prac-
titioners to present prototypes and applications in the context of enterprise computing.
This year, we accepted three tools for presentation, each of which was accompanied with
a short paper published here.

The doctoral consortium is a track designed to encourage early-stage doctoral can-
didates to present their research projects and exchange with other researchers in their
fields. Submitted projects are reviewed by senior researchers, who then provide valuable
feedback to the candidates. This year, we accepted four projects for presentation and
publication in this proceedings volume.

Workshops within EDOC cover more focused topics and allow for the presentation
and discussion of work that is in the early development stages. As such, the workshops
provide an excellent venue for discussing enterprise computing topics that may become
important research streams in the future, as well as topics that are already important in a
smaller andmore focused setting. This year, we are proud to have hosted five workshops,
namely:

– Insights in Data FAIRification Planning (BYOFO Workshop)
– Workshop on Intelligent Digital Architecture, Methods, and Services for Industry 4.0

and Society 5.0 (IDAMS)
– Workshop on Empirical Methodologies for Research in Enterprise Architecture and

Service-Oriented Computing (iRESEARCH)
– Workshop on the Modelling and Implementation of Digital Twins for Complex

Systems (MIDas4CS)
– Workshop on Service-oriented Enterprise Architecture for Enterprise Engineering

(SoEA4EE)

Theseworkshopswere selected based on their fitwithEDOC’s topics of interest, their
format and target audience, and their potential to attract high-quality papers. IDAMS,
iRESEARCH, MIDas4CS, and SoEA4EE established their programs in collaboration
with the workshop chairs and their accepted papers have undergone a rigorous reviewing
and selection process. All in all, 14 workshop papers are published in this proceedings
volume. They were accepted out of a total of 37 submissions.



vi Preface

The Insights inData FAIRification Planning (BYOFO)Workshop adopted a different
format than the other four. It consisted of a hands-on workshop inspired by the format
of the “Bring Your Own Data” (BYOD) workshops, previously organized by the same
authors within the rare diseases research community. This workshop was designed to
guide participants through the critical “identifying your FAIRification objectives” step
of the process of making data Findable, Acessible, Interoperable and Reusable (FAIR,
and the FAIRification process). It introduced GO-Plan, a method that offers a systematic
approach to identifying and developing a FAIRification plan. It also emphasized the
advantages of producing resources that align with the FAIR principles.

We followed a “post-proceedings” format for this volume. That is, the authors pub-
lished here could submit the final version of their papers after EDOC, allowing them to
improve their papers based on the feedback they received from the reviewers and at the
conference. We believe this led to better and more mature publications.

Lastly, we would like to thank everyone involved in the organization of EDOC 2023.
Their contribution was key to the success of the conference and its satellite events.
We give a special thanks to our workshop organizers, the chairs of the forum, doctoral
consortium, and demonstrations track, as well as to the authors of the papers published
here.

November 2023 Tiago Prince Sales
Sybren de Kinderen
Henderik A. Proper

Luise Pufahl
Dimka Karastoyanova
Marten van Sinderen
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BYOFO 2023 – Insights in Data FAIRification Planning

César Bernabé1, Isadora Valle Sousa2,3, Annika Jacobsen1,
Luiz Olavo Bonino da Silva Santos1,2, and Marco Roos1

1Leiden University Medical Centre, Leiden, The Netherlands
c.h.bernabe@lumc.nl

2Semantics, Cybersecurity & Services, University of Twente, The Netherlands
i.vallesousa@utwente.nl

3Free University of Bozen-Bolzano, Bolzano, Italy
l.o.boninodasilvasantos@utwente.nlm.roos@lumc.nl

The Insights in Data FAIRification Planning (BYOFO 2023)Workshop adopted a differ-
ent format than the other four. It consisted of a hands-onworkshop inspired by the format
of the “Bring Your Own Data” (BYOD) workshops, which were previously organized
by the some of the BYOFO 2023 authors within the rare diseases research community
[1]. This workshop was designed to guide participants through the critical “identifying
your FAIRification objectives” step of the process of making data Findable, Acessible,
Interoperable and Reusable (FAIR [3], and the FAIRification process [4]). It introduced
the Goal-Oriented FAIRification Planning method (GO-Plan) [2], which offers a sys-
tematic approach to identifying and developing a FAIRification plan. It also emphasized
the advantages of producing resources that align with the FAIR principles.

The FAIR principles provide guidance for making data accessible, interoperable,
and reusable for both humans and machines. Data that is made FAIR can be efficiently
analysed and reused with other FAIR datasets. Consequently, adherence to the FAIR
principles has become a valuable characteristic for research projects in several areas.
However, FAIRification ismultifaceted andmultidisciplinary, and it can be accomplished
through a variety of means. As a result, defining explicit FAIRification objectives at the
onset of the process is critical to ensuring a successful and efficient process.

Currently, limited research has been conducted on effective methods for eliciting
FAIRification objectives and their impact on FAIRification activities. Furthermore, there
is a lack of studies examining the impact of poorly defined objectives on FAIRification
realization. Considering these gaps in knowledge, GO-Plan was proposed. It builds
on experience gained from recent FAIRification projects, including training on FAIR
(e.g., [1]), and conducting FAIRification within single (e.g., [5]) and among multiple
institutions (e.g., [6]), and feedback from experts on FAIR. It provides a systematic
approach to identifying, refining and prioritizing FAIRification objectives.

By establishing clear objectives through GO-Plan, individuals conducting FAIRifi-
cation can effectively guide and justify implementation decisions, as well as identify the
necessary metadata and data components that need to be gathered and made available
for facilitating the reusability of FAIR data. At the end of the workshop, participants
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created their own FAIRification plan and learned how to apply the method to their own
needs.

Acknowledgments. We would like to thank all participants of BYOFO 2023, as well
as the organizers of EDOC 2023 for their help with the organization of the workshop.
We also thank the LUMC Biosemantics and the EJP RD FAIRification Stewards groups
for constant feedback on this research. This initiative has received funding from the
EuropeanUnion’sHorizon 2020 research and innovation programunder grant agreement
N°825575 and the Trusted World of Corona (TWOC; LSH Health Holland).
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IDAMS – Intelligent Digital Architecture, Methods,
and Services for Industry 4.0 and Society 5.0

Yoshimasa Masuda1,2, Alfred Zimmermann3, Rainer Schmidt4, and Asif Gill5
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4Munich University of Applied Sciences, Germany
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The digital transformation of global industries and value chains and the associated need
for structured research and standardization has given rise to major global and national
initiatives. These initiatives address the potential and challenges of digitalization. Enter-
prises and societies currently face crucial challenges,while Industry 4.0 becomes increas-
ingly important in the global manufacturing industry. Industry 4.0 offers a range of
opportunities for companies to increase the flexibility and efficiency of production
processes.

The development of new business models can be promoted with digital platforms
and architectures for Industry 4.0. Industry 4.0 is dedicated to research and practice for
industry and supports the implementation of this vision, especially in manufacturing
companies. According to the Japanese government, Society 5.0 is more general and can
be defined as a fusion between cyberspace and physical space, addressing economic
progress aligned with solving social problems by providing goods and services to meet
repeated latent needs regardless of location, age, gender, or language.

Contemporary advances in the field of artificial intelligence have led to a rapidly
growing number of intelligent systems that can operate entirely independently of human
intervention or enable interactions of unprecedented complexity with humans. Data
plays a central role in intelligent digital architecture and allows automation of decisions
impacting all stakeholders.

The use of artificial intelligence techniques enables decisions that were previously
reserved for humans to be made autonomously. Intelligent systems augment processes
by creating automated interfaces to human beings and replacing human decision making
with machine-based decision-making. Intelligent digital architectures support requests
for, configuration of, and fulfillment of services.

Digitalization promotes the creation of intelligent systems and services with an
intelligent digital architecture. Products based on intelligent digital architectures become
aware of their environment, act upon it, are able to interact with human beings, and can
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change their functionality during their lifetime. Products and services based on intelligent
digital architectures have local autonomous capabilities and extend them dynamically
by accessing external services.

Platformsbecome feasible bymatching the supply anddemandof services, resources,
and products. Intelligent digital architectures also enable and enhance business models
by integrating resources and leveraging decision making in unprecedented ways, for
instance, by applying a Digital Enterprise Architecture Framework such as the Adaptive
IntegratedDigital Architecture Framework (AIDAF). Public discourse on “autonomous”
algorithms which work on “passively” collected data contributes to this view.

The EDOC Workshop – Intelligent Digital Architecture, Methods, and Services for
Industry 4.0 and Society 5.0 – covers fundamental and practical aspects to support
digital transformation. This disruptive change interacts with all information processes
and systems, which for years have been important business enablers for the digital
transformation. Intelligent digital architectures enable intense interactionwith customers
and products. The customer is closely integrated with business processes and interacts
like a co-worker by using implicit touchpoints, which are provided by mobility and
wearable systems and the Internet of Things. In this way, customer experience is fostered
with disruptive transformation and continuous improvement.

The IDAMS 2023 workshop was a half-day workshop, held in conjunction with
EDOC 2023. All submissions were peer-reviewed by at least three members of the
EDOC 2023 and IDAMS international Program Committee.

Acknowledgments. We wish to thank all authors for having shared their work with us,
as well as the members of the IDAMS 2023 Program Committee and the organizers of
EDOC 2023 for their help with the organization of the workshop.
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Abstract. In March 2023, the five-year AI Hospital Program in Japan was com-
pleted. Various AI-applications have been implemented in four model AI Hos-
pitals. This paper contains the results of a multiple use case analysis of an AI
Hospital using the AIDAF and the intelligence amplification design canvas. The
aim of this research paper is two-fold to: 1) evaluate the utility of the AIDAF and
intelligence amplification design canvas to analyse implemented AI-applications,
and 2) conduct a multiple use case analysis in an AI Hospital. A focus group was
created and developed a three-step process to analyse nine use cases and related
AI-applications that have been implemented at Keio University Hospital using
the AIDAF and intelligence amplification design canvas. First, each use case was
analysed using the four guiding principles of the intelligence amplification design
canvas. Second, conceptual representations were created for each use case. Third,
an aggregated view of the AI Hospital was created. The results and findings were
discussed in five focus group meetings. This study provides empirical support that
theAIDAFand the intelligence amplification design canvas can effectively support
the individual analysis of implemented AI-applications as well as conducting a
multiple use case analysis. As such, this study provided insight in the current state
of the AI Hospital and identified opportunities for extensions and future develop-
ment in the second term of theAIHospital Program andOpenHealthcare Platform
2030 consortium. The current study was mainly based on qualitative analysis and
comparison implemented AI-applications within a single organization and did not
include in-depth user research. Future research may contribute to the analysis of
similar use cases in other (AI-)hospitals to conduct a cross use case analysis.
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1 Introduction

The vision of Society 5.0 as ‘a human-centered society that balances economic advance-
ment with the resolution of social problems by a system that highly integrates cyberspace
and physical space’ [1] is unfolding, providing opportunities for new value creation,
amongst other sectors, for healthcare and caregiving [2]. Artificial Intelligence (AI),
aimed at mimicking cognitive functions of humans with (assistance of) computers and
machines, plays an essential role within the Society 5.0 vision and has been extensively
reviewed in the healthcare domain [3–8]. Earlier work [9] identified 18 applications and
six case studies in healthcare under Society 5.0 and proposed future research to conduct
a multiple use case analysis.

In 2018, after a successful pilot, Keio University Hospital was selected as one of
the four AI model hospitals in Japan, as part of the Strategic Innovation Promotion
Program, promoted by Japan’s Cabinet Office [10]. As part of this five-year AI Hospital
Program, several use cases were explored and various concrete AI-applications have
been implemented within the four AI model hospitals. The AI Hospital Program was
completed in March 2023.

Earlier work provided the intelligence amplification design canvas [11], supporting
design workshop [12], tutorial [13], and method using the Adaptive Integrated Digital
Architecture Framework (AIDAF) and ISO 9241-210:2019 for human-centred design
of interactive systems [14]. At present, the intelligence amplification design canvas is
mainly applied for the conceptualization of ideas for new applications utilizing human-
centred AI. However, the design workshop and method have not yet been thoroughly
tested for the analysis of existing AI-applications and, more specifically, for the purpose
of a multiple use case analysis. The completed AI Hospital Program provided the oppor-
tunity to conduct such a study and connect to work in the Open Healthcare Platform
2030 (OHP2030) consortium. This paper contains the results and findings related to the
multiple use case analysis at Keio University Hospital.

Extending earlier work, the aim of this research paper is twofold: 1) evaluate the
utility of the intelligence amplification design canvas to analyse use cases of implemented
AI-applications, and 2) recursively use the intelligence amplification design canvas as
part of the AIDAF to perform a multiple use case analysis in an AI Hospital. In line with
this twofold aim, the following research questions will by addressed in this paper:

RQ1: Can the intelligence amplification design canvas and its four guiding principles
be used to analyse and conceptualize use cases related to implemented AI-applications
and (iteratively) conduct a multiple use case analysis?
RQ2: How can the AIDAF support the alignment of the digital transformation strategy
and directions of the management and CIO of an AI Hospital?

The remainder of this paper is structured as follows. Section 2 contains relevant
related and earlier work. Section 3 describes the research methodology. Section 4 con-
tains the results of the AI hospital use case analysis with the intelligence amplification
design canvas. Section 5 discusses the results and findings in relation to related work.
Section 6 concludes and discusses areas for future research.
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2 Related and Earlier Work

This section discusses related work in Sect. 2.1 and earlier work in Sect. 2.2.

2.1 AI in Healthcare and Medicine

AI has been extensively reviewed in healthcare and is developing rapidly. This sub-
section highlights the insights from a selection of well-cited and recent reviews.

A survey from 2017 [3] of AI in healthcare, based on PubMed data from 2013–
2016, focused on the motivation for applying AI in healthcare, data types for analysis
with AI-techniques, mechanisms to provide meaningful results, and disease types that
are addressed.Motivations that were brieflymentioned, amongst others, include learning
features from large datasets, obtaining insights for clinical decision making, providing
abilities to learn and correct based on feedback, and assist specialists by providing up-to-
date medical information. The survey identified data from diagnostic imaging, genetic
testing/diagnosis, and electrodiagnosis as the main data types. Based on their sample
from PubMed, Machine Learning (ML), in specific Support Vector Machines (SVM)
and Neural Networks (NN), and Natural Language Processing (NLP), utilizing text
processing and classification, are themain techniques to subsequently process structured
and unstructured data. Additionally, the rise ofDeepLearning (DL)was noted. Literature
mainly concentrated on cancer, nervous system diseases, and cardiovascular diseases.
A conceptual model is proposed to develop a roadmap from clinical data generation to
clinical decision-making usingMLandNLP.Additionally, the surveymentions obstacles
for real-life implementation, including regulations and data exchange.

A survey from 2018 [4] highlights historical developments, including rule-based
AI-systems, medical expert systems, ML approaches, and the rise of DL. Similar to
[3], image-based diagnosis is presented as the main application area for medical AI,
and examples are discussed within the practice of radiology, ophthalmology, derma-
tology, and pathology. Additional examples include genome interpretation, ML for
biomarker discovery, clinical outcome prediction, patient monitoring, inferring health
status through wearable devices, and autonomous robotic surgery. More specifically,
the survey presents four models for information flow in conventional decision sup-
port systems, integrative decision support systems, and fully automated clinical sys-
tems. Additionally, the survey provides examples of the different development stages
of medical AI applications and clinical integration. Technical challenges that were dis-
cussed are the (large) data requirements, difficulties to include contextual data, black
box models, integration of multiple (external) data sources, transfer learning, preserving
privacy of patients, and creating a highly scalable and secure computing environment.
Social benefits can result in reducing fatigue and administrative burden. However, the
implementation of AI is non-trivial and comes with several risks/hazards. In addition to
careful design and implementation, certification of clinical AI-systems is often required
before large-scale deployment. Moreover, consent and privacy frameworks are needed
to securely process and/or share patient data. The survey calls for a multidisciplinary
and multi-sector collaboration to foster development of medical AI.

More recent reviews from 2020 [5], 2021 [6], 2022 [7], and 2023 [8], provide similar
overviews and note, amongst other developments, the use of Reinforcement Learning
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(RL) [5] and Federated Learning (FL) [7]. Furthermore, the transition towards care a
home require the selection and integration of supporting hardware and network tech-
nologies [5]. Internet of Things (IoT) devices are being deploying within hospitals and
wearables are provided for individual use by patients [6]. As AI is being implemented
in practice, real-world AI applications are reviewed, illustrating a wide spectrum of AI
use cases and their implementations in case studies [6].

2.2 Intelligence Amplification Design Canvas and AIDAF

Earlier work introduced the intelligence amplification design canvas [11]. The main
aim of the intelligence amplification design canvas is to support the conceptualization
of human-centred AI-applications during the initial design thinking stages emphasize,
define, and ideate [11]. The intelligence amplification design canvas is developed using
action design research and evaluated in different workshop settings with a variety of use
cases and domains.Guiding principles and questions related to the thirteen elementswere
deducted, as described in earlier work [11–14], to effectively support practitioners and
IT experts to conceptualize ideas for human-centred AI-applications in four iterations.

To increase the utility of the above-mentioned design approach, the intelligence
amplification design canvas andworkshop approach has been incorporated in theAIDAF
[14]. Additionally, the design approach has been mapped to the four design activities
and six principles of the ISO 9241-210:2019 for human-centred design of interactive
systems. More specifically, its potential use for design thinking and enterprise software
development were explored, resulting in a set of seventeen testable propositions for
future evaluation in case study research [14]. Furthermore, the AIDAF is utilized for
digital transformation towards healthcare ecosystems [16].

Next, the research methodology will be described.

3 Methodology

This section describes the use of the AIDAF in Sect. 3.1, the focus group meetings in
Sect. 3.2, and the three-step process for multiple use case analysis in Sect. 3.3.

3.1 Use of the AIDAF

Building upon earlier work [14], the AIDAF was utilized to establish a focus group (see
Sect. 3.2) and guide a three-step process (see Sect. 3.3) to conduct the multiple use case
analysis with the intelligence amplification design canvas, conceptualize individual use
cases and the overview of the current state of the AI Hospital.

More specifically, an adaptive enterprise architecture cycle and design thinking app-
roach was processed to facilitate iterative use case analysis, discussion, verification, and
refinement. From a managerial and CIO perspective, the integration between the current
state and the target architecture will be very important to align the digital IT strategy
of the CIO during the architecture review phase of the adaptive enterprise architecture
cycle. The use of AIDAF will be further discussed in Sect. 4.2 and 4.6.
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3.2 Focus Group Meetings

A focus group was established to conduct confirmatory qualitative research. The main
aimof the focus groupwas to determine the utility of the intelligence amplification design
canvas for the analysis of multiple implemented AI-applications. More specifically, the
use of the four guiding principles and guiding questions related to the thirteen elements
of the intelligence design canvas were evaluated.

The scope was set to use cases that were implemented as part of the AI Hospital
Program and actually in use. The iterative approach and already existing guiding open-
ended questions of the intelligence design canvas were applied to analyse each use case.
This way, a structured multiple case analysis could be conducted. Table 1 presents an
overview of the five focus group meetings that were held.

The first author analysed the use cases with the intelligence amplification design
canvas. The second author provided background materials, answered questions, and
verified the results for each use case from the CIO perspective. The focus groupmeetings
were led by the third author. The fourth, fifth, and sixth author were involved as subject
matter experts to discuss the results.

3.3 Multiple Use Case Analysis

Each use case was analysed using the four guiding principles and questions related to the
thirteen elements of the intelligence design canvas. The focus group members selected
nine use cases that were implemented as part of the AI Hospital Program and currently
in use within different departments of the Keio University Hospital, utilizing a variety
of AI-technologies, digital tools, and supporting IT.

Then, a three-step process was agreed upon, as shown in Fig. 1. The first step was
to complete the thirteen elements of the intelligence amplification design canvas for
each individual use case, as described in earlier work [12, 13]. The second step was to
conceptualize each use case in a conceptual representation, including the main users,
systems, interfaces, and interactions. The third step was to aggregate the conceptual
representations of the use cases in a high-level overview of the AI Hospital project.

Table 1. Overview of focus group meetings.

Date Focus group meeting topics Location Duration

24-02-2023 Introduction AI Hospital Program Keio University Hospital 90 min

17-03-2023 Discuss scope and methodology Keio University Hospital 60 min

27-04-2023 Determine use cases for analysis Hybrid 60 min

21-06-2023 Discuss and verify use case 1 and 2 Hybrid 60 min

20-07-2023 Discuss and verify use case 3–10 Hybrid 90 min
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Fig. 1. Three-step process for multiple use case analysis.

4 Multiple Use Case Analysis

This section presents the results andfindings of themultiple use case analysis atKeioUni-
versity Hospital in Tokyo. Section 4.1 introduces the AI Hospital Program. Section 4.2
explains the use of the AIDAF for the purpose of this study. Section 4.3 presents the nine
analysed use cases. Section 4.4 contains a detailed use case analysis of three selected
use cases. Section 4.5 presents an aggregated view of the current AI Hospital project.
Section 4.6 describes the approach for future developments.

4.1 AI Hospital Program

The AI Hospital Program was initiated by the Government of Japan and implemented
within four selected AI model hospitals [10]. In the special episode of NHK’s science
view, the program manager Dr. Yusuke Nakamura explains that “ai” means “love” in
Japanese, which relates to the main aim of the AI Hospital Program to “bring back
humanity in the medical system using AI and digitalization” [10]. A broad variety of
use cases and concrete AI-applications were demonstrated in this special episode.

This study has been conducted within Keio University Hospital in Tokyo. The main
objective was to construct an AI Hospital model by implementing and/or combining
various AI and supporting IT that have emerged in recent years to provide: (1) reliable
and safemedical care for patients, (2) advancedmedical services for patients, (3) reduced
workload for healthcare professionals, and (4) advanced support for community and/or
home healthcare. Figure 2 presents the governance structure that was established to
support the realization of the AI Hospital model. The AI Hospital Committee consisted
of a small headquarter and broad decentralized organization by involving more than 25
departments. All these members were stimulated to develop AI-initiatives and attend an
information exchange meeting every two months.
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Fig. 2. AI Hospital Committee at Keio University Hospital.

4.2 Multiple Use Case Analysis with the AIDAF

As introduced in Sect. 3.1, the AIDAF was used to guide the multiple use case analysis
as part of the AI Hospital Program [10]. Figure 3 visualizes the use of the AIDAF for
this study. The other three AI model hospitals (light) were not analysed.

Fig. 3. Application of the AIDAF for multiple use case analysis.

A reversed variant of the adaptive enterprise architecture cycle was agreed upon by
the focus group as described in Sect. 3.2 and shown in Fig. 3. Here, the intelligence
amplification design canvas was used by the researcher together with subject matter
experts to analyse use cases based on background materials that were provided by the
CIO. The four guiding principles were applied to complete a design canvas and concep-
tualization for each use case. The results were discussed and verified during the focus
group meetings. An initial version of the aggregated overview of the AI Hospital was
created based on the first focus group meeting and iteratively refined.

Using the AIDAF and the adaptive enterprise architecture cycle, described in
Sect. 4.2, and the four guiding principles of the intelligence amplification design can
be mapped to the six principles of the ISO 9241-210:2019 for human-centred design of
interactive systems: (1) design based on explicit understanding of users, tasks, and envi-
ronments, (2) user involvement throughout design and development, (3) design driven
by user-centred evaluation, (4) iterative processes, (5) design that addresses the whole
experience, and (6) design team with multidisciplinary skills and perspectives.
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4.3 Use Case Analysis

This section provides a brief overview of the nine use cases that were analysed using the
intelligence amplification design canvas and its four guiding principles. Subsequently,
the context of use, main users and goals have been summarized for each use case together
with the conceptualization.

Use Case #1: AI Interview System. The idea behind this use case (Fig. 4), is to provide
interview and consent acquisition support at the patient reception with AI interview
systems. The main users are the patient, clerk, and doctor. The goals are to (1) advance
medical patient services and (2) reduce workload for healthcare professional.

Fig. 4. Conceptualization of the use case related to the AI interview system.

Use Case #2: Digital Patient Information Service. The idea behind this use case
(Fig. 5) is to establish efficient information sharing with the patient by providing digital
information services via smartphones. Themain users are the patient, clinics, and doctor.
The goals are advance medical patient services, (2) reduce workload for healthcare
professional, and (3) advance support for home care.

Fig. 5. Conceptualization of use case for digital patient information service.

Use Case #3: Robot Assisted Coronary Angiography. The idea behind this use case
(Fig. 6) is to reduce the radiation exposure of the cardiologist by separating theX-ray area
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and the control area for robot-assisted angiography. The main user is the cardiologist.
The main goal is to reduce radiation exposure.

Fig. 6. Conceptualization of use case for robot assisted coronary angiography.

Use Case #4: Upright Remote CT Scan. The idea behind this use case (Fig. 7) is
to realize a remotely operated, non-contact upright CT scan of patients in a standing
position. The main users are the patient and the radiographer. The main goals are to (1)
reduce the time to take CT scans and (2) reduce the exposure to radiation.

Fig. 7. Conceptualization of use case with upright remote CT scan.

Use Case #5: Optimizing Bed Management. The idea behind this use case (Fig. 8)
is to centrally analyse and visualize in-hospital sensor data from bed wheels. The main
users are the hospital management and operators in the command center. The main goals
are to (1) optimize bed management and (2) predict bed occupation.

Fig. 8. Conceptualization of use case for optimizing bed management.
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Use Case #6: Improving US, CT, and MRI Equipment Efficiency. The idea behind
this use case (Fig. 9) is to improve the efficiency of US, CT, and MRI equipment by
analysing sensor data. The main users are hospital management and data analysts. The
main goals are to (1) improve equipment utilization and (2) reduce costs.

Fig. 9. Conceptualization of use case for improving US, CT, and MRI equipment efficiency.

Use Case #7: Drug Delivery Robot. The idea behind this use case (Fig. 10) is to
introduce delivery robots to bring medicines to the ward. Themain users are pharmacists
and nurses. The main goal is to reduce the workload for medical staff.

Fig. 10. Conceptualization of use case for drug delivery robot.

Use Case #8: Automatic Picking Robot. The idea behind this use case (Fig. 11) is to
ensure accurate drug dispensing by introducing an automatic picking robot. The main
users are pharmacists and logistics employees. Themain goals are to (1) improvemedical
safety, (2) reduce mistakes, and (3) reduce workload.

Fig. 11. Conceptualization of the use case with the automatic picking robot.

Use Case #9: AI Self-driving Wheelchair. The idea behind this use case (Fig. 12) is
to transport patients with physical impairments to appointments by introducing an AI
self-driving wheelchair. The main user is the patient. The main goals are to (1) improve
patient mobility and (2) reduce the burden for medical staff.
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Fig. 12. Conceptualization of the use case for the AI self-driving wheelchair.

4.4 Detailed Use Case Analysis

This section presents the results of a detailed use case analysis that was done using
the four guiding principles of the intelligence amplification design canvas: (1) human-
centric design, (2) agent embodiment, (3) data driven enhancement, and (4) human in
the loop. Due to page restrictions, the following three use cases, that utilize different AI-
technologies, will be discussed in more detail: (1) AI Interview System, (2) Optimizing
Bed Management, and (3) AI Self-driving Wheelchair.

In the next subsections, the use of the intelligence amplification design canvas is
demonstrated to iteratively define the selected use cases using its thirteen elements. The
colours correspond to the four design activities of the ISO 9241-210:2019 for human-
centred design of interactive systems: (1) understand and specify the context of use
(green), (2) specify the user requirements (red), (3) produce design solutions (yellow),
and (4) evaluate the design (blue).

UseCase #1:AI InterviewSystem. Following the context of use and conceptualization
in Subsect. 4.3, Fig. 13 presents the results of the four iterations using the guiding
principles of the intelligence amplification design canvas for use case #1.

Fig. 13. Results of the four iterations for the analysis of use case #1.
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First, the human-centred use of the tablet app was defined. Patients, supported by
clerks, use the AI Interview System to complete digital interviews in the waiting room to
prepare the consultation or examination by the doctor. The doctor can check the results
in the Electronic Medical Record (EMR) of the patient along with possible diseases.
This way, the doctor can prepare and focus on communication with the patient during
the consultation or examination, which contributes to bring back humanity as explained
in Sect. 4.1 and the NHK special episode [15]. The use of AI to identify possible diseases
has several ethical implications. Each disease classification using AI should be carefully
designed, developed, and evaluated.

Second, the current design solution was defined. The current AI Interview System
uses NLP algorithms to process input of patients and conducts interviews based on
interview scripts. Revisiting the first iteration defined which tasks are handled by the AI
system and refined the user interface requirements and required expertise.

Third, the core systems and algorithms were defined. Here, the iteration helped to
refine goals and metrics from the perspective of data driven enhancement.

Fourth, the consistency of the use case analysis was checked and possible extensions
were ideated. This resulted in the idea to extend the current AI Interview System with
conversational AI.

Use Case #5: Optimizing Bed Management. Following the context of use and con-
ceptualization in Subsect. 4.3, Fig. 14 presents the results of the iterative analysis of use
case #5.

Fig. 14. Results of the four iterations for the analysis of use case #5.
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First, the human-centred use of narrowcasting screens in the command center by
operators and management was analysed. The bed management system provides up-
to-date insight in the current occupation and predictions for the next four weeks. This
information is used to optimize the utilization of the available bed capacity. Additionally,
meaningful information is shared with medical staff, patients, and visitors.

Second, the data collection with IoT sensors underneath bed wheels was analysed.
Revisiting the first iteration identified the need of UI/UX knowledge.

Third, the main functionality of the bed management system was discussed. In the
current set-up, the bed occupation is updated each 15 min and predictions are made
for four weeks ahead. Data analytics techniques can be useful here to visualize trends.
Potentially other optimization techniques can be applied.

Fourth, the verification revealed that the bed management uses sophisticated noise
cancellation algorithms, developed by university researchers, to extract data to detect
the patient state. Algorithms were developed to measure respiration and heart pulse non-
invasively. This contributes to reducing patient stress and well-being, as demonstrated
in the NHK special episode [15]. In the future, additional sensors could be added to
improve remote patient monitoring. Additionally, the data could also be used to develop
patient-centred reports and update the EMR. Here, privacy and consent acquisition are
important design aspects to evaluate next to algorithm performance.

Use Case #9: AI Self-driving Wheelchair. Following the context of use and concep-
tualization in Subsect. 4.3, Fig. 15 presents the results for use case #9.

Fig. 15. Results of the four iterations for the analysis of use case #9.
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First, the use of the AI Self-driving Wheelchair by impaired visitors and/or patients
was defined. This fully autonomouswheelchair transports people to designated locations,
increasing patient mobility whilst reducing the burden for medical staff. The wheelchair
is a stand-alone system with built-in safety measures. The person driving the wheelchair
is in control and can control the wheelchair using a display.

Second, the solution design was analysed. The AI Self-driving Wheelchair uses an
indoor map and onboard sensors. Revisiting the first iteration added the requirement of
universal access to ensure that the wheelchair can be used by people of all ages and
impairments. This requires expertise regarding human computer interaction.

Third, the use of AI-techniques was defined. Here, algorithms are in use for detecting
people, obstacles, or objects in the driving path and collision avoidance. Although the
wheelchair does not drive fast, timely and accurate functioning of these algorithms is
important to ensure safety.

Fourth, scaling up the use of the AI Self-driving Wheelchair was explored. This
resulted in ideas for on-demand use by patients to leave the ward and for example go
to appointments or facilities. Additionally, sensors could be attached to the AI Self-
drivingWheelchair for asset tracking and optimalization of its utilization. Further-more,
a simple user feedback system could be introduced to measure patient satisfaction and
collect user input for improvement of patient mobility services.

4.5 Aggregated Overview AI Hospital

After analysing the nine use cases, the current state of theAIHospitalwas conceptualized
in an aggregated view, as shown in see Fig. 16.

Fig. 16. Aggregated high-level overview of the current state of the AI Hospital.

The aggregated high-level overview contains a layered view, integrating functional
and technical buildingblockswithin the current state of theAIHospital atKeioUniversity
Hospital. The analysed use cases were categorized in six application areas: (1) patient
reception interviewing, (2) information sharing with patients, (3) non-contact and/or
remote examination, (4) visualization of in-hospital data, (5) robots for reducing the
burden of medical staff, and (6) databases for expert support. The main supporting sys-
tems are presented in the infrastructure layer, including internal hospital systems, EMR
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and telemedicine systems, specificized medical systems, systems for analytical purposes
(e.g., Business Intelligence, AI), Internet of (Medical Robotic) Things (IoT/IoMRT), and
medical databases.

The current high-level overview highlights the AI Hospital ecosystem layer.
Although this layer was not within the primary scope of the AI Hospital implementation
at Keio University Hospital, the role of external stakeholders is clearly visible based on
the analysed use cases. Current work in progress aims to explore the ecosystem layer as
part of research and development work in the OHP2030 consortium.

Next, the proposed approach of the AIDAF for the development of future AI-
applications for the 2nd generation AI Hospital Program will be discussed.

4.6 Developing Future AI-Applications with the AIDAF

The AI Hospital Program will be continued. Figure 17 presents the proposed use of
the AIDAF to support the development of the 2nd generation AI Hospital Program and
collaborate with the OHP2030 consortium to create an AI-Hospital Ecosystem.

Fig. 17. Proposed use of the AIDAF for the development of the 2nd generation AI Hospital.

Similar to the proposed use of the AIDAF within the OHP2030 consortium [9],
the AI Hospital Program can leverage the AIDAF and human-centred design thinking
approach, as described in [14, 16], to support the development of new AI-applications
for the 2nd generation AI Hospital. Current work in progress focuses on the development
of a digital transformation strategy, target architecture, and portfolio of projects. Here,
the intelligence amplification design canvas can be used to organize workshops with
local users and ecosystem partners. The adaptive enterprise architecture cycle can be
used to guide the design and development processes, (solution) architecture reviewing,
and related managerial decision making. The established focus group can be extended
and transformed to function as an architecture board for the AI Hospital Committee and
fulfil a governance function for projects.
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The next section will discuss the results in relation to related work.

5 Discussion

This study evaluated the use of the intelligence amplification design canvas and AIDAF
for the analysis of multiple use cases and implemented AI-applications within Keio
University Hospital as part of the completed five-year AI Hospital Program.

The use of AI within healthcare and medicine has been extensively reviewed and
is continuing to develop rapidly. The broad variety of application areas, use cases, and
AI-techniques are well-reflected in the current AI Hospital Program and concrete imple-
mentations within Keio University Hospital. Here, digitalization, supporting IT, and IoT
sensors enable sophisticated use of data-driven AI-techniques. Additionally, modern
robotics have proven to be effective and safe to address current needs within the context
of hospitals. The current study resulted in a conceptualization of the current state of an
AI Hospital and identified areas for future research and development.

Regarding RQ1, the intelligence amplification design canvas and the AIDAF have
together proven to be effective to analyse existingAI-applications and conduct amultiple
use case analysis. Regarding RQ2, the adaptive enterprise architecture cycle provided
a three-step process to analyse, discuss and review individual use cases and recursively
conceptualize an aggregated overview based on a managerial and CIO perspective. This
approach could easily be repeated and might provide a common ground for cross use
case analysis in other (AI model) hospitals.

However, there are some limitations that must be addressed. First, it must be noted
that in the current study design the intelligence design canvas does not include in-depth
user evaluation and/or case study research. Furthermore, the level of granularity of the
conceptualizations is limited and based on informal representations. Additionally, the
three-step process should be tested in other organizations.

Next, the study will be concluded.

6 Conclusion

This study provides empirical support that the intelligence amplification design canvas,
and more specifically its four guiding principles, and the AIDAF can effectively support
the processes to conduct a use case analysis of implemented AI-applications as well as
conducting a multiple use case analysis. Regarding RQ1, the study analysed nine use
cases and resulted in an aggregated view of the AI Hospital project within Keio Univer-
sity Hospital as part of the five-year AI Hospital Program. The use of the intelligence
amplification design canvas has proven effective to create conceptual representations.
Three selected use cases were discussed in more detail to demonstrate the utility of the
intelligence amplification design canvas for the analysis of existing use cases. Regard-
ing RQ2, the use of the AIDAF was positioned and demonstrated for the purpose of a
multiple use case analysis and future development of AI-applications. Here, the adaptive
enterprise architecture cycle has proven effective in combination with the focus group
meetings. The recursive use of the intelligence design canvas, based on the three-step
process that was applied as an adaptive enterprise architecture cycle within the AIDAF,
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effectively supported the creation of an aggregated view and also provided useful new
insights.

This study contributes to the fast-growing AI knowledge base in healthcare and
medicine with a timely multiple use case analysis. As such, scholars and healthcare
professionals can leverage the research methodology and results of the multiple use case
analysis both as a reference and a potential starting point to explore potential AI use
cases within the context of a hospital. The approach can be applied and tested in other
organizations and potentially be extended to a new method for analysing and modelling
digital architectures and services. This way, the results of this study are also considered
relevant for the information systems research discipline. More specifically, this study
can contribute to the development of new or improved intelligent digital architectures,
methods, and services for Society 5.0.

The present study has some limitations that need to be addressed. The main limi-
tations of the multiple use case analysis is the application within a single organization.
Additionally, the use case analysis is not based on an in-depth user evaluation. Further-
more, although quantification is addressed within the intelligence amplification design
canvas, the current study is mainly based on a qualitative use case analysis.

Froma practical point of view, this study provided insight in the current state of devel-
opment of theAIHospital project atKeioUniversityHospital and identifiedopportunities
for extensions and future development. Building upon earlier work and the current study,
the intelligence amplification design canvas and AIDAF can be used for the develop-
ment of the 2nd generation of the AI Hospital Program and co-develop an AI-ecosystem
together with the OHP2030 consortium.

Future research may contribute to analyse similar use cases in other (AI-)hospitals
for a cross use case analysis. Therefore, the authors aspire to establish a working group
for collaborative research, development, and evaluation of generalizable use cases as part
of the AI Hospital Program and the OHP2030 consortium. Furthermore, future research
can investigate alignment with established standards and methods for in-depth user
evaluation and case study research. More specifically, future research can contribute to
extract (generic) software patterns and (reusable) AI mechanisms based on the multiple
case analysis and/or other use cases.
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Abstract. In the dynamic Industry 4.0 landscape, organizations aim to enhance
economic performance and sustainability. BusinessModel Innovation (BMI) plays
a vital role, enabling firms to integrate disruptive technologies and maintain com-
petitiveness. However, current BMI research mostly focuses on static Business
Models (BMs), neglecting the dynamic interactions between BMs components.
However, dynamic BM analysis is critical in the era of Industry 4.0 as it is a
valuable decision-making tool supporting strategic planning in complex BMs. In
this work, we propose a novel approach to conceptualize dynamic BM scenarios
through ametamodel. Then, we present a model to demonstrate the use of our app-
roach in the context of Industry 4.0. Finally, we discuss the practical implications
that our proposal has on equipping firms with mechanisms to foster innovation
and adaptability and respond to market volatility and competition.

Keywords: Industry 4.0 · Business Model Innovation · Business Model
Simulation

1 Introduction

In the industry 4.0 model, the main objective of organizations is to improve their eco-
nomic and operational performance while being more sustainable. In particular, man-
ufacturing firms have become increasingly interested in incorporating this concept to
their business model (BM) [1]. Moreover, researchers have also recognized this concept
as the main driver for innovation in the manufacturing industries in the coming decades
[2]. With this goal in mind, firms have focused on using various disruptive technologies
to influence their production and value delivery [3]. For instance, firms have attempted
to incorporate artificial intelligence, robotic process automation (RPA) or augmented
reality [4] into their processes.

Along those lines, the concept of Business Model Innovation (BMI) has become
relevant in this context. Particularly, as new BMs are regularly generated [5], firms have
become interested in understanding how these innovations can be incorporated into
their own particular BMs. In other words, BMI is now seen as an essential capability
for organizations seeking to drive growth, revitalize a lagging core or defend against
industry disruption [5]. Therefore, in Industry 4.0 is an essential tool for acquiring and

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. P. Sales et al. (Eds.): EDOC 2023 Workshops, LNBIP 498, pp. 23–38, 2024.
https://doi.org/10.1007/978-3-031-54712-6_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54712-6_2&domain=pdf
http://orcid.org/0000-0003-4891-3434
http://orcid.org/0000-0003-2898-7161
http://orcid.org/0000-0002-1611-6281
http://orcid.org/0000-0003-2175-4453
https://doi.org/10.1007/978-3-031-54712-6_2


24 P. Velandia et al.

maintaining competitive advantage [6]. Research on BMI advocates the need to rethink
traditional BMs [7] in order for firms to develop the necessary capabilities to become
part of Industry 4.0 [8]. Furthermore, the concept of BMI has gained relevance among
researchers and practitioners as it can be implemented in any firm, regardless of their size
or the product they sell [9]. In this sense,multiple small andmedium-sizedmanufacturing
firms can also benefit from the innovation of their BMs.

In general, research on BMI has been divided into two points of view. The first
corresponds to the static dimension of the BMs, which focuses on describing a business
as a set of components and their relationships [11], leaving aside the interactions between
them. The second, corresponds to the dynamic dimension of the BMs, which seeks to
represent the evolution of the business over time by analyzing the interactions between
its components [4, 10]. This type of work has gained momentum since it allows to
understand both how value is created among the components of a business over time,
and how changes in these components impact the rest of the BM [1]. Particularly, some
authors recognize its importance, since humans are unable to mentally infer dynamic
behaviors, as well as to recognize causal feedback relationships distant in time and space
[3].

In the context of Industry 4.0, dynamic analysis is considered as a support tool for
decision making, strategic planning, and for the modeling and execution of complicated
systems by evaluating multiple scenarios [11, 12]. In other words, since business are
complex systems, it is necessary to analyze them taking into account their dynamic
behavior [3] since several components of BMs are time sensitive or depend on other
relationships [7]. Therefore, the static representation is not sufficient to correctly analyze
complex businesses [7]. And, in Industry 4.0, being able to understand and innovate
BMs is crucial to effectively respond to market volatility, and intense competition [3,
13]. Consequently, research on the dynamic dimension of BMs is highly valued in
Industry 4.0 as it saves time and resources by providing reliable estimates of business
performance, which is one of the most useful indicators for decision making [3, 14].

However, as mentioned, BMI research has limitations, as it has been mostly
focused on the static dimension of BMs [14]. Some researchers have proposed different
approaches to perform dynamic analysis using for example system dynamics [5], which
have allowed to evaluate specific Industry 4.0 business scenarios [15]. Nevertheless,
these approaches are not particularly focused on BMI. Therefore, they lack common
guidance on how firms can analyze their own BMs from a dynamic point of view.

In this paper, we present an approach that enables the translation of static BMs to
dynamic BMs. Then, we model multiple scenarios to analyze how dynamic analysis
techniques enhance BMI in the context of Industry 4.0 and we present one of them.
The remaining sections of this document are organized as follows: Sect. 2 provides an
overview of the existing literature on static and dynamic BMs and their role on BMI in
the Industry 4.0 context. Section 3 describes the metamodel, which is the basis of the
proposed approach and the scenario that was built to exemplify its application. Section 4
presents the simulation results andSect. 5 discusses their implications in practice. Finally,
Sect. 6 presents conclusions, limitations, and directions for future research.
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2 Business Models and Simulation in Industry 4.0

BMI research calls for a review of current BMs and the approaches used to innovate them
[1]. Moreover, authors such as [16] recognize the need to use existing BMs as inspiration
to achieve innovation. Thus, an increasing number of researchers are becoming interested
inunderstandingBMI for this purpose.However,most researchonBMI is not particularly
focus on Industry 4.0 but on a more general point of view, covering both the static and
dynamic dimensions of BMs in multiple industries.

In the static dimension of BMs, [5] has focused on analyzing BMs from a struc-
tural point of view determining their key components and the relationships between
them. Along the same path, [15] described how the components of BMs are organized
and how they can communicate with each other to generate value and revenue. Even if
most research is not focused on Industry 4.0, their contributions can be used to under-
stand manufacturing BMs and leveraging on these for Industry 4.0 innovations. For
instance, a well-recognized research on static BMs is the Business Model Canvas [17]
by Osterwalder. It has been widely used as a tool to define and evaluate BMs [1, 13, 15].
Moreover, the Business Model Canvas allows specifying BMs both in the Industry 4.0
or other contexts.

Only a few authors have focused on studying BMs on Industry 4.0. For instance, [18]
provides a taxonomy to describe, analyze and classify BMs in Industry 4.0. Other authors
have focused on specific types ofBMs in the context of Industry 4.0. For instance, circular
BMs [19], open BMs [20], sustainable BMs [21] or the BM’s of technology providers
[22]. In addition, some authors explore the impact of particular technologies in BMs
such as digital platforms [23] or additive manufacturing [24].

However, static BMs have a significant drawback in that they lack the ability to
analyze inter-component behavior and their responses to events. To overcome this limi-
tation, some authors suggest enhancing static representations by incorporating dynamic
characteristics and conducting simulations for specific business scenarios [6]. Conse-
quently, BMI research has shifted its focus towards understanding the dynamic aspects
of BMs. Especially, researchers have explored the dynamics of Digital Enterprises [25]
and sustainable BMs [26] while others have concentrated on small and medium-sized
enterprises [27]. Despite conducting an initial search using keywords such as “BMI”
and “dynamic elements”, we found a lack of relevant results in academic papers. Hence,
it appears that existing research on BMI insufficiently addresses the incorporation of
dynamic elements, failing to provide adequate support for BMI in this context.

Researchers state that it is necessary to create models for exploration, discovery and
analysis of BMs on Industry 4.0 [10]. In general, research on dynamic aspects in Industry
4.0 focuses on providing a theoretical basis [28], simulating BMs in specific industries
[29] or with specific technologies [30]. However, it is not clear how firms can use or
replicate these results in their own BMs to make more informed decisions.

In conclusion, the significance of BMI within the context of Industry 4.0 cannot
be overstated. Nonetheless, the existing body of research in this domain seems to lack
sufficient emphasis on Industry 4.0’s specific context. The prevailing focus on static (BM)
modeling is limiting the potential for innovation, as it hinders a comprehensive analysis
of business component behavior within specific and practical business scenarios. To fully
harness the transformative potential of Industry 4.0 and BMI, there is an evident need
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for academic endeavors that address the dynamic aspects of BMs and their relevance in
the context of contemporary industrial landscapes. By incorporating dynamic elements
into the related research, we can foster a more profound understanding of the intricate
interplay between various business components and enhance the efficacy of decision-
making processes in an increasingly complex and evolving business environment.

3 Proposal

In this section, we present how simulation can be used to validate innovations on BMs
in Industry 4.0 improving decision-making processes. Figure 1 presents our approach.
To start with, from [12], we define the metamodel of the elements of a static BM. Then,
we identify the fundamental concepts of Discrete Event Simulation (DES) which is the
selected approach as it can provide exclusive insights for predicting outcomes ofmultiple
scenarios [31]. These are the concepts that are then incorporated to the metamodel.
Finally, we use an example to demonstrate the use of our proposal to facilitate decision
making processes for a firm in the context of Industry 4.0.

Fig. 1. Methodological approach.

As mentioned, we define the static metamodel by relying on [12]. This metamodel
proposes the elements to model the structural part of a BM. First, Components represent
stocks of information, value and/or money that exchange items with other components.
This exchange is achieved through Channels, which represent how a component sends
and receives the exchanged item. Each channel must have a type: (1) Provisioning
channels that allow one component to supply goods to another, (2) Transformation
channels that allow raw materials to be transformed to produce the exchanged items, (3)
Distribution channels that allowone component to deliver exchanged items to another, (4)
Relationship channels that allow information to be exchanged between two components
and (5) Monetization channels that allow money to be received for the item sold. Each
channel performs a group of activities related to its objective. For instance, the activities
of the monetization channel could be “receive payment” or “deliver a receipt”.

To include the dynamic part, we first stablish the elements of DES [32]. Entities are
the elements under study (e.g., customers). They move through the system, can hold
different states, and interact with other entities. Additionally, there are Activities, which
are the actions performed in the system. Finally, there are Parameters. These can be
defined over entities (e.g., customer demand), over activities (e.g., processing time) or
over the whole system (e.g., time of operation). And they can be updated when an event
or trigger occurs.
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Next, is imperative to stablish the relation between the static concepts and the
dynamic ones. For this purpose, we define Business Scenarios (BSc). These are spe-
cific processes that occur in a BM (e.g., provisioning process or product sale). We define
that a BM can have multiple BSc and that a BSc is the implementation of a group of
activities in a particular order. Depending on the BSc of interest, the components in the
static part can become Entities of the dynamic part (e.g., customer). In that case, the cor-
respondent parameters will have to be defined. As parameters can also be defined over
activities this relationship must exist in the metamodel as well. Finally, a BSc has a set of
triggers that initiates activities in the scenario (e.g., the creation of an order initiates the
manufacturing activities). Of course, these triggers also have a set of parameters defined
over them (e.g., an order is created every hour). The extended metamodel is presented in
Fig. 2. The concepts of the dynamic part are in blue. As the fundamental elements of DES
are included, we argue this metamodel is sufficient to incorporate dynamic elements into
static representations of BMs. Consequently, this metamodel allows to easily define the
parameters, triggers, and activities in a BSc. Thus, easing the translation process into
simulation scenarios which are then used in decision-making processes.

To illustrate this approach, we use a BM constructed from the theory proposed by
[1] regarding BMI in Industry 4.0. In our case, we present a manufacturing BM with a
user-driven approach and an interest in innovating by improving its customer interface.
First, we create the BM that conforms to the static part of the metamodel. Second, we
add the dynamic elements. And third, we use a simulation software to analyze the impact
that the proposed innovation may have on the firm.

The example firm, Casey, sells customized mobile phone cases to its customers.
At their current operation, they have a point of sale where customers first describe to
an employee the design, they want their case to have. The employee then sends the
specifications to the warehouse where the case is customized. Once these activities are
completed, the case is delivered to the customer. If the case design is satisfactory, the
customer pays and leaves the point of sale. If it is not, the customer re-specifies their
requirements, and the employee generates a new order for a new case. If the case does
not meet the customer’s expectations for a second time, the customer leaves. This is
the current scenario. However, Casey is interested in innovating its selling process by
improving its customer interface. By implementing an AI-enhanced website for cus-
tomers to provide a detailed design of case they want aiming to be able to serve more
customers, minimize errors in the design-to-manufacturing process and provide a better
customer experience. In the future scenario, customers will enter the newwebsite, design
their case, and pay for it. Then, they will wait until Casey receives the order, designs the
case, and delivers it at their home. To evaluate the impact that this initiative has on the
current BM, we use our approach.

First, we provide a visual representation for the static part of this BM, using the
language defined by [12]. In their work, Components are represented as boxes and
Channels as lines between them. Dotted lines are digital channels. Activities are not
represented for simplicity. Then, we add the dynamic elements to the model (see Fig. 3).
In this example, we model two BSc: BSc1, highlighted in purple, groups, and orders
the activities for provisioning process, and BSc2, highlighted in pink, focuses on the
sale process, including design, payment, and distribution activities. Each scenario has
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Fig. 2. Dynamic BMs Metamodel

the order of the activities in each channel. For instance, in BSc1 the order is sent to the
customer (see Fig. 3 BSc1 – 1) and then the provider sends the products (see Fig. 3
BSc1 – 2). For BSc2, we analyze the behavior of the customer. Thus, this component
is the Entity of interest. Figure 3 also presents the parameters defined for activities A.1
and A.2. For instance, A.2 is the activity in which the customer provides the information
and requirements to design the case. For this activity, we define the time it will take
to complete using a time parameter, which we also set for all the other activities in the
model. Finally, we define the parameters for the triggers. For example, Trigger 1 initiates
the relationship activities when the customer enters the interface. For this trigger, we
define the capacity parameter which is understood as how many customers can specify
their requirements at the same time, the same is done for each Trigger.

Once we define the dynamic elements of the scenarios, we select Simio as the simu-
lation software to study their behavior. This selection is due to Simio’s use of a discrete
event simulationmodel and ease of access for the research team.However, as the dynamic
elements do not depend on the simulation software, any other software with the same
simulation model can be used. This is a fundamental step to effectively analyze BScs.
By correctly and completely defining the dynamic elements in the static representation,
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Fig. 3. Casey’s BM.

the translation to any simulation software should be done almost automatically. As men-
tioned, our approach is not focused on Simio. In the future, tools for translating the static
representation into any software should be developed.

In this example, we translate the elements in Fig. 3 to Simio’s elements. In this soft-
ware, channels become Serverswhere activities are performed by customers. All defined
parameters are assigned to the customer entity, to the servers or to the entire system.
Additionally, we model the processes that enable the activities to be synchronized inter-
nally, corresponding to the BSc1. For example, the provisioning process when inventory
is decreasing. The resulting model for Casey in Simio is also shown in Fig. 4.

Fig. 4. Casey’s BM in Simio

In this model, we have a Source (CustomerArrival) that generates the customers
that flow through the channels. Then, we model the relationship channel as a server
(CaseDesign), which represents the new customer interface where the design activities
take place. Internally, when a customer finishes its design, the server starts the manu-
facturing and distribution process. Meanwhile, the customer flows to the CaseCharge
server, where monetization activities take place. In the end, the Sinks (CustomerExit,
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LostSales and SoldCases) are updated once a transaction is completed. As it will be pre-
sented in Section IV, this allows us to obtain meaningful information about the scenario.
In addition, the model allows to see the number of cases in Inventory (CasesInventory)
and the number of cases that are in distribution (OnDeliveryCases) at each moment.

To effectively analyze the impact that a customer interface improvement could have
on Casey’s current BM, we simulate both the current and future scenarios. In both cases,
we simulated 48 h of Casey’s operation, and we maintained the parameters to ease
comparison. This allows us to compare the average number of cases in inventory, the
number of customers, the time it takes a customer to obtain a case, the utilization of the
relationship channel, the average time of a design process instance and the number of
lost sales. With our approach, we can provide Casey with valuable information about
the impact that a customer interface innovation may have on its current BM. Thus, the
approach allows the firm to make more informed decisions on the implementation of an
innovation, as we will see on the simulation results, presented in the following section.

4 Results

As mentioned in Section III, we model both the current and future situation for Casey.
Consequently, we can analyze the impact that a customer interface innovation has on
Casey’s BM. The specific indicators that were analyzed are: (1) Average cases in inven-
tory, (2) Average Cases that entered the inventory, (3) Average time in station of the
cases in inventory, (4) Average time in system of customers, (5) Case Design Scheduled
Utilization, (6) Case Charge server average time of processing, (7) Case Design server
average time of processing, (8) Average customers that exited Casey, (9) Average sold
cases and (10) Average frustrated customers. The results are presented next.

Firstly, we analyzed the behavior of the inventory. To do this, we started by under-
standing the number of average cases in inventory. This indicator allows us to see how
many cases are available for sale at a certain point in time. As can be seen in Table 1,
the average number of cases in inventory decreased in the future situation. This can
be interpreted to mean that innovation in the new customer interface innovation allows
Casey to have a higher frequency of customer arrivals. Consequently, it allows the firm
to have a higher number of sales. Thus, obtaining a higher inventory rotation.

Table 1. Average cases in inventory.

Situation

Current Future

14.46± 0.66 u 10.72± 0.36 u

Secondly, we complement the former results with the number of average cases that
entered the inventory shown in Table 2 and the average time in inventory of a case shown
in Table 3. Table 2 shows that for the future situation, Casey´s inventory is replenished
more frequently since a higher demand arrives. However, the results on Table 3 allows
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us to see that even though more cases are entering the inventory, they are remaining less
time in it. Thus, confirming that with this kind of innovation the firm obtains a higher
rotation rate in its inventory.

Table 2. Average cases that entered the inventory.

Situation

Current Future

22.07± 1.13 u 34.1± 2.21 u

Table 3. Average time of cases in inventory.

Situation

Current Future

23.65± 1.77 hr 17.5± 1.73 hr

Thirdly, we analyzed the impact that the new customer interface has on the customer
behavior. Specifically, we analyzed their average time in the system. This represents how
long it took a customer, on average, to go through each Server in the system and arrive
to the Sink. In other words, this indicator allows us to know what was the average time
that a customer took to enter the page, design its case, pay for it and, finally, exit Casey’s
page. The results can be seen on Table 4.

Table 4. Average time in system.

Situation

Current Future

125.56± 4.21min 43.46± 0.35min

As can be observed, after improving the customer interface, the average time it takes
a customer to go through Casey´s system has a significant improvement. In the current
situation a customer would take almost 3 times the time of the future situation. This is
explained by the fact that, after the implementation of this new interface, some steps
are eliminated. To start with, this interface can ensure that the customer’s design is
clearly understood by both customer and firm. Therefore, the customer does not have
to go through a review process or rework their design. In other words, this innovation
allows Casey to eliminate human error in Casey’s side. As a result, the customer can
substantially reduce its time in Casey’s system, which has various implications: (i) with
this result the customer who receives an enhanced shopping experience by not having
to spend as much time on the design and purchase process. And (ii), the new interface
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allows Casey to receive a higher number of customers and, consequently, increases its
sales and revenue.

Fourth, we analyzed the use of the case design server. As explained, this server is
responsible for receiving customers and allowing them to design their case. In the current
situation, as this process takes place in a physical point of sale, customers depend on the
availability of the employees. If a customer arrives and the employee is busy, they will
have to wait until the employee is free to design their case. Specifically, the simulation
shows that the server will be busy the 1.56% of the time. However, since the hypothetical
innovation is focused on providing a new customer interface, the future situation will
not have a limited customer capacity. This allows customers to design their case without
waiting for an employee, this indicator drops to cero in the future situation, as is shown
in Table 5.

Table 5. Case design server use.

Situation

Current Future

1.56± 0.22% 0%

Fifth, we complemented the previous analysis by studying how long it took for
customers to design their case. The results of this analysis are shown in Table 6, which
can be interpreted to mean that by improving the customer interface, it will take longer
for customers to design their cases because they will have to become familiar with this
newdesign tool. In otherwords, customerswill have to go through the process of learning
how the interface works and how to review the final design and, place and confirm their
orders. However, as observed in Table 5, customers will never have to wait in line in
order to design their case. Furthermore, we also analyzed the behavior of the activities
in the monetization channel, as shown in Table 7, it will take less time for the customer
to make the payment in the future situation.

Table 6. Average time of case design processing.

Situation

Current Future

29.96± 0.33min 39.97± 0.34min

In addition, we analyzed the number of customers who completed the process, or
the number of customers that obtained a case. Table 8 shows these results, where this
indicator increases in the future situation, which can be explained for two main reasons:
(i) by making a customer interface innovation, the number of customers arriving at
Casey’s platform increases since the firm has more capacity to receive them. (ii) since
customers do not need to wait in line to design their case or to pay for it, it is possible
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Table 7. Average time of case charge processing.

Situation

Current Future

7.6± 0.21min 3.49± 0.05min

for two customers to perform these activities at the same time. Thus, in the same period,
the future situation allows more customers to be served.

Table 8. Average customers that completed the process.

Situation

Current Future

11.7± 1.55 customers 25.23± 2.09 customers

Moreover, Table 9 shows the average number of cases sold. This indicator represents
only the cases that have already been delivered to the customers. Thus, at the end of the
simulation in the future situation there are some cases that have not yet being delivered
to the customer. This occurs because the customers may have already finished their
design and abandoned the new interface. However, the case is still in the process of
manufacturing or packaging for distribution. Nonetheless, the customer has already
paid for it. Consequently, in the future situation the number of cases sold increases (by
about 4 units). But it does not match to the number of customers that left Casey’s new
interface (see Table 8), i.e. in Table 9. Not all the cases sold are quantified. However,
it could be stated that the average number of cases sold increases because the case is
already designed and paid for. Consequently, this innovation allows Casey to sell more
cases which in turn translates into higher revenues for the firm.

Table 9. Average sold cases.

Situation

Current Future

11.73± 1.57 u 15.63± 1.39 u

Finally, we analyze the number of frustrated customers, which represent those cus-
tomers whowanted tomake a purchase but due to failures in the design or transformation
process have decided not to complete the transaction with Casey. This occurs in the cur-
rent situation, when a customer´s design has gone through two failed review processes
and Casey´s employees have not been able to properly meet the customer’s expecta-
tions. In the future situation, with the new customer interface, human error is completely
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eliminated. In the new situation, customers place their orders through a platform and
not with an employee who can misinterpret their design and cause errors in the process.
The results of this indicator are shown in Table 10.

In the current situation, there are approximately 4 customers who have not completed
the transaction with Casey. This situation does not only represent 4 lost sales from
unsatisfied customers. But each time the review process is performed, a new design
needs to be made in a new case, which means that more than 4 cases were lost, and the
inventory had to be replenished. However, this was not due to more cases being sold, but
due to errors in the design process. By upgrading the customer interface, Casey benefits
because sales are no longer lost, human error is eliminated, and no additional costs are
incurred.

Table 10. Average number of frustrated customers.

Situation

Current Future

4.47± 0.71 customers 0 customers

Based on the aforementioned results, it becomes evident that the hypothetical innova-
tion in the customer interface holds substantial potential to confer numerous advantages
upon Casey across multiple dimensions. First, it enables the firm to provide better ser-
vice to its customers. This is because it reduces the time for customers to design and pay
for their cases. It also saves the firm from having to put the customer through a cum-
bersome and time-consuming process. With this innovation, customers will no longer
have to wait in line or go through tedious review processes that may end up in a frus-
trating experience. Second, Casey’s can gain operational and financial improvement, as
this innovation allows them to eliminate human error and improve their capacity. In the
future situation, they will be able to serve a greater number of customers, which in turn,
will be reflected in an increased revenue and a reduced waste. With these results, Casey
can understand the impact that this innovation has on their inventory, revenue and cus-
tomers. If wanted, Casey could simulate other BScs to compare different innovations.
With this information, it is possible for Casey to make more informed decisions saving
time, people and financial resources. Consequently, this approach allows Casey to ana-
lyze a potential innovation and understand the impact it may have on their relationship
with their customers.

5 Analysis and Discussion

In this work, we propose an extended metamodel that allows us to define dynamic BSc
over static BMs representations. To illustrate this approach, we use Casey. Amanufactur-
ing firmwith an interest in customer interface innovation. In this case, we only modelled
one firm with one type of innovation. However, one could model different BMs with
multiple types of innovations. For instance, as [1] state, firms in the context of Industry
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4.0 can have a service-oriented approach, a network-oriented approach, a user-driven
approach or a combination of these. In addition, we modelled a firm with a user-drive
approach but firmswith other contexts can also be explored, broadening the type of inno-
vation that a firm is interested in applying. Particularly, this can be done in four ways:
(1) optimizing its internal and external process, (2) improving its customer interface, (3)
participating in new ecosystems and value networks and (4) creating completely new
BMs.

Therefore, our approach is not limited to a company with a particular focus or a
particular innovation in mind. For instance, imagine that Casey wants to incorporate an
intelligent sensor into each case. This to obtain information about the product wear and
tear. Using simulation, one could model the typical activities that a case goes through
after delivery and obtain the case conditions by the end of the warranty. This wouldmake
it possible to analyze, for example, the quality of the materials used in the transformation
process.

This approach can be extended tomore complex BMswith other types of innovation.
For instance, one might focus on modelling the flow of information through the different
channels to validate anAnalytics initiative ormodelling an entire supply chain to address
collaboration and synchronization issues. Moreover, the approach allows modeling both
the current and future situations for comparison. In this sense, it can also be used to
understand the behavior of a BM with or without an innovation initiative.

The proposed metamodel can also be further extended. For instance, the component
entity can be detailed so that specific dynamic characteristics can be associated with
inventory (e.g., revision timer) or providers (e.g., howmany times is inventory reviewed).
Moreover, if a specific software is used, it is possible to include the characteristics that
a component, channel, or activity should have in that environment. This would allow
the creation of more complex and detailed situations for modeling explicit innovation
initiatives.

One fundamental element of this approach is the comprehensive definition of the
static BM. In addition, to include the dynamic elements of a given situation, data on
the behavior of real components need to be collected in order to correctly parameterize
the elements of the situation. In general, this approach can be easily adopted by those
familiar with a particular simulation software. However, the translation process can
be complex if only static representations have been worked with. Even when similar
results can be obtained with an empirical definition and translation process, the lack of
formality and standardization forces researchers to perform a new assessment for each
BSc. With this approach, BSc, entities, parameters and triggers are defined from the
static representation and can be easily translated into simulation software.

As a result, our proposal focuses on providing firms with reliable information so
that they can make more informed decisions. Just to reiterate, this approach allows firms
to analyze and compare different situations for a BM without incurring in the costs
associated with traditional what-if analysis, such as hiring personnel, investing in new
infrastructure, procuring additional supplies, allocating time, and spending significant
financial resources. Consequently, this allows firms to effectively innovate and adapt to
ever-changing market conditions, while minimizing the risks typically associated with
new implementations.



36 P. Velandia et al.

6 Limitations, Conclusions and Future Research

Since BMI is currently considered an essential capability for organizations [15], multiple
researchers and practitioners have been interested in understanding BMs in the context
of Industry 4.0 in order to innovate them [1, 5]. To this end, most authors have focused
on understanding the static dimension of BMs in multiple industries. However, few
researchers have focused especially on BMs in Industry 4.0. Although, it has been
recognized that research on Industry 4.0 would benefit from incorporating dynamic
elements as thiswould allowfirms to understand the elements thatmake the business save
time and resources [6]. Moreover, this incorporation allows improving and facilitating
the decision-making process by providing reliable estimates of business performance
[24].

In this paper, we propose an approach to translate static BMs into dynamic BMs by
using the Simio simulation software. We then discuss how the approach can be used for
a specific firm with an innovation idea in the context of Industry 4.0. We present the
results of the simulation for the firm’ current and future scenarios and discuss how these
results can be extended to more complex scenarios or other innovation initiatives.

In terms of limitations, we have extended the metamodel proposed by [12] to create
the dynamic scenario presented in this paper. However, when translating more complex
business scenarios it may be necessary to incorporate new entities or attributes. On
the other hand, straightforward scenarios, such as the one presented in this paper, may
require an adaptation of the proposed metamodel if they are to be translated into another
simulation software. Thus, future research may be focused on extending the proposed
metamodel to provide practitioners with a solid conceptual basis for creating their own
simulation scenarios.

Furthermore, the presented simulation is based on average empirical data. We argue
thatmore accurate results can be obtained by lookingmore closely at the typical behavior
of this type of BM. Further research along this path could focus on collecting data
relevant for multiple BMs and using our approach to create simulation scenarios. For
instance, data can be collected for several “Case design” firms. By using our proposal,
researchers can benchmark among competitors. Furthermore, this can be done over other
manufacturing BMs to perform more detailed analysis.

Yet, another limitation of this work is that it has focused on analyzing a customer
interface improvement. However, the impact of the incorporation of other Industry 4.0
technologies can also be analyzed. Finally, this approach focused on understanding the
impact to the customer.However, future research can concentrate onmodeling other parts
of the BM. For instance, improving internal and external processes (e.g., procurement)
or creating a completely new product or service.

This demonstrates the need to further work on the dynamic elements of BMs in
the context of Industry 4.0. In this work, we aim to provide a straightforward approach
to create dynamic models from static BMs. Furthermore, we propose a base case to
illustrate how this process can be carried out. We then present the results of the case.
Our main objective is to provide a basis on which researchers can build knowledge and
more complex scenarios can be modeled and thus contribute with tools to improve the
innovation process of BMs especially in the context of Industry 4.0.
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Abstract. Earlier work proposed a reference use case and data space architec-
ture for smart truck parking and positioned future use of federated learning for
competition-, privacy sensitive data sharing. However, there is limited research
regarding the deployment of federated learning in data spaces. Extending earlier
work, this paper documents the results of experimental development of a federated
learning model for smart truck parking and its instantiation in a data space infras-
tructure. Two iterations were carried out to assess the development of a federated
learning model and deployment in a data space environment for the smart truck
parking use case. First, a data space infrastructure was instantiated, containing a
federated learning orchestrator, connectors with data apps, and a metadata broker.
Second, a prototype was developed on top of the metadata broker to support the
provisioning of the required data space components to the involved participants.
Taken together, the experimental development related to the smart truck park-
ing case provides initial support for the suitability of federated learning in a data
space environment and contributes to better understanding of the potential use,
technical feasibility, required efforts, and practical implications. From a practical
perspective, the study provides interested scholars and software developers access
to a reference implementation. The current study is limited to one federated learn-
ing model and deployment in a small data space environment. Future work may
contribute to comparing multiple federated learning models and evaluation in an
operational data space.

Keywords: Federated Learning · Data Spaces · Smart Truck Parking

1 Introduction

Privacy Enhancing Technologies (PETs) are currently emerging for accessing and pro-
cessing data in use cases in which the various data sources cannot always simply be
shared between stakeholders. This may be the case when the amount of data to be trans-
ferred is too large or due to sensitivity, confidentiality, ethical, privacy, legal, or other
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issues. In such cases, the data that are feeding the processing algorithms must remain
within the security domain of its provider or administrator and are not to be transferred
to other organizations for processing. Thus, only controlled access to the data may be
allowed instead of exchanging the sensitive data. PETsmay be implemented bymeans of
solutions such as Federated Learning (FL) and secure Multi-Party Computation (MPC).
An overview and categorization of FL anMPC has recently been provided by the OECD
[1]. This paper focuses on FL in data spaces.

The development of data spaces is at the core of the European Data Strategy [2]. The
European Commission (EC) has expressed its ambition related to federative data sharing
in the EU Data Strategy as a ‘Common European Data Space’, which can alternatively
be summarized as the movement towards a federation of interoperable data spaces. The
EC initiated supporting regulations (e.g., the Data Act [3], the Data Governance Act [4],
the Digital Services Act [5], the Digital Markets Act [6] and the Artificial Intelligence
Act [7]) and plays an active role in the actual development and deployment of data
spaces [8]. In the logistics industry, there are several relevant data space initiatives,
including the development of a common European mobility data space, and country
specific initiatives such as the Basic Data Infrastructure (BDI) that is being developed
for the logistics industry in the Netherlands [9].

The above-mentioned data space initiatives and the PETs pursue a common goal
with regard to controlled data sharing, data sovereignty, and privacy. Moreover, from
both perspectives synergetic effects can be realized through collaboration and alignment
of development of data space and PET architectures [10]. As such, previous work has
introduced smart truck parking as a reference use case for the combination of a data
sharing utilizing PETs in a data space infrastructure [11]. More specifically, this earlier
work positioned future use of FL for competition sensitive data sharing. However, FL is
a relatively young field and there is limited related work in the logistics domain. More
specifically, much work focuses on technical aspects and modeling, but does not report
on the efforts and challenges to deploy solutions. Moreover, there is limited research
regarding the deployment of FL in data spaces.

This paper builds upon the above mentioned earlier work and focuses on assessment
of the efforts and the associated challenges of developing and deploying a FL use case
within a data space infrastructure. The following research question is addressed in this
paper: “What are the practical implications for development and deployment of FL solu-
tion architectures in a data space infrastructure, using the illustrative and representative
use case of smart truck parking in the logistics domain?”.

This study intends to contribute to better understanding of the potential use, technical
feasibility, required efforts, and practical implications related to the deployment of FL
models in data space environments. Therefore, this paper documents the results and
findings of experimental development of a FL model for smart truck parking and its
deployment in a data space infrastructure. As such, the study explores the ideas put
forward in earlier work and provides an initial validation of the technological layer of
the data space architecture for the smart truck parking reference use case [11]. The current
study is considered of interest for scholars and practitioners that are developing PETs, in
particular FL applications, within the context of the emerging common European data
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spaces. From a practical perspective, the study provides interested scholars and software
developers access to a reference implementation.

The remainder of this paper is structured as follows. Section 2 summarizes related
and earlier work. Section 3 describes the methodology. Section 4 presents the result of
the experimental development of a FL model for smart truck parking, the deployment
in a data space infrastructure, and the prototype to extend the metadata broker with
functionality for provisioning data space components. Section 5 discusses the results in
relation to related work. Section 6 concludes and positions future work.

2 Related Work

This section subsequently addresses earlier work regarding the smart truck parking case
and related work regarding data space initiatives and FL.

2.1 The Smart Truck Parking Use Case

This paper builds upon earlierwork inwhich a reference use case, data space architecture,
and a prototype application for smart truck parking were introduced [11]. The reference
use case was developed using the Fraunhofer use case methodology. The data space
architecture was established based on the International Data Spaces (IDS) Reference
Architecture Model (RAM) and ArchiMate framework. Based on a case study at A1
Truck Parking in the Netherlands, a prototype application was developed for smart
truck parking using 1.5 years of historical data. This prototype demonstrated the main
components in the application layer of the data space architecture for smart truck parking.
The previous study was limited to deployment of the prototype on a local machine.
Additionally, the potential use of FL was positioned as future work.

The current study builds upon the reference use case and data space architecture
for smart truck parking. More specifically, the current focus lies on validation of the
technology layer of the proposed data space architecture by instantiating a data space
infrastructure, including connectors with data apps for data providers, consumers, and
service providers for FL, a metadata broker, and supporting data space components.

2.2 Data Spaces

At present, a multitude of European data spaces are emerging, e.g. for individual sectors,
application areas, or geographical regions. Being able to seamlessly share data over
these data spaces yields clear advantages: It extends the reach and scope of accessible
data and allows new business models and solutions to be developed across sectors and
regions. Hence, the data spaces should pursue the common goal of being able to share
data in a trusted manner between participants in different data space instances, whilst
each individual data space instance has a high degree of autonomy in developing and
deploying its own internal agreements and ICT landscape. For data spaces to seamlessly
interconnect in a federation, an interoperability framework is needed to manage and
coordinate trusted and controlled data sharing between participants inmultiple data space
instances. This goal is at the very core of the European Data Strategy of a ‘Common
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European Data Space’ [2]. To pursue this goal, various EU initiatives are exploring and
developing reference architectures for federative data sharing and data spaces, including
the Open DEI initiative [12, 13], and supporting initiatives for federative data sharing,
such as the International Data Spaces Association (IDSA) [14, 15], Gaia-X [16, 17],
FIWARE [18], iSHARE [19, 20], and the Data Space Business Alliance (DSBA) [21,
22].

Currently, the EU Data Spaces Support Centre (DSSC) [23] is the main initiative
working towards a blueprint for the emerging (federation of) data spaces in Europe. The
DSSC defines a data space as ‘an infrastructure that enables data transactions between
different data ecosystem parties based on the governance framework of that data space’
[24]. Data spaces should be generic enough to support the implementation of multiple
use cases. Moreover, the EU Open DEI initiative has identified three types of building
blocks to be part of a data space [12, 13]: (1) building blocks for data platforms, providing
support for effective data sharing and exchange aswell as for engineering anddeployment
of data exchange and processing capabilities, (2) building blocks for data marketplaces,
where data providers can offer and data consumers can request data, as well as data
processing applications, and (3) building blocks ensuring data sovereignty, i.e. the ability
for each stakeholder to control their data by making decisions related to how digital
processes, infrastructures, and flows of data are structured, built and managed, based on
an appropriate governance scheme, enabling specification of terms and conditions.

The upcoming EU Simpl procurement project [25] will be the initiative to adopt
the DSSC blueprint, develop the associated building blocks, and make these available as
open source for large scale deployment in the various EU sectoral data space deployment
initiatives [8]. For logistics, thismay be part of the development of the EuropeanMobility
Data Space [26] and BDI.

2.3 Federated Learning

The field of FL is relatively young and growing. The term FL was initially coined by
McMahan [27, 28] in 2016 and first developed by Google [29, 30]. FL can be defined
as ‘a machine learning setting where multiple entities (clients) collaborate in solving a
machine learning problem, under the coordination of a central server or service provider.
Each client’s raw data is stored locally and not exchanged or transferred; instead, focused
updates intended for immediate aggregation are used to achieve the learning objective.’
[31]. Alternatively, FL can be defined more concise as ‘privacy-preserving decentralized
collaborative machine-learning techniques’ [29]. FL approaches are commonly catego-
rized as horizontally FL, vertically FL, and federated transfer learning [27, 29]. In the
case of horizontally FL, the participants share the feature space, but provide different
samples. In vertically FL, the feature space (partly) differs per participant and partici-
pants share sample ID spaces. In the case of FL transfer, both the feature and sample
space differ (or overlap little) and participants develop models in larger spaces under a
federation.

FL is often used in environments where data are distributed, not independent and
identically distributed, and unbalanced [27]. Although generic architectures exist for
FL, there are significant differences between the three types of FL [29]. A recent review
categorized FL systems in a taxonomy covering six aspects: (1) data distribution, (2)
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machine learning model, (3) privacy mechanism, (4) communication architecture, (5)
scale of federation, and (6) motivation for federation [32].

FL is initially applied in healthcare, telecom, and banking [33]. More specifically,
FL is regularly associated with blockchain [29, 32]. Up to date, there is limited research
regarding the deployment of FL in data spaces. One specific relatedwork proposed a data
space architecture utilizing FL for privacy-preserving distributed collaborative condition
monitoring and predictive maintenance [30].

3 Methodology

This section describes the methodological approach.

3.1 Fraunhofer Use Case Methodology

The current study builds upon the reference use case for smart truck parking that was
developed based on the Fraunhofer use case methodology, as described in earlier work
[11]. Reference use cases are abstract, simplified representations of real-world scenar-
ios and mainly used for research, feasibility studies, and experimental development.
Extending earlier work, the current study established a data space infrastructure for the
development, deployment, and evaluation of an experimental FL model. The main goal
of the experimental development was to assess the feasibility of FL for the smart truck
parking use case and required efforts to implement a solution.

3.2 CRISP-DM

Extending earlier work [11, 34], the CRoss Industry Standard Process for Data Mining
(CRISP-DM) was utilized to guide the experimental development of the FL model and
deployment of the required data space components in a data space infrastructure.

Leveraging the business understanding and stakeholder analysis from earlier work,
two subsequent development iterationswere carried out to develop anddeploy a federated
learning model in a data space environment for the smart truck parking use case. First, a
data space infrastructure was instantiated, containing a federated learning orchestrator,
connectors with data apps, and a metadata broker. Second, a prototype was developed
on top of the metadata broker to provide functionality for provisioning of the required
data space components to the involved participants. Based on the results of these two
iterations, the efforts to develop, evaluate, and deploy the FL-model in a data space
infrastructure are reported.

Given the experimental nature of this study, the scope of deployment is limited to
a controlled environment. However, this data space infrastructure and environment can
serve as an industrial testbed for future evaluation and potentially be transferred to an
enterprise use case implementation.
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4 Results

This section presents the data space infrastructure setup, the main results and findings
from the experimental development of the FL model, and the developed prototype fol-
lowing the steps of the CRISP-DM. The data apps for FL can be found on the Gitlab
repository of the TNO Security Gateway [35, 36].

4.1 Data Space Infrastructure

Based on the proposed data space architecture from earlier work [11, 34] and the IDS
RAM, a data space infrastructure was instantiated in two steps. The setup for the first
step consists of a metadata broker, and three connectors, as shown in Fig. 1.

Fig. 1. First step of the process to share data for FL.

Each connector belongs to a different actor in the data space. Three connectors
belong to the parking owners. The parking owners upload their data in the form of a
Comma-Separated Values (CSV) file utilizing the User Interface (UI), shown in Fig. 3,
of the data app.
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Fig. 2. Screenshot of the UI for parking owners (example P3).

Next, the solution architecture for developing the FL model was realized, as
visualized in Fig. 2. In the second step, a connector is assigned to a researcher.

Fig. 3. Second step of the flow for Federated Learning.

In the context of this study, a researcher is defined as someone who has knowledge
of machine learning, and whose task is to develop a model suitable for truck parking
occupancy prediction. From the UI, shown in Fig. 4, the researcher can search for data
providers, obtain meta data, request access to datasets, and subsequently develop, train,
and evaluate FL models by modifying model configurations and parameters.
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Fig. 4. Screenshot of the UI for the Researcher.

To see which parking owners have uploaded data, the researcher requests and uses
information from the metadata broker. Afterwards, the researcher decides on which data
sets to train one or multiple models. The selected model, which can be any model from
the Keras library in Python, is then uploaded to the UI [37]. For example, how many
epochs should be used per local run or how many rounds of FL should be run to train
the model. After initial configuration of the parameters for training, the model is trained
over the number of rounds set by the researcher. The progress of the training can be
monitored in the UI for the Researcher. After the training, the final evaluation metrics
for the training can be assessed. If the scores are satisfying for the researcher, they
can download the model for further development, deployment, and use (i.e. inference).
The above-mentioned process is visualized in a sequence diagram, shown in Fig. 5. An
overview of available endpoints is provided in Table 1.
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Fig. 5. Sequence diagram of FL in the data space infrastructure.

The actors have been assigned to the roles as defined in the IDS-RAM focusing
on the Data Provider, which is assigned to the parking owner, and the Data Consumer,
which is assigned to a researcher. The Dynamic Attribute Provisioning Service (DAPS)
is left out for readability purposes. However, the identity of each connector is checked
according to the IDS-RAM specifications.
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Table 1. Overview of endpoints.

Component Mode Endpoint Method Description

FL data app Researcher /connectors GET Retrieve connectors in data
space

/connectors/datasets GET Retrieve datasets and
connectors

initialize POST Start FL process with
parameters

train POST Start training of the FL
model

status GET Check status of FL process

model GET Download the model in h5
format

Worker /status POST Share metrics of FL epoch

/model POST Send trained model to
researcher

FL helper Researcher initialize POST Start FL process with
parameters

train POST Start training of the FL
model

model GET Download the model in h5
format

POST Share the FL model

status GET Check status of FL process

Worker initialize POST Start FL process with
parameters

model POST Start training of the FL
model

finish POST Finish FL process

status GET Check status of FL process

/datasets/{key} POST Store dataset on file system

DELETE Deletes dataset from file
system

/datasets GET List all datasets of the
worker

4.2 Dataset and Preparation

To demonstrate the use of FL over multiple truck parkings in a data space, a rela-
tively simple experiment was conducted with publicly available data of three parkings
in Bolzano, Italy [38]. The parkings that were selected for this experiment are located
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near to each other, specifically, P03, P06, and P08. The measurements were taken from
the 26th of August 2022 until the 25th of October 2022, with the data available in CSV
format. The first column contains the timestamp of the measurement. The second col-
umn contains the amount of used parking spaces. The occupancy of the parkings was
measured roughly every 5 min for P03 and P08, resulting in 17,561 and 17,562 values
respectively. For P06, some data points have a 10-min interval. Therefore, only 10,922
values are available between the selected dates. This data set is suited for FL where the
data should be hidden from the researcher, because the input data only has two columns.
Thus, providing such data should be relatively easy for data providers.

4.3 Feature Engineering

Similar to earlier work [34], feature engineering was used to create the features ‘day-
OfWeek’, and ‘hour’ from the timestamps. The occupancy was calculated as a fraction
of the total available parking spaces. Table 2 shows a sample of the data for P08.

Table 2. Sample of the CSV data as fed to the model.

Index Occupied Day of Week Hour

0 0.176303 4 0

1 0.175355 4 0

4.4 Modeling

In the case of smart truck parking, the data are distributed, not independent and identically
distributed, and unbalanced among truck parkings. However, based on earlier work,
truck parkings are likely to have a similar feature space [34]. Therefore, it was decided
to develop a horizontal FL model.

To demonstrate and evaluate the combination of FL in a data space, an experiment
was conducted that trains a relatively simple horizontal FL Multi-Layer Perceptron
model based on open parking data. As the goal was to predict a continuous variable, a
simple regression model was created using the Sequential model from the Keras library
in Python [37].

The developed Sequential model consists of three layers: (1) a Dense layer with
64 units, (2) a Dropout layer with a ratio of 0.2, and (3) another Dense layer with 6
units. These settings are based on experimental findings. The Dropout layer was used
as a simple way to prevent overfitting [39]. The Adam optimizer was selected and used
with a learning rate of 0.00001. The summary of the model was obtained by running
model.summary() function of the Keras library [40], as shown in Table 3. In total, there
are 582 parameters, which are all trainable.
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Table 3. Model summary for sequential model.

Layer (type) Output Shape Param #

Reshape (None, 2) 0

Dense (None, 64) 192

Dropout (None, 64) 0

Dense (None, 6) 390

4.5 Evaluation

Three rounds of federation were runned, with each 20 epochs per round, to evaluate the
developed Sequential model. The validation split was set to 10%, meaning 10% of the
data was used to validate the model. To calculate the loss, the mean absolute error was
used. The Root Mean Squared Error (RMSE) metric was used to assess the model after
each epoch. The total training time is around 4 min. The final results were a RMSE of
0.187 for P03, 0.196 for P08, and 0.28 for P06. The results of the experiment are shown
in Fig. 6.

Fig. 6. Root mean squared error per connector after every epoch.

The data set with the least amount of data points has a higher error rate compared to
the data sets with more data points. However, a clear effect of the averaging of the three
models is visible after each round since the error rate of P06 is significantly lower after
epoch 21 than after epoch 20. On the contrary, the error rates of P03 and P08 slightly
increase. The same effect can be observed after epoch 41.

The experiment indicates that having more data points positively contributes to the
overall results of the model. However, this experiment is conducted in a relatively simple
setup. Therefore, it is necessary to add more data providers to extend the experiment
with additional data sets and further proliferate the mutual benefits of this FL for smart
truck parking.

4.6 Deployment

Given the large number of truck parking locations in Europe, fast onboarding of new
data space participants is essential. To support this objective, similar to the UI for data
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space connectors, the implementation of the metadata broker and the provisioning of the
essential data space components for the involved participants can be supported by a UI.
Additionally to the development of the FL model, a prototype of such a UI was realized
in a second development iteration, aiming to lower the barriers for parking owners to
share data and increase the number of participants and data sets offered in the data space
to improve the FL model.

The following components have been deployed as a result of the first iteration:
the DAPS, a metadata broker, four connectors, along with the data apps comprising
the connectors. The IDSA described that a standard metadata broker is responsible
for registering, publishing, and supporting the discovery of metadata of data sources
and services available in an IDS ecosystem [13]. The IDSA also prescribed that IDS
Connectors are required for participants to offer, share, and consume data. Therefore, the
provisioning of these components to support participants’ onboarding and data resources
selection should not be overlooked. With this in mind, a prototypical UI extension of
the metadata broker has been developed, as shown in Fig. 7, to provide data space
participants a so-called Connector Store.

Fig. 7. Screenshots of the Connector Store UI listing active IDS Connectors in a data space (left)
and functionality to create new IDS Connectors (right).

Extending earlier research [41], the Connector Store is responsible for supporting the
selection and the provisioning of the suitable IDS Connectors for the participants based
on contextual information. Respecting the technical specification of a standard metadata
broker, the Connector Store leverages semantic web and linked data technologies to
describe IDS Connectors, IDS Data Apps, and their software or service providers. Such
technologies have been implemented in an increasing variety of contexts in recent years
for enhancing the discoverability and accessibility of resources on the web [42]. As
such, the Connector Store annotates the connectors and data apps with semantic layers
that form subject-predicate-object triples in conformance to the Resource Description
Framework (RDF) format.

In the smart truck parking case, the implementation of theConnector Store is aimed at
supporting the onboarding process of prominent actors (e.g. truck-parking owners, truck
drivers, etc.) in the data space by providing the necessary components suitable to their
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context. Following the onboarding, the involved actors can observe, in the UI, and query,
through their respective IDS Connectors, the Connector Store for actively participating
IDS Connectors in the data space, as shown in Fig. 8. This helps participants to explore
opportunities of optimizing their operation by means of data sharing with partners. Next
to that, the Connector Store also provides its data resource brokering service to the data
space participants. This service is provided by (1) receiving the metadata of the truck
parking datasets from the truck parking owners, acting as the data owners, and then
(2) publishing meta data and resources to the data space to be used by researchers for
the development of FL models and data apps, and (3) distribute data apps for transport
planners for trip planning and truck drivers for dynamic rerouting as part of the reference
use case in earlier work [11].

Fig. 8. The Connector Store publishing the metadata of data sets provided by the connectors of
the truck parking providers.

Figure 8 illustrates how the Connector Store publishes the metadata of the truck
parking datasets for other data space participants looking for more resources to train
their model and optimize their occupancy. Additionally, via the Connector Store, the
resulting model, trained using the shared data sets in the data space, can also be seen as
a value adding resource and offered as such to stakeholders in the smart truck parking
ecosystem (e.g., truck parking platforms). This generates a potential business ecosystem
where actors in the smart truck parking data space will be stimulated to further cultivate
the value of their data, e.g., (1) truck-parking owners or trucking companies (acting as
data owners) offering their data to the data space and (2) researchers (acting as data users
or service providers) provide their FL model to data space participants.

In the current work, the business model and economic agreements in the data space
are not yet investigated. However, these aspects are important to consider for implemen-
tation and adoption. Here, collaboration with/between platform providers (e.g., Bosch
Secure Truck Parking and TRAVIS Road Services) can potentially contribute to scaling
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up the use of smart truck parking solutions in the current real-world practice as indicated
in earlier work [11].

4.7 Efforts, Challenges, and Open Issues

Additionally to the CRISP-DM cycle, the efforts, challenges, and open issues have been
elaborated, as shown in Table 4. The experimental development in this study has been
carried out by the five authors (see Declaration of authorship). The study was initiated
in the third quarter of 2022 and completed in the second quarter of 2023. The initial
research was conducted in the fourth quarter of 2022. Following, the FL model was
developed and experiments were conducted in the first quarter of 2023. The prototype
of the Connector Store was developed in the second quarter of 2023.

Table 4. The efforts, challenges, and open issues for each step of CRISP-DM.

Description Efforts in hours Challenges Open issues

Deploy the federated
learning data apps

±4 Combining knowledge
of Kubernetes, IDS
components and FL

Advanced workflow
management.
Evaluation by IDS

Business
Understanding

-
(Done in previous
work)

Willingness to share
data and invest in data
sharing. Achieving
large scale coverage

Development of a
suitable business
model and incentives
to share data

Data Understanding ±4 Find data with
overlapping time
periods, without gaps.
Verify the data quality

Automation of data
collection and analysis
of parking occupancy

Data Preparation ±6 Derive features from
timestamps (e.g., day
of week)

Semantic
interoperability

Modeling ±16 Assess which features
are beneficial for the
FL model

Comparison with other
FL models and
alternative approaches

Evaluation ±2 Determine when the
model scores sufficient

Increase number of
data providers

(continued)
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Table 4. (continued)

Description Efforts in hours Challenges Open issues

Deployment ±0.25 (for each IDS
Connector
registration)
±0.50 (for each data
resources metadata
publication)

Proficiency and
readiness level of
semantic web and
linked data
technologies used by
the metadata broker to
annotate and manage
the metadata of offered
datasets submitted by
participating IDS
Connectors.
Deployment at scale
(e.g., tens of thousands
of available parkings,
real-time updates of
parkings’ availability,
etc.)

Integration with
participants’ existing
systems and business
processes.
Development of an
application that uses
the outcome of the
model for operational
use and decision
support.
Recommender feature
of suitable resources
(e.g., datasets, parking
spots, etc.) based on
their properties and
data users’ needs

The actual efforts, summarized in Table 4, are expressed in the number of hours that
were needed to configure and deploy the data apps, develop the FL model, and conduct
the experiments as described in this section. Compared to the lead time of the study, the
actual development efforts were limited for a number of reasons, which will be briefly
discussed.

First, and most important, the current study leveraged an existing representative data
space testing environment at TNO. Thus, the efforts as mentioned in Table 4 do not
include the efforts for realizing the data space infrastructure itself. Hence, the figures
indicate the effort for the deployment of data apps in an existing and operational data
space and the creation of the FL model. Such a scenario is considered representative
for real-life situations, for instance when deploying data apps to the European Mobility
Data Space [8, 26].

Second, the business understanding part for the current study was already researched
in previous work.

Third, the Data Understanding part was also relatively short (4 h), because the input
data only contained two columns and researchers benefitted from the results and insights
from earlier work.

Fourth, the Modeling part also leveraged earlier work to determine which features
were beneficial and was limited to the selected FL model and three data providers.

In case of a real-world application, the number of hours is expected to be higher,
because internal systems and processes need to be aligned, and more effort is required
to find the best possible model.
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5 Discussion

In this section, the results are reiterated and possible explanations for the findings are
discussed. Furthermore, the implications of the findings are highlighted.

The results of this study show that orchestrating FL through IDS communication
is technically feasible. This was demonstrated by a simple FL model that predicts the
occupancy of a parking lot, based on the architecture that was presented in earlier work
[11, 34]. In case a data space is operational, it takes around 40 h to set up an environment
where a FL model can be trained over datasets from multiple parties, while preserving
data sovereignty for the data providers. The setup that was used in this study provides
initial support for the technical feasibility. However, the operational feasibility to solve
the truck parking problem requires further development and evaluation. The economic
feasibility remains an open issue.

The adoption of the solution in a real-world setting requires the FL model to be
incorporated in an application, as proposed in earlier work [11, 34], which can be queried
in real-time to provide predictions regarding truck parking occupancy. The number of
hours to realize such an application is expected to be higher for real-world applications,
as the modeling will be more complex due to the increased number of variables, datasets,
and more advanced FL models. Furthermore, the implementation requires integration
with the participants’ existing systems and alignment of interorganizational processes.
Moreover, the development of a data ecosystem is expected to take most of the time and
effort as there are tens of thousands of parkings in Europe.

To reach a critical mass, the onboarding of participants should require minimal time,
effort, and technical knowledge. Providing a supporting UI, such as the Connector Store,
is expected to contribute to lowering the barriers for participants.

The results show that the IDS architecture is suitable for training a FL algorithm,
while preserving the data sovereignty for the parties involved. The use of data apps pro-
vides benefits for developers of FLmodels, because the governance, rules, and infrastruc-
ture for the orchestration are handled by the data spaces architecture and its components,
leaving more time for the actual model development. This is also relevant for data space
developers because the results show that it requires relatively little effort to offer a new
service to a data space.

6 Conclusion

The main objective of this paper was to report the first results and findings regarding
the assessment of the technical feasibility and deployment of FL models in a data space
infrastructure. The combination of FL (or more in general PETs) and data spaces allows
the privacy sensitive data to be accessed without the need to be shared between the
stakeholders.

The assessment of the representative smart truck parking reference use case has
demonstrated the technical feasibility and improved the understanding of the potential
use and benefits of developing and deploying FL models (and more general PETs) in
data spaces. Leveraging earlier work, a data space infrastructure was instantiated to
deploy the DAPS, metadata broker, and three connectors. Datasets of three parkings
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were obtained and prepared. Next, the Sequential model from the Keras Python library
was used to develop and evaluate a simple regression model. Three rounds of FL were
run, illustrating a clear improvement regarding the training scores after each round
among three parkings. Extending the metadata broker, a supporting Connector Store
was developed to support the distribution and provisioning of IDS connectors and data
resources among participants.

This study presents one of the first use cases of FL in a logistics data space. As
such, it can serve as a reference for interested scholars and developers of FL models.
More generally, it may contribute to enhancing more widespread application of privacy-
preserving analytics, FL, and PETs in data spaces. However, the current study has been
conducted in a controlled environment using one FL model. This setup can easily be
extended to an industrial testbed with possibilities to assess its organizational feasibility,
improving both efficiency and scalability to enable large scale adoption. Such a testbed
can also be used to compare different FL models and potential solution alternatives.

The current study indicated specific challenges and open issues that can be addressed
in future work. Future work may contribute to the evaluation of the FLmodel in an oper-
ational environment and make the final step of adopting the proposed architecture to
realize a real-world business case. This requires the setup to be integrated with the sys-
tems of participants and extended with an application to provide real-time predictions
based on the trained model. The development of APIs to provide access to the sensitive
data as part of the data space environment could significantly improve the effective-
ness thereof. Additionally, the organizational and economic feasibility are considered
interesting areas for future work. Here, onboarding strategies can be developed and an
appropriate business model can be developed together with the stakeholders, including
incentives for participants. More specifically, the Connector Store implementation can
be extended with pre-configured workflows and standardized system connectors (e.g.,
Transport Management Systems).

To optimally support the PETs in a data space environment, more advanced work-
flow management capabilities are required as multiple interaction patterns need to be
supported, providing capabilities to define, control and manage the ordering of data pro-
cessing steps and their inputs and outputs. It requires not only governance on data, but
smart workflow management and orchestration of the services, running on the premises
of different organizations. This implies further research on the data processing patterns
and models of PETs to be optimally supported in the data space environment, with the
goal to develop ‘generic solutions’ enabling (semi-)automatic deployment and improved
monitoring.

Furthermore, in [1] it is argued that the adoption of PETs may also need legislation
such as the Data Governance Act (DGA), and the need to make clearer in the DGA how
PETs could increase the level of trust and control of data holders over their personal
data.

Finally, a formal IDS evaluation and/or certification procedure can be conducted.
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1 Facultad de Ingenieŕıa, Universidad de la República, Montevideo, Uruguay
{lauragon,brienzi,raquels,vcornelius,moneil,navickis,elizabet,gusguime,

jcortes,fponzoni,falvarez,anebel,scotto,yaguiar}@fing.edu.uy
2 Pyxis, Montevideo, Uruguay

{mauricio.calcagno,maximiliano.riva,federico.reale,brian.puerta,
enrique.rodriguez}@pyxis.tech

3 DICA & Asociados, Montevideo, Uruguay
{cvinas,iturcatti,gdiaz}@dica.com.uy

4 Intendencia de Montevideo, Montevideo, Uruguay
{gerardo.agresta,juan.prada,maria.corti,alvaro.rettich,alvaro.marques,

lucia.juambeltz,joaquin.gonzalez.milburn}@imm.gub.uy

Abstract. Building permits (BP) are authorizations required to start
the construction of building projects and granted by public authorities.
BPs are still mostly processed manually, which presents drawbacks (e.g.
subjective interpretation of regulations, long processing times). The digi-
talization of the BP process is promising towards the digital transforma-
tion of public administration and the sector of Architecture, Engineer-
ing and Construction (AEC). However, current Digital Building Permit
(DBP) solutions aiming to automate this process are usually partial,
tailored-made or tool-specific, which hinders their applicability, exten-
sibility, interoperability and portability. This paper presents an open
and standards-based approach for the DBP in Montevideo, which com-
prises a compliance life cycle and a DBP platform. The approach lever-
ages Building Information Modeling (BIM), is based on open standards
and technologies, and aims to be extensible regarding regulations, types
of buildings, and geographic locations. The approach also encompasses
interdisciplinary work between teams with DBP-related skills (e.g. AEC,
BIM, software engineering) and coming from different sectors (i.e. public
administration, academia, software and AEC industries). The proposal
was assessed by a prototype, functional/non-functional assessments, and
validation activities with end-users. Results confirmed the feasibility and
suitability of our approach, and let foresee its benefits and challenges.
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1 Introduction

Building permits (BP) are authorizations required for the construction of a
building project, which are granted by public authorities after verifying that
the project complies with regulations at building and urban levels [24]. These
permits are still mostly processed manually worldwide, which makes them a sub-
jective, error-prone and time-consuming activity [25], with the risk of ambiguity,
inconsistency in assessments, and delays over the construction process [22].

The Municipality of Montevideo (i.e. Intendencia de Montevideo) is not for-
eign to these drawbacks, as it receives between 700 and 1500 BP requests per
year, whose processing involves extensive periods of manual analysis [15].

In turn, the Architecture, Engineering and Construction (AEC) sector is
advancing towards the digitalization of its activities, mostly leveraging Build-
ing Information Modeling (BIM). openBIM [3] extends the benefits of BIM by
enabling collaborative design, realization and operation of buildings based on open
workflows and standards, via vendor-neutral formats [3] (e.g. IFC [17], BCF [2]).

The digitalization of the BP process is promising towards the digital trans-
formation of public administration and AEC sector [24]. Indeed, studies have
reported economic and time savings as well as efficiency and transparency
increase [25]. Saved resources may be then used to address complex cases,
enhancing in this way the quality of the built environment and the job task [25].

However, current Digital Building Permit (DBP) solutions to automate this
process are usually partial, tailored-made or tool-specific, hindering their appli-
cability, extensibility, interoperability and portability [24–26]. In turn, current
initiatives identified key aspects for DBP (e.g. interdisciplinary teams, interop-
erable technologies, open standards, and machine readable requirements) [25].

This paper presents an open and standards-based approach for the DBP
in Montevideo, comprising a compliance management life cycle and a DBP
platform. The proposal encompasses interdisciplinary work between teams with
diverse DBP-related skills (e.g. AEC, BIM, software engineering) and from differ-
ent sectors. Particularly, this work was developed from November 2022 to August
2023 by Intendendia de Montevideo: https://montevideo.gub.uy/ (public admin-
istration), Facultad de Ingenieŕıa: https://www.fing.edu.uy/ (academia), Pyxis:
https://pyxis.tech/ (SW industry), Dica: https://dica.com.uy/ (AEC industry).

The proposal aims to return an agile response to BP applicants, leverages
BIM and is based on open standards/technologies. It focuses on new residential
buildings within an urban and central area of Montevideo, but the proposal aims
to be extensible regarding regulations, types of buildings, and locations.

The proposal was assessed by implementing a prototype (which provides a
reference implementation of the platform), performing functional/non-functional
assessments, and carrying out validation activities with potential end-users.

The results and assessments so far have confirmed the feasibility of our app-
roach and let foresee benefits and challenges of DBP solutions.

https://montevideo.gub.uy/
https://www.fing.edu.uy/
https://pyxis.tech/
https://dica.com.uy/


62 L. González et al.

The rest of the paper is organized as follows. Section 2 provides background.
Section 3 describes the proposed approach. Section 4 presents assessment results.
Section 5 analyzes related work. Section 6 presents conclusions and future work.

2 Background

2.1 Compliance Management

Compliance management aims to ensure that organizations act in accordance
with regulations [35]. It comprises activities such as the modeling, implementa-
tion, maintenance, verification, reporting, explanation, and resolution of compli-
ance requirements extracted from different sources (e.g. laws, standards) [6].

In particular, in our previous work we defined a compliance management life
cycle comprising four main phases [11]: Setup, Engineering, Control and Anal-
ysis. Setup involves managing elements that enable the development of compli-
ance solutions. Engineering focuses on the development of such solutions and
comprises four sub-phases: Modeling, Specification, Development and Deploy-
ment. Control involves controlling compliance, based on the developed solutions.
Finally, Analysis involves analyzing compliance control results.

2.2 Digital Building Permit

The Digital Building Permit (DBP) focuses on automating the BP via digital
processes and data about buildings and the built environment [24]. Different
DBP developments and initiatives are currently being developed worldwide [26].

A reference DBP workflow is described in [24], including eight steps: rule
interpretation/digitalization, preparation of 3D city models and geographic
information, BIM modeling and IFC export, IFC structure validation, conver-
sion/integration with 3D City models, regulation checks/reporting, and notifi-
cation.

The European Network for Digital Building Permits (EUnet4DBP) identified
DBP pillars such as: interoperable technology, simple and machine-readable rules
and requirements, efficiency of process, and empowerment of public officers [24].

2.3 Relevant Standards

Industry Foundation Classes (IFC) is an open international standard, developed
by buildingSMART [17], whose main purpose is to facilitate the exchange of data
between BIM-based software applications [1]. IFC provides a library of objects
(e.g. IfcWall), properties (e.g. NominalHeight) and relationships to represent
building projects through their life cycle [30]. IFC also enables the definition of
properties and property sets (PSets) for addressing specific information needs.

buildingSMART also developed the Model View Definitions (MVD) stan-
dard, which enables the definition of IFC data schema subsets to fit data
exchange requirements for specific scenarios [4]. There is a set of official MVDs
provided by buildingSMART (e.g. Design Transfer View - DTV) [1].
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BIM Collaboration Format (BCF) is a buldingSMART standard that enables
BIM-based applications to report topics of concern among project collaborators
[2]. Collaborators create BCF topics by selecting IFC objects (e.g. an IfcWall),
which are identified by their Globally Unique Identifier (GUI), and filling in data
such as topic type (e.g. “Issue”), status (e.g. “Active”), title, priority, etc.

The standard ISO 12006-2:2015 [16] defines a framework for built environ-
ment classification systems. Particularly, Uniclass 2015 [10] has codes that enable
classifying spaces (e.g. Bedrooms) and elements (e.g. Walls), among others.

CityGML is an Open Geospatial Consortium (OGC) standard that defines a
conceptual model and data exchange format for rendering, storing, and sharing
3D geospatial data (e.g. virtual city models) [27].

Decision Model and Notation (DMN) [28] is an OMG standard, which defines
a modeling and notation language for precisely specifying business decisions and
rules. DMN models can be shared between platforms/organizations and enable
the collaboration between business analysts and rule developers on constructing
decision services. DMN models are also executable on DMN engines.

3 Open and Standards-Based DBP Approach

The DBP approach was developed by an interdisciplinary team, integrating skills
of AEC, BP, BIM, systems integration, interoperability, geographic information
systems (GIS), compliance management, and software architecture. The work is
framed within a program of challenges for public services innovation [15].

The approach was debeloped based on Design Science Research (DSR) [12]
and its main artifacts are a compliance management life cycle and a DBP plat-
form. Four iterations of the DSR process [29] were carried out, in order to suc-
cessively address new BP requirements and to enhance the IT artifacts.

Section 3.1 provides a general description of the proposal, which is refined
by going through the phases of the life cycle from Sect. 3.2 to Sect. 3.5. The
application of the approach in Montevideo is also presented in these sections.

3.1 General Description

The DBP approach follows current guidelines for DBP solutions: interdisci-
plinary work, open standards, and simple/machine readable requirements. It
also aims to support interoperability with different systems (e.g. BIM tools)
and vendor neutrality (by enabling AEC applicants and municipalities to select
standards-compliant products that best fit their needs and constraints). Finally,
the approach aims to support extensibility regarding regulations, types of build-
ings, geographic locations and compliance mechanisms. Figure 1 presents an
overview of the approach, including its main actors and elements.

The main actors are: i) AEC applicants (e.g. architects) aiming to carry out
a building project; ii) BP experts who master BP regulations; iii) BIM experts
who master BIM; and iv) IT experts (e.g. software engineers, developers).

The general idea is: i) AEC Applicants model a building project using BIM
tools and following modeling guidelines (e.g. Uniclass 2015); ii) applicants export
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Fig. 1. General Overview of the Approach

the project to an IFC File using DTV; iii) applicants upload the file to the
platform; iv) the platform validates its structure and verifies BP requirements; v)
the platform generates a BCF File including compliance violations; vi) applicants
download this file and load it into the BIM tool to visualize its content.

The DBP platform comprises two main elements: i) a repository of Digitalized
and Executable BP Requirements (based on DMN); and ii) a set of Compliance
Mechanisms, including an IFC Checker (to verify structure of IFC Files), a BCF
Reporter (to generate BCF Files), and an extensible set of Data Providers (to
obtain the required data to verify BP requirements).

The Compliance Management Life Cycle is an specialization of the life cycle
defined in our previous work [11]. In particular, it has the same four main phases
(i.e. Setup, Engineering, Control, Analysis), but it addresses DBP specific needs.

Several activities of the proposed life cycle have to be carried out so that the
platform can verify BP requirements. BP and IT Experts have to jointly analyze
BP regulations in order to identify BP requirements (e.g. buildings height cannot
exceed the permissible maximum for the parcel) and the required data to verify
them (e.g. building height, permissible maximum height of the parcel). BIM and
IT experts have to determine how these data are specified on building models
(e.g. building geometry) or obtained from calculations/external systems (e.g. an
API that given a parcel number returns the permissible maximum height). BIM
Experts have to elaborate BIM Modeling Guidelines so that applicants know how
to specify the required data (e.g. use of LandID property to specify the parcel
number). IT Experts have to specify and deploy BP requirements by leveraging
the DMN standard, so that requirements become executable. IT Experts have
to implement the required compliance mechanisms (e.g. a mechanism to invoke
the aforementioned API to obtain the permissible maximum height of a parcel).

3.2 Compliance Setup

Compliance Setup involves configuring the DBP platform so that its elements
can be used when verifying BP requirements. This configuration includes: i)
which validations the IFC Checker performs (e.g. IFC files have to comply with
IFC version 4); ii) the available data providers as well as the data that can
be obtained from them; and iii) communication details (e.g. network address,
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message channel) to interact with the elements (i.e. IFC Checker, BCF Reporter,
Data Providers, DMN Engine). This phase is mainly performed by IT Experts.
Figure 2 presents the conceptual model associated to Data Providers.

Fig. 2. Data Providers Conceptual Model

Data providers are in charge of obtaining the required data (i.e. control data)
to verify BP requirements. They may be Data Extractors, Data Calculators or
Data Consumers. Data Extractors process a digitalized building project (e.g. an
IFC file) to extract raw data (i.e. directly obtained from IFC files) and primary
data (i.e. obtained by simple calculations based on raw data). Data Calculators
obtain calculated data, by leveraging specialized libraries (e.g. 3D libraries) in
order to perform more advanced calculations. Data Consumers obtain external
data by interacting with externals systems (e.g. a GIS).

The configuration of Data Providers requires specifying: a name, a descrip-
tion, a communication channel, a type, and the data it provides. Figure 3 presents
the setup of the three data providers considered for the DBP in Montevideo.

Fig. 3. Data Providers for the DBP in Montevideo

IFC-APY is a data extractor which obtains raw data (e.g. parcel numbers)
and primary data as simple calculations (e.g. counting the number of Bedrooms).
It is based on IfcOpenShell: https://ifcopenshell.org/.

IDM-GIS is a data consumer which obtains external data (e.g. a parcel area
given a parcel number) from the GIS of the Intendencia de Montevideo (IDM).

GEOM-CALC is a data calculator which obtains calculated data (e.g. space
depth from its geometry) by leveraging SymPy: https://www.sympy.org/.

3.3 Compliance Engineering

This phase focuses on developing solutions to control BP requirements within the
platform. It comprises Modeling, Specification, Development and Deployment.

Compliance Modeling. As shown in Fig. 4, compliance modeling involves
three activities to be performed by different actors.

https://ifcopenshell.org/
https://www.sympy.org/


66 L. González et al.

Fig. 4. Compliance Modeling Activities

The first modeling activity involves the analysis of BP regulations in order
to identify BP requirements as well as the required data of buildings and their
environment (i.e. control data) to verify such requirements. These activities are
jointly performed by BP Experts and IT Experts. Figure 5 presents the concep-
tual model that was defined in order to perform this analysis.

Fig. 5. Compliance Modeling Conceptual Model

BP Requirements may originate from various sections of different regulations.
BP Requirements require data from the building/environment (i.e. control data)
to be verified. BP Requirements are organized into categories (e.g. urban).

The result of this activity is a set of BP requirements modeled according
to the conceptual model. Figure 6 presents a simplified version of how two BP
requirements of Montevideo (analyzed within this work) were modeled.

Fig. 6. BP Requirements Modeling Examples

The requirement REQ-FAR establishes that “The relation between the floor
area of a building and the area of the parcel where it is to be located, cannot
be greater than the maximum floor area ratio (FAR) established for the parcel”.
REQ-FAR arises from a section of the Municipal Normative [14] and it belongs to
the “urban” category. In order to be verified, REQ-FAR requires data from the
building (buildingFloorArea) and from the environment (parcelArea, parcelFar).

The requirement REQ-BED establishes that “The total area of a building
must exceed a minimum according to the number of bedrooms it has (1: 32 m2, 2:
44 m2, 3: 56 m2, 4: 68 m2)”. REQ-BED arises from “Article 3” of the National
Normative [14] and it belongs to the “building” category. REQ-BED requires
data from the building (totalBuildingArea, numberBedrooms) to be verified.
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The second modeling activity involves the analysis of the identified control
data in order to determine if other control data are required to obtain the already
identified one (e.g. to obtain the parcel area, the parcel number is required). It
also involves establishing which and how control data have to be specified by
AEC applicants when modeling a building project. The results of this activity
are additional control data, data dependencies, and modeling requirements. This
activity is jointly performed by BIM Experts and IT Experts.

The third modeling activity involves the elaboration of modeling guidelines,
in order to describe general structural requirements for building models (e.g. use
of IFC version 4), and specific data needs to verify BP requirements. This activity
is performed by BIM Experts and it has as result the modeling guidelines.

The modeling guidelines established for REQ-FAR and REQ-BED are: i)
spaces whose function is Bedrooms have to be classified with the Uniclass 2015
code “SL 45 10 09 (Bedrooms)”, as this enables obtaining “numberBedrooms”;
ii) the parcel number where the building is to be located has to be specified
using the LandID property (in PSetLandRegistration), as this enables obtain-
ing “parcelFar” and “parcelArea” from the IDM-GIS data consumer; iii) there
must be at least one floor at the ground level so that the building footprint
can be calculated in order to obtain “buildingFloorArea”; and iv) all the inhab-
itable spaces must be correctly delimited so that “totalBuildingArea” can be
calculated.

Note that during the setup phase, IFC Checker may be configured to verify
IFC files comply with such modeling requirements (e.g. use of Uniclass 2015).

Compliance Specification As shown in Fig. 7, compliance specification
involves two activities to be performed by different actors.

Fig. 7. Compliance Specification Activities

The first activity involves the specification of BP requirements using a
machine-readable format. The approach leverages DMN given that: it provides
a graphical representation to bridge the gap between IT and business experts,
it is an standard supported by different products, and DMN specifications are
executable when deployed on DMN engines. This activity is jointly performed
by IT Experts, who develop the specifications, and BP Experts, who validate
them.

Figure 8 presents part of the DMN decision for REQ-BED within the KIE
Sandbox (https://sandbox.kie.org/), including a DMN diagram (A), a decision
table (B), and a dynamically generated web form to execute the decision (C).

In particular, the decision table indicates an evaluation result (i.e. true or
false) according to the area and number of bedrooms of the building.

https://sandbox.kie.org/
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Fig. 8. DMN Decision for REQ-BED

The validation of DMN-based requirements by BP Experts is performed
using: DMN graphical representations (e.g. diagrams, decision tables) and a web
application that (inspired by KIE Sandbox) dynamically generates web forms
for DMN-based requirements, enabling their online evaluation by BP Experts.

The second activity of this phase is performed by AEC applicants when
modeling building projects with BIM tools. They have to include the required
data in building models following the guidelines of the approach (e.g. spaces
classification using Uniclass 2015, specification of parcel number using LandID).

DMN decisions developed for Montevideo, web forms to evaluate them, and
videos showing how to specify control data in BIM tools are available in [8].

Compliance Development. This phase involves the implementa-
tion/extension of compliance mechanisms. Its activities are performed by IT
Experts and may comprise: extending IFC Checker and BCF Reporter, extend-
ing data providers to obtain other data, and implementing/configuring new data
providers. A new data provider has to receive data requests in a dedicated chan-
nel and send data responses to a predefined channel, adhering to a message
structure. In turn, Fig. 9 shows how IFC-APY obtains the number of bedrooms
(getBedroomsQty) and parcel number (getLandId) from an IFC file, by using
IfcOpenShell.

Fig. 9. Obtaining Control Data from IFC File with IfcOpenShell

Compliance Deployment. This phase involves installing and leaving the com-
pliance mechanisms (e.g. data providers) and executable requirements opera-
tional in the platform. These activities are performed by IT Experts.
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3.4 Compliance Control

This phase involves the verification of BP requirements based on the solutions
developed in the engineering phase. This verification is requested by AEC appli-
cants and automatically performed by the DBP platform. Figure 10 presents the
interactions within the platform when verifying the requirement REQ-FAR.

Fig. 10. Verifying REQ-FAR Requirement

After a verification request, the platform core component (DBP-Core)
obtains the required data (buildingFloorArea, parcelArea, parcelFar) for REQ-
FAR (1). DBP-Core obtains data dependencies for these data (2) (i.e. parcel-
Number is required by parcelArea and parcelFar). DBP-Core obtains the Data
Provider for the required data (3). DBP-Core interacts with IFC-APY to obtain
the values of buildingFloorArea and parcelNumber (4). Using the parcelArea
value, DBP-Core interacts with IDM-GIS to obtain values for parcelFar and
parcelArea (5). Finally, DBP-core interacts with the DMN Engine to evaluate
REQ-FAR based on the data values obtained for the building (6).

3.5 Compliance Analysis

This phase involves analyzing compliance control results and generating artifacts
(e.g. reports) to ease the analysis. These activities are performed by the platform
(generating BCF files) and by AEC applicants (analyzing BCF files content).

BCF Files generated by the platform include a topic of type “Issue” for each
reason causing that a requirement verification fails. The GUID of the element
generating the non-compliance is also included in the topic. Figure 11 shows how
BCF topics can be analyzed using the BIM Collab plugin of Revit.
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Fig. 11. Visualizing BCF Topics in Revit

4 Preliminary Assessment

4.1 Prototype Implementation

A prototype of the platform was developed to validate its technical feasibility.
Figure 12 presents its components and implementation products.

Fig. 12. Prototype Implementation

The core of the platform (DBP-Core) uses Java, React and Spring. A
PostgreSQL database is used to store requirements and setup data (e.g. data
providers). A MongoDB database is used to store state data of ongoing verifica-
tion processes (e.g. obtained building data). jBPM is used as DMN Engine and
Laravel framework is used to automatically generate web forms to evaluate DMN
decisions. IFC Checker is based on BIMTester. Two Python-based data providers
are included: IFC-APY (based on IFCOpenShell) and Geom-CALC (based on
SymPy). RabbitMQ is used for asynchronous communication. An FTP server is
used to store uploaded IFC files. The prototype was deployed on Elastic Cloud
(https://minubeantel.uy/): a PaaS based on https://virtuozzo.com/.

The prototype supports the end-to-end verification of fifteen BP requirements
applying to Montevideo: four urban-related (e.g. FAR) and eleven building-
related (e.g. dimensions of rooms). Details of requirements are available in [8].

The prototype enabled the validation of the technical feasibility of the plat-
form. It also enabled the identification of challenges regarding the maturity of
related products, which are still evolving (e.g. libraries to process IFC files), and
standards conformance in BIM tools (cf. Sect. 4.2).

https://minubeantel.uy/
https://virtuozzo.com/
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4.2 Platform Assessment

The assessment of the platform comprised functional, interoprerability and per-
formance aspects. The assessments leveraged the prototype and three main
building models. These models are described in Fig. 13 and are available in [8].

Fig. 13. Test Data Building Models

Functional assessment focused on testing that the platform returns the
expected evaluation of BP requirements according to the building model. Chal-
lenges arose given that the generation of test data involved the creation of com-
plete building models. This issue was addressed by creating models as variations
of models A, B and C, compliant with different requirements. This strategy
resulted suitable and low-cost, in comparison with creating models from scratch.

Interoperability assessment focused on: i) verifying that the platform is able
to obtain data from IFC files independently of the BIM tool used for generating
such files, and ii) verifying that BCF files generated by the platform can be loaded
in different BIM tools. IFC-related assessment was performed continuously given
that test data included IFC files exported by two different tools: Revit and
Blender BIM. Indeed, some issues impacted on modeling guidelines given that,
by default, these tools exported some elements in different ways (e.g. IFC custom
properties). In addition, the generation of BCF files by the platform presented
some issues given that, although generated files were compliant with the BCF
standard, they could not be loaded in Revit or Blender BIM. This had an impact
on the amount of information returned on these files, as the platform is currently
generating a minimal BCF file so that it can be loaded in these tools.

Finally, performance assessment focused on establishing a baseline for the
processing time required to verify BP requirements, on a single user scenario and
considering this transaction individually and without any competition. To this
end, three groups of BP requirements were defined: i) basic: four BP requirements
which do not require geometric operations; ii) geo: two BP requirements which
require simple geometric operations (e.g. calculating space depth); iii) geo-int:
two BP requirements which require geometries intersections. Figure 14 presents
details of the Elastic Cloud environment over which these tests were performed
and the results (i.e. processing times) of such tests (i.e. requesting the verification
of each group of requirements for models A, B and C).
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Fig. 14. Performance Tests Environment (Elastic Cloud) and Results

Performance tests were executed and monitored manually. During their exe-
cution, resource usage remained stable. However, processing times increased
when performing geometric operations. These operations were also executed iso-
lated from the platform in a PC (RAM: 8 GB, CPU: 2 GHz) and the processing
time of getting data for geo-int was less than 3 min for all the models. Further
analysis is required, but this increase may be caused by the available resources
of the execution environment due to the type of subscription.

4.3 End-Users Assessment

The approach was assessed by conducting a focus group [18] with AEC profes-
sionals with experience in BPs. The goal of the activity was to gather opinions
from them about the usability, viability and pertinence of the proposal, as well
as about its potential impact in comparison with the traditional BP process.

Seven AEC professionals participated in the focus group (four of them with-
out previous knowledge about the proposal). All participants had experience on
BPs and some knowledge about BIM (three of them with concrete experience).
All participants had used Autocad and three of them had also used Archicad or
Revit. Three participants were working in companies and three as independent
professionals. Three participants had teaching activity in universities. Partici-
pants had from 6 to 30 years of professional activity (most around 15 years).

The focus group had a duration of two hours and was performed virtually
and recorded with Zoom. First, moderators provided a general description of
the focus group. Then, participants had some minutes to comment information
about themselves. Afterwards, moderators provided a general description of the
proposal, by leveraging slides and by performing demos with BIM Tools/the pro-
totype. Finally, a discussion period took place guided by a set of open questions
performed by moderators and aligned with the goals of the activity.

All participants had positive opinions about the ease of use of the proposal,
as well as regarding the benefits of the approach and its improvements in com-
parison with the traditional BP process. In addition, participants agreed that
a more formal specification of BP requirements would reduce subjectivity. Par-
ticipants also commented that it would be beneficial that the proposal could
provide evaluation feedback about the simplest or most direct BP requirements,
so that they can have more time for addressing complex requirements or cases.
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Finally, all participants commented that the adoption of 3D modeling tools
in order to use the proposal (e.g. to export IFC files) would not be an issue,
since the new generation of professionals are already using these tools and the
previous generations are starting to use them or willing to do so.

5 Related Work

There are few commercial tools that verify building code compliance [25].
Some are vendor-specific, such as SMARTreview APR [32] that checks com-
pliance against the International Building Code (mainly in USA), and SoftTech
BIMDCR [33], both of which are Revit plug-ins. Others are vendor-neutral and
perform compliance checking on IFC files, such as Solibri Office [34] and Fornax
Cloud [9]. Compared to our proposal, these tools manage rules in proprietary
formats and rely on tool-dependent classifications for building objects [24].

In turn, the majority of large nationwide or citywide initiatives focus on devel-
oping bespoke open-source, standards-based solutions [24]. Many pilot projects
are being developed worldwide, for instance in Finland (ECPIP) [13], Sweden
(Smart Built Environment) [31], Germany (XPlanung and XBau) [19], France
(Kroqi) [20] and Singapore (Intelligent Code Checking System based on Fornax
Cloud). Our proposal is similar to them as it is based on standards. However,
although it focuses on the Uruguayan normative, our platform aims to be exten-
sible with respect to regulations, types of buildings and geographic locations.

Some works focus on checking regulations that require information about
the surroundings of the planned building (e.g. urban plans, energy consumption
policies) [5,7,23]. They rely on the use of commercial ETL software to perform
manual transformations between IFC and CityGML models (among others).
Since these transformations cannot be performed without human intervention,
our approach favours the implementation of independent Data Extractors (or,
eventually, Data Consumers) to retrieve the required data from each model type
and Data Calculators to perform calculations on the combined data. In this
way, data can be automatically combined from different model types on the fly
without performing model transformations.

The rule interpretation and compliance checking is achieve through different
approaches, many of which depend on Natural Language Processing techniques
[21,36]. For instance, in [21], the original sentences from the building act are
translated in several stages until an proprietary code is obtained. Our approach
has the advantage that DMN decisions can be executed on any DMN-compliant
engine, making the introduction of proprietary code unnecessary.

In addition, since October-2022 there are ongoing European research projects
focusing on DBP (e.g. https://chekdbp.eu, https://accordproject.eu). As these
projects advance, their results may complement ours. Finally, a distinguished
characteristic of our work is that it provides an end-to-end approach to compli-
ance management for DBP, as it covers: i) most typical compliance management
phases (e.g. modeling, specification, verification, reporting) [6], and ii) most of
the steps of the abstract DBP workflow defined in [24].

https://chekdbp.eu
https://accordproject.eu


74 L. González et al.

Finally, in the reviewed works, there is scarce information on other aspects
that are addressed in our work, such as performance metrics (e.g. response or
processing times), in-depth software architecture specification (e.g. detailed com-
ponent interactions) and tool interoperability through the use of standards (e.g.
models generated in different authoring tools).

6 Conclusions and Future Work

This paper presented a DBP approach, which comprises a life cycle and a DBP
platform supporting compliance activities. Particularly, this work presented how
this approach was applied to address specific BP requirements in Montevideo.

The proposal was assessed by a prototype, performing functional/non-
functional assessments, and carrying out validation activities. These assessments
enabled us to confirm the technical feasibility of implementing and operating
the platform, the suitability of the selected standards, and the pertinence of the
proposal for AEC professionals. Additionally, they enabled the identification of
improvements (e.g. performance) and challenges (e.g. standards in tools).

The main contributions of this work are: the DBP specialization of the com-
pliance life cycle, the proposal and development of the DBP platform to support
the life cycle, and the application of both artifacts to address BP requirements
in Montevideo. We believe that these results are a step forward on providing
automated compliance verification solutions, which contribute to the areas of
compliance management, DBP, and digital transformation of public services.

Such results enable us to argue that DBP solutions are promising towards
the automation of the BP process, and the digital transformation of the AEC
and public sectors. We confirmed how these solutions may reduce subjectiv-
ity regarding regulations, the advances of the area during last years, and the
positive impact of DBP solutions for such sectors. We understand that these
developments are challenging as they involve disparate and emerging technolo-
gies, as well as the interaction of teams from different disciplines and sectors. We
consider that it is crucial to promote the seamless integration of capabilities of
all actors, including municipalities, software and AEC industries, and academia.

Future work comprises addressing other BP requirements in Montevideo, and
applying the proposal to other municipalities. We also plan additional assessment
activities (e.g. workshops with end users) and prototype improvements, such as
additional functionality, addressing performance issues, and implementing other
data providers (e.g. based on CityGML to address urban-related requirements).
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In the past decades, the EDOC conference and its co-located workshops have presented
many research initiatives in which Enterprise Architecture (EA) and Service-Oriented
Computing (SOC) scholars carried out empirical studies with practitioners and for prac-
titioners in industry. The various industry-university collaborations that have been rep-
resented at EDOC have opened up a conversation about the evaluation of frameworks,
approaches, and tools and the comparison of their resilience, sustainability, usefulness,
and effectiveness in specific practical contexts. In particular, service-oriented approaches
and EA approaches are increasingly more often applied in the context of new areas,
such as Artificial-Intelligence-enabled enterprise computing, Internet of Things, digi-
tal ecosystems, digital twins, green and cloud computing, among others. The EDOC
community’s heightened interest in empirical evaluation has led to the accumulation
and publication of empirical evidence through design science research, exploratory and
confirmatory case studies, interview-based studies, focus groups and surveys.

The purpose of the first International Workshop on Empirical Methodologies for
Research in Enterprise Architecture and Service-Oriented Computing (iRESEARCH)
at EDOC 2023 was to initiate the conversation on the interfaces of the disciplines of
EA/SOC and Empirical Research Methodologies (ERM). The workshop goals were:

(a) to open up the interdisciplinary debate on the steadily moving frontiers in empirical
methodologies in support of EA and SOC research projects, and

(b) to expand the network of researchers designing and conducting empirical studies in
EA and in the sub-fields of SOC, which in turn will lead to the cross-fertilization
between these two fields and ERM.

The targeted outcomes of this workshop included the identification of open research
problems and the possible solutions to these problems, regarding:

i. evaluation and comparison of EA and service-oriented methods, processes and tools
in context;

ii. emerging research methods;
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iii. new and unexpected forms of collaboration with industrial partners in empirical
research projects;

iv. evaluation of transferability of empirical results to practice.

The iRESEARCH workshop program featured two empirical studies illustrating
two contexts of industry-relevant research carried out with practitioners on board. To
each paper there was a discussant assigned. This helped generate discussion and focus
on important aspects of the application of empirical research techniques and particular
challenges faced by the authors.

We hope you enjoyed the workshop and the review of the workshop proceedings.
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Abstract. The outflow of manufactured organic products needs to pre-
vent damage to the goods. There are specifications of models of value net-
works with blockchain services for monitoring transactions. This paper
general objective is to provide strategic models to monitor supply chains
of organic beverages. The design of this network was based on the Design
Science methodology, including the process of investigating the problem,
proposing an artifact to tackle it, and validating its construction. A sys-
tematic literature review was made and strategic models were proposed
to monitor networks with blockchain with validation by empiric evalua-
tion and assessment with a selected company for a single case study. To
construct the models, information obtained with the literature review
was used, as well as information provided by the company via meet-
ings and surveys. In the design, the e3value editor tool of the e3value
framework was used. Three models were produced based on these sce-
narios: regional, national and international. The models were validated
and positively assessed by the participating company, which answered a
survey to assess the proposal according to their needs and the feasibility
of implementing that technology.

Keywords: Preventive Monitoring · Food Supply Chain · Blockchain
technology · Value Networks

1 Introduction

Eating is vital for human survival, underscoring the social and environmen-
tal relevance of addressing food losses and waste. The United Nations Envi-
ronment Programme estimates that food waste in Brazil reaches up to 132
lbs/person/year [9], while globally, around 40% [3].

Supply Chains (SC) represent a series of activities from suppliers to cus-
tomers, encompassing manufacturing, distribution, and more [5]. The distribu-
tion stage, involving storage and transportation processes, plays a crucial role
in bringing products to market [6].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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In the distribution stage, there are instances where little to no control or
monitoring occurs during transportation, as evident in studies focusing on food
production and distribution processes [3,4,8].

This research aims to develop strategic models to monitor networks with
blockchain and with practical application and evaluation in collaboration with
Meltech, a company chosen for its accessibility and provision of data. The study
also carries significance for sustainability analysis in small companies.

The research adopts the Design Science methodology, also known as “Science
of the Project” or “Science of the Artificial” [7]. Resolving the research problem
relies on the application of methods that bridge the gap between a problem set
and a solution set: Conceptual Questions (CQ), Technological Questions (TQ),
and Practical Questions (PQ).

The primary subsets of research questions include: CQ - What model-
ing methods are available for monitoring value network transactions using
blockchain? TQ - What technologies are necessary to create models with
blockchain in a value network? and PQ - How can the developed models aid
a company in deciding to implement blockchain for monitoring an organic bev-
erage supply chain?

Next, the objectives of this work are presented, in accordance with Design
Science, with indication of stakeholders objectives and objectives of research [10].

Stakeholder objectives were established following research on value networks
and consultations with partners in the food supply chain, particularly Meltech.
The overarching vision is to enhance transportation safety and reduce transac-
tional bureaucracy. Ensuring operational security requires monitoring and vali-
dating data in each commercial transaction within the value network, underlining
the cost-benefit assessment of adopting blockchain technology.

Beyond the stakeholders objectives, the research has scientific objectives,
delimited as general objective and specific objectives. The General Objective was
to provide strategic models for monitoring the supply chain of organic beverages.
The specific objectives had been:

1. To study the state of the art regarding existing models in the area of value
networks and blockchain by means of a systematic literature review;

2. To collect the practical requirements alongside the interested parties for the
construction of proper models;

3. To formulate the models in accordance with a metamodel.

Next, the objectives of this research are described, as the methodology of
Design Science, and in accordance with the research questions - CQ, TQ, PQ.
There were no objectives of instrumentation and forecast defined, since the
research does not include the construction of tools beyond the already the exist-
ing ones for the development of the artifact and there are no forecast objectives
on its use.

Objective of Knowledge: Describe the principles for modeling the monitoring
in value networks with blockchain based on the literature and in consultation
with the interested parties.
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Objective of Device: To formulate a set of business models related to moni-
toring value networks with blockchain, according to a chosen metamodel.

2 Theoretical Framework

This section introduces key concepts related to Design Science, Supply Chains,
Value Networks, Ontologies, Business Modeling, the e3value Framework, and
Blockchain technology.

Design Science is a research methodology integrating structured processes
of scientific inquiry and technological artifact development. This cyclic process
involves four stages: 1 - Problem inquiry or implementation assessment; 2 -
Treatment design; 3 - Treatment validation; 4 - Treatment implementation.

In the realm of Supply Chains and Value Networks, goods and services
production and distribution hinge on roles fulfilled by organizations. These roles
shape a supply chain, involving relationships through commercial transactions.

Transactions initiate after documentation issuance, like certifications. Beyond
paperwork, transactions demand vigilance, notably in product transportation,
necessitating monitoring in distribution.

Supply chains involve a network forming a value network. These intercon-
nected transactions constitute a value network, with organizations exchanging
valuable items to meet a consumer market’s needs.

Ontologies form a foundation for construction methodologies and analy-
sis. Principles involve ontologically understanding a business system, including
internal constituents, relationships, and constraints.

Business modeling with ontologies applies to administration and corporate
contexts, structured based on represented value networks.

This work adopts [1]’s ontology for organic beverage supply chains. Business
modeling represents the value network with blockchain-based monitoring, using
the tool within the e3value framework.

Blockchain Technology is an encrypted ledger of business transactions
evolving from independent processes. It is now represented through ontologies.

Blockchain models exist, including Weigand’s. A business can be depicted
through a model sketch, showing data cycles and information exchange in value
network transactions marked by blockchain. Each transaction involves creating
new smart contracts recorded in the blockchain, with actors concatenating con-
tracts defining their roles and object sharing in the value network.

The business model illustrates a network structure with nodes representing
actors in the value network.

Figure 1 shows a sketch with actors, commercial transactions, and smart con-
tract sharing. Actors include Regulators, Suppliers, Organizations, Transporters,
and Commercial Partners (Points of Sale and Independent Resellers).

Concatenation of blocks with smart contracts on the right side signifies data
recording, while on the left, it denotes a data reading process for investigating
and confirming process information.
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Fig. 1. Adaptation of Business Sketch with blockchain (Source: [2])

3 Modeling of Value Networks with Blockchain Services

This section details the application of the e3value framework tor model busi-
ness strategies with blockchain within value networks, specifically focusing on
manufacturing companies of organic products. The blockchain technology is
explored as a means to optimize input transportation and ensure transparency
and integrity in the supply chain for organic products.

3.1 The e3value Framework

The e3value framework, an intuitive tool for modeling value networks, was
employed using the e3value editor. This editor allows users to select and connect
elements of the e3value ontology, representing relationships within the network.
Additionally, it offers functions to verify commercial transactions and convert
models into spreadsheets for consistency checks.

The generated spreadsheets are instrumental in assessing model consistency
and profitability, providing insights into potential profits for actors in the value
network scenarios. These spreadsheets serve as motivation for network actors to
join the business network.

Utilizing the e3value editor, various scenarios were created to depict different
operational conditions. Three business models were developed and evaluated:

– Regional Model: Introduces a blockchain supplier with Information Technol-
ogy support.

– National Model: Extends the Regional Model nationally, involving regulators
and national transporters.

– International Model: Extends the National Model internationally, encompass-
ing international regulators and transporters.
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Both the e3value editor and e3value tools support quantitative analysis by
generating necessary spreadsheets. The e3value editor facilitates quantitative
and economic analysis of models, including profitability calculations.

3.2 Technical Action Research (TAR)

The e3value editor played a pivotal role in crafting value network models for
proposing a business strategy, considering blockchain adoption. Three models
were developed, each addressing specific scenarios based on literature reviews
and insights from the company. The Technical Action Research (TAR) process,
guided by Wieringa’s protocol, involved stages, cycles, and customer engineering.

Requirements for models were derived from literature reviews and informa-
tion collected through meetings and questionnaires. The TAR process included
research stages and experimentation cycles. The researcher, acting as both
inquirer and technology developer, addressed Meltech’s need to monitor the
organic beverage transportation chain through blockchain.

The customer’s problem involves monitoring the transportation chain of
organic beverages through blockchain technology. To collect information and
assess the models, meetings with company representatives and a Requirements
Survey were implemented. The survey aimed with main stakeholders, to identify
and analyze actors and functions within the company’s value network.

3.3 Presentation of the Business Models

The e3value framework tool was instrumental in modeling the business networks.
The first model represents Meltech’s current value network for organic beverages.
The value network comprised various actors, including Meltech, Consumers or
Customers, and Suppliers (organic food producers and input suppliers).

Meltech’s current value network involves transactions in supply, transporta-
tion, regulation, and partnership chains. This network ensured the quality, safety,
and availability of organic products to consumers through well-defined transac-
tions. These elements form Meltech’s current value network model Fig. 2.

Figure 2 depicts key actors and transactions in the Meltech value network. It
includes the Organization (Meltech), Consumers or Customers, and Suppliers,
with Suppliers representing organic food producers and input suppliers.

Three scenarios were proposed for implementing blockchain in Meltech’s
value network, each focusing on monitoring the transportation of goods. The
scenarios were designed for regional, national, and international expansion.

Figure 3 depicts the specifications of a regional scenario for Meltech, intro-
ducing the Information Technology Support actor to provide blockchain services
for monitoring transportation.

The regional scenario involves the use of blockchain to monitor the trans-
portation of lots, enhancing business safety and reducing fraud risk. In the
national scenario (Fig. 4a), Meltech extends the regional model to the national
level. Blockchain services now include regulators and national transporters.
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Fig. 2. Current model of the value network of organic product manufacturing

The international scenario (Fig. 4b) further extends the national model,
involving international regulators and transporters.

3.4 Assessment

No inconsitencies were found in the value network models using the e3value
editor tool and the generation of profitability sheets. The assessment involved
a presentation and a survey. The respondents found the models suitable for
visualizing the value network. The company stated that the models supported
their decision-making on adopting blockchain to monitor transportation.

The positive reception of the models indicates qualitative viability for
blockchain implementation, although more insights into the company’s decision-
making processes are needed.
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Fig. 3. Regional Model of a value network for Meltech

(a) Meltech’s National Model

(b) Meltech’s International Model

Fig. 4. National and International Models of a value network for Meltech

4 Conclusions

Our goal to develop strategic models for monitoring the organic beverage supply
chain was successfully achieved with the value network scenarios integrated with
blockchain-based monitoring. This monitoring mechanism facilitates real-time
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communication of product status between producers and customers, emphasizing
product quality and overall customer satisfaction.

Three distinct models were meticulously crafted to address different scopes:
regional, national, and international. Each model was developed based on
the existing business model, incorporating insights from systematic literature
reviews, meetings, and data collection instruments with the company. These
models were vital components of a comprehensive Technical Action Research
initiative, which included a survey for evaluating the proposed models [10]. Sur-
vey responses provided valuable data for model assessment, indicating potential
for future implementation. However, a definitive decision from the company is
still pending.

Despite limitations, including the practical challenges of single-company eval-
uation, the research yielded valuable insights encompassing blockchain integra-
tion into value networks, the role of blockchain service providers in transaction
monitoring, unexplored facets of value network modeling, and support for food,
organic products, and biotechnology companies.

As future research, we intend to expand value networks using a blockchain
ontology, the development of a value/Protégé plugin, extension of Technical
Action Research to add other network actors, instantiation of models with real-
world data, and integration of value modeling with Data Science to gain a deeper
understanding of the economic viability of these models.
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Abstract. Enterprise coherence pertains to the extent to which all rele-
vant aspects of an enterprise are connected in such a way that these con-
nections facilitate an enterprise in obtaining/meeting its desired results.
The GEA (General Enterprise Architecting) method treats enterprise
coherence as something that can be governed explicitly. GEA’s Enter-
prise Coherence Framework (ECF) is qualitative in nature. Being able to
really measure enterprise coherence would greatly support the analysis
of enterprise coherence. In this paper we setup a research approach for
developing enterprise coherence metrics and perform a first step in work-
ing towards an Enterprise Coherence Quantification Framework (ECQF)
as part of a methodology. A case from GEA training practice is used for
validation of a first application of the ECQF.

Keywords: Enterprise Coherence · Enterprise Coherence
Quantification Framework · GEA · Enterprise Architecture · Strategy
Framework

1 Introduction

Strategies fail due to a lack of coherence and consistency [9]. Coherence between
various enterprise facets is essential for success [10]. Leinwand and Mainardi [14]
showed a relation between enterprise coherence and enterprise performance.
Complex System Governance (e.g. [13]) teaches that -since system viability relies
on design [12] - the viability of an organization is threatened by lack of coherence
in design. Own research shows that coherence in organizations is unsatisfactory
on average, and even poor when it concerns enterprise design [21]. Measure-
ment of the level of enterprise coherence would greatly support the analysis -and
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thereby- governance of enterprise coherence [21]. This paper explores a quantifi-
cation framework for strategy planning frameworks, and more specifically GEA,
as a step in gradually working from simple to more refined ontologies.

2 Theoretical Background

The notion of enterprise coherence was coined by Wagter [8] as part of the GEA
(General Enterprise Architecting) method [8,24]. GEA defines enterprise coher-
ence as “the extent to which all relevant aspects of an enterprise are intercon-
nected, such that these connections facilitate an enterprise in achieving its man-
agement’s desired results” [25]. Based on the GEA definition, the GEA method
includes the Enterprise Coherence Framework (ECF) [8], that evolves around the
notions of Level of Purpose and Level of Design and involves ten relevant aspects
of coherence: Mission, Vision, Core Values, Goals, Strategies, Perspective, Core
Concept, Core Model, Guiding Statement, and Relevant Relationship. The ECF
with a few example perspectives is shown in Fig. 1. With an ECF in place, it
is possible to address business issues with coherent solution elements [8]. The
ability to quantify enterprise coherence is expected to aid GEA practitioners and
scholars in their analysis [8].

Fig. 1. The Enterprise Coherence Framework (ECF) within GEA

Understanding the interactions between the components of a system is key
to understanding it on a quantitative and predictive level [18]. Even when mech-
anisms are unexplained, graphs and their topology allow to understand its prop-
erties [18]. Earlier research [20,22] showed multiple graph-based approaches to
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coherence. This makes the ability to express a strategy planning framework as
a graph a key requirement.

3 Research Design and Methodology

The research to quantify enterprise coherence falls into the higher level engi-
neering cycle [11] of enterprise coherence governance [6] as part of enterprise
architecture (EA), which again facilitates organizational design that is consis-
tent and coherent in supporting the organization’s strategy and viability. The
relationship between the coherence in the design of an organization and its via-
bility [12] and the demonstrated lack of enterprise coherence governance [21]
drives us to the research effort of quantifying enterprise coherence. The research
positioning is as follows Fig. 2:

Fig. 2. Quantification of Enterprise Coherence Research positioning (cf. [11])

An important step within the GEA process is the analysis of the ECF [6].
Qualitative analysis goes hand in hand with good quantitative analysis [5]. Quan-
tifications for the GEA ECF however are currently lacking (e.g. [25]). This alone
already gives a reason for embarking on this research. Apart from GEA it may
be clear that consistency and coherence between various enterprise facets are
essential to implement strategic choices successfully [10]. While EA is a means
to guide the design and development of the organization and its aspects [4],
quantification within EA has not advanced far yet [17]. This research will also
add to this area. A survey (yet unpublished research, available on request) indi-
cates that metrics that measure the ‘enterprise coherence’ will be of value to a
target group formed by Enterprise Architects and Senior Management of larger
(over 750 employees) organizations. Within the iterative approach proposed for
this research we will include validations on usefulness for the target group, e.g.
by means of surveys (see Sect. 3.3). The creation of metrics will be based on
knowledge from Coherence Theory, System Theory, Graph Theory, Enterprise
Architecture, and -as part of the latter- GEA (see Sect. 2).
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3.1 Hypothesis

The driving hypothesis is: “A dashboard can be designed to represent enterprise
coherence”.

Apart from design questions on application, usability, interoperability, main-
tainability, and information security, to name just a few areas, the hypothesis
also gives rise to knowledge questions, e.g.:

– What are main concerns on enterprise coherence?
– How is coherence quantified in other domains and why?
– How many metrics would be required to measure enterprise coherence?
– Would it be possible to integrate multiple enterprise coherence metrics into

a single index?

These questions will have to be specified and answered in the course of the
research.

3.2 Research Goal

The research goal is to deliver a continuously improving information product of
enterprise coherence metrics. Goals specific for the social context [11] are:

1. Allow measurement of enterprise coherence.
2. Improve prediction of enterprise performance.

Related design science research goals [11] are:

1. A (set of) enterprise coherence metric(s).
2. A method to arrive at metrics.
3. A system where measurement takes place.
4. Understanding what coherence in graphs of enterprise statements actually

means.
5. Being able to predict patterns of coherence in these graphs.

The goal has been achieved if:

– The metrics are defined, and scope and function are described, including effect
and sensitivity, and -where relevant- critical values.

– The metrics express the concerns and goals of stakeholders where it regards
enterprise coherence.

– The metrics are applications of, combinations of, and/or build on graph mea-
sures grounded in literature.

– A practical method for measurement is described.
– A methodology for improving and/or creation of metrics is described.
– Supporting software is available.
– Example practices of metrics and predictions for metrics are given (Fig. 3).
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Fig. 3. Goal Structure for the Research (cf. [11])

3.3 Artefacts

We choose to develop in parallel the following artefacts:

1. A set of metrics to measure (aspects of) enterprise coherence. We will call
this the Dashboard for Enterprise Coherence (DEC).

2. A graph construct that follows an ontology for enterprise coherence. We will
call this graph the Enterprise Guidance Graph (EGG). The EGG starts out
expressing basic ontology rules, and iteratively express a more complex ontol-
ogy, with GEA’s ECF ontology as destination. At that point the EGG and
ECF will be fully conformant [27].

3. An architecture to import data, perform calculations, and present results in
written form and in visualizations (see Fig. 4).

4. A methodology to create and improve the DEC. We will call this the DEC
Methodology. As part of the DEC Methodology we will design an Enter-
prise Coherence Quantification Framework (ECQF) to give guardrails to the
development of DEC metrics. The ECQF is elaborated on in Sect. 4.

We develop the DEC Methodology because enterprise coherence is too complex
to come up with the right metrics for the DEC right away. Continuous improve-
ment will be needed to be successful. This research will develop the artefacts
until the level that others are able to build on further. We will develop a set of
metrics to show proof for the methodology, and to allow first measurements to
actually take place. All artefacts are subject to design cycles: the DEC Method-
ology will provide the design cycle for the DEC and the EGG. The architecture
will have a design cycle of its own, however we will not explicit elaborate on
it, because of its little importance for the research. The DEC Methodology will
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also have a design cycle of its own, and we will make improvements on DEC
Methodology part of the research. The iterations for the various design cycles
may include consultation of the target group to improve decision making.

Fig. 4. Current Architecture for the DEC

3.4 Requirements

Requirements are under development. A first set of user requirements has been
deducted from a survey among representatives from the target group (yet unpub-
lished research, available on request):

– Being able to compare the effect on enterprise coherence for different archi-
tecture design decisions.

– Being able to quantify the impact of strategic change on enterprise coherence.
– Being able to quantify the fit of a solution design based on enterprise coher-

ence.
– Being able to assess the stability of the ‘guidance graph’ with respect to

changes.
– Being able to assess the importance of cross-domain relations.

Apart from user requirements, first sets of (mostly ontology) requirements have
been deducted from coherence theory, graph theory, system theory, and GEA.
It goes beyond the scope of this paper to describe them here.

4 Enterprise Coherence Quantification Framework

4.1 Enterprise Guidance Graph (EGG)

We define an Enterprise Guidance Graph generically as a set of enterprise state-
ments that can be grouped by certain attributes, and that can have interrela-
tionships. We define an enterprise statement for now loosely as ‘a statement that
gives direction to a certain aspect of the enterprise’, and refer to [6] for more
specific definitions for GEA. Enterprise statements and attributes represent the
nodes of the EGG (see Fig. 5). Relations between these nodes represent the edges
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of the EGG. The relations can be directed or undirected. If it is directed it can
be hierarchical or non-hierarchical. A common attribute will be expressed with
an undirected relation. We define ‘atomic’ coherence as the relation between two
guiding statements Si and Sj, with Coherence weight equal to Cij. In this way
enterprise coherence could be expressed in the adjacency matrix Sij as shown in
Fig. 6. The coherence relations determine the further form of the graph repre-
sentation and will allow to calculate metrics on all kinds of granularity.

Fig. 5. Example of nodes and edges in an Enterprise Guidance Graph (EGG)

Fig. 6. Coherence Matrix (adjacency matrix for enterprise statements Si)

4.2 ECQF

Conceptually coherence can be assessed:

1. In the set of guiding statements, i.e. in the EGG.
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2. Between the set of guiding statements and solutions.
3. In the set solutions.

The latter becomes visible through the first two, with an assumed positive cor-
relation between them. To make this work, we develop both EGG and ECQF
to suit both less refined ontologies as well as GEA, as to allow gradual devel-
opment. Graphs are typically organized on microscopic, mesoscopic, and macro-
scopic level [23]. We will follow this setup. We add a layer for ‘Solutions’ since
that is where coherence is supposed to end up. And we will add the aspect of
evolution, with the value of being able to analyze and predict coherence patterns
over time (Fig. 7).

Fig. 7. Enterprise Coherence Quantification Enterprise Coherence Framework ECQF

1. Microsopic level constitutes the study of individual vertices to understand
their behaviour. Degree or other centrality measures are typically used [23].
For now we use the term guiding statement for any type of statement that
directs desirable behavior (including e.g. references to used models).

2. Mesoscopic level concerns the study of modules or community structure. Mod-
ules are formed by corresponding properties of nodes described by undirected
relations. Modularity is an example of a general metric for community quality
and for community detection algorithms [19], and e.g. associated with lim-
iting unnecessary complexity in systems [15]. This way GEA’s ‘perspective’
and ‘level’ could be expressed.

3. Macroscopic level classifies the global structure of the graph. E.g. hierarchi-
cal structure is pervasive across complex networks with examples spanning
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from neuroscience, economics, social organisations, urban systems, communi-
cations, pharmaceuticals and biology [23], and it is shown that hierarchical
coherence [23] is a proxy for stability. A set of guiding statements is most often
hierarchical in nature (‘tree’-like), although not per se perfect, and multiple
trees may exist.

4. We define a solution element as a (foreseen) (part of an) implemented solution.
A solution element will be coherent with a guiding statement if it contributes
to its intent. Contribution of a set of solution elements can be measured, as
shown earlier [22].

5. Business practice changes guiding statements, directly or through a ‘domino-
effect’ (see e.g. [7]. We will introduce an evolution model that allows for
modeling behavior and predictions in a later stage of the research.

5 Single Case Experiment

We use a single case experiment with realistic conditions and expert opinion.
This is to understand first behavior of the developed model in practice, and to
weed out bad design parts early [11].

We want to be able to measure figures conform the ECQF that make sense
for analytical purposes. And we expect figures to follow systemic behavior. This
leads to the following hypotheses:

1. For microscopic, mesoscopic, and macroscopic level of the ECQF sensible
-though maybe not ideal- measures can be found.

2. Measures show explainable results.
3. Systemic behavior can be demonstrated.

We will use these metrics in an experiment to prove that the ECQF setup
is plausible. As Object of Study (OoS) we take results of a fictive case that
is used in GEA trainings, about a supermarket that needs to survive several
changes. Coherence calculations need to add value to coherence analysis. An
ECF has been put together for this case in several steps, whereby, the normal
GEA practice [25] was followed:

1. Initial Level of Purpose, with relations Mission-Vision, Mission/Vision-Core
Values, Mission/Vision/Core Values-Goals, and Goals-Strategies. We will call
this LoP1.

2. New Level of Purpose, based on discussions. We will call this LoP2.
3. Level of Design, including relations Goals-Objectives, Core Values-Principles,

and Strategies-Policy. We will call this LoPD1.
4. New Level of Design, based on discussions. We will call this LoPD2.

We need concrete metrics to be able to validate the abilities from the previ-
ous subsection. As preliminary metrics we used measures that have been used
extensively in other domains, and that have a thorough mathematical grounding.
Together they cover to a broad extend the currently defined ECQF:
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1. For microscopic level centrality measures we will use coherence weighted
degree and PageRank [1]. The first because it allows easy interpretation due
to the direct relation with coherence definition on ‘atomic’ level (see Sect. 4).
The latter because PageRank gives a more advanced view in the relative
importance of the various nodes. Although other centrality measures may be
good candidates too, the broad acceptance of the proposed measures makes
them acceptable first candidates.

2. For mesoscopic level community structures we will use modularity (e.g. [3])
and smallworldness [2,26] as first measures. Modularity expresses a preferred
way of coherence known from software architecture (e.g. [16]) and from other
systems (e.g. [13]. Smallworldness expresses modularity and integration in a
single measure. Smallworldness has also been researched extensively [26].

3. For macroscopic level hierarchical coherence we will use hierarchical incoher-
ence [23], which we return as hierarchical coherence by subtracting from 1.
Other hierarchical measures may be researched later.

Based on the fact that the events described in the previous subsection were
intended to be improvements on the ECF, we expect an increase of:
1. coherence weighted degree
2. modularity
3. hierarchical coherence
4. smallworldness
5. a power law for PageRank values, due to increasing system effects along with

size.

The experiment has been carried out in various sessions. Coherence calculations
were done afterwards, so the outcome did not influence the decisions. The excels
were filled in by the Core Team on the various events and graphs were created.
The quantitative results for the measures coherence degree, modularity, hierar-
chical coherence, and smallworldness are shown in the tables below for the Level
of Purpose, and for the combined Level of Purpose and Level of Design. We
normalized all figures against the highest value to come to the radar (see Fig. 9).

Fig. 8. Visual comparison of LoPD01 (left) and LoPD02

The results for PageRank where used to assess systemic behavior. PageRank
was calculated using the directed edges only for LoPD2, i.e. the entire graph in
the end situation. The results are shown graphically in Fig. 9.



An Enterprise Coherence Quantification Framework 99

Metric LoP1 LoP2 Increase (%)

Coherence degree 8.6 11.8 37%

Modularity 0.3 0.4 46%

Hierarchical coherence 0.6 0.6 −3%

Smallworldness 1.6 1.7 6%

Metric LoPD1 LoPD2 Increase (%)

Coherence degree 28.5 30.4 7%

Modularity 0.36 0.40 10%

Hierarchical coherence 0.01 0.11 56%

Smallworldness 0.67 0,68 2%

Fig. 9. Coherence Radar for improvement and PageRank showing power law

6 Conclusions and Discussion

The results for the measures coherence degree, modularity, hierarchical coher-
ence, and smallworldness showed an increase for almost all coherence measures,
in line with expectation. There was a decrease in hierarchical coherence for the
level of purpose, but it was very small. Graph visualizations (see Fig. 8) show
differences in concentrations in the graphs, that apparently go together with
different coherence values. The results for the measure PageRank which we used
to validate systemic behavior showed a clear power law. We conclude a positive
indication that the used metrics show coherence improvement. An interesting
additional result was that visualizations seem indicative for the quantitative
results.

For the overall experiment hypotheses we conclude:

1. For microscopic, mesoscopic, and macroscopic level of ‘Quantification’ sensi-
ble -though maybe not ideal- measures can indeed be found.

2. Systemic behavior can indeed be demonstrated.
3. The parts microscopic, mesoscopic, and macroscopic of the ECQF where of

use as container for the preliminary metrics.
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7 Limitations and Further Study

Since this is a new field in enterprise architecture, there were clearly limitations
in both preliminary model and practical application. The coherence figures were
not yet comparable with other cases, which makes plausibility and significance
more difficult to assess. Although the results show correlations that support our
hypotheses, mechanisms are yet unexplained. In follow up research we will look
at how to address this with the use of synthetic graphs. This is a threat to
validity. Also, the preliminary measures should be regarded as ‘minimal viable
product’. Furthermore, to properly support the ECF, the ECQF should include
a framework for evolution. Finally, additional real life cases are necessary to
allow better comparison for insights into the behavior of the ECF graph and its
metrics.
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The concept of Digital Twin is becoming increasingly popular since it was introduced
in the scope of the Smart Industry (Industry 4.0). A Digital Twin (DT) is a digital
representation of a physical twin that is a real-world entity, system, or event. It mirrors a
distinctive object, process, building, or human, regardless ofwhether that thing is tangible
or non-tangible in the real world. The DT technology provides benefits such as real-time
remote monitoring and control; greater efficiency and safety; predictive maintenance
and scheduling; scenario and risk assessment; better intra- and inter-team synergy and
collaborations; more efficient and informed decision support systems; personalisation
of products and services; and better documentation and communication.

The ultimate purpose of Digital Twins is to improve decision-making for solving
real-world problems, by using the digital model to create the information necessary for
decision-making and subsequently applying the decisions in the real world. Nowadays,
Digital Twins are not limited to industrial applications but are spreading to other areas as
well, such as, for example, the healthcare domain, in personalised medicine and clinical
trials for drug development.

This workshop focuses on getting a better understanding of the techniques that can be
used to model and implement Digital Twins and their applications in different domains.
We aim to attract researches and industry practitioners to discuss formal definitions of
Digital Twin as well as to describe applications of Digital Twins in different domains.
Contributions on tooling for Digital Twins are also welcome.

The first MIDas4CS was organized as a half-day workshop in conjunction with
EDOC 2023. This workshop attracted eight international submissions, and each of them
was reviewed by two members of the Program Committee. From these submissions,
four works were accepted as full papers for presentation at the workshop.

First, Callisto et al. presented the implementation of a Digital Twin Prototype for the
industrial research project SAFE, which aimed to design and implement smart and life-
saving furniture systems for schools andoffices, in case of an earthquake.Next,Milosevic
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and van Schalkwyk discuss how socio-economic factors can be gradually transformed
into a set of governance rules for building, operating, and evolving responsible digital
twin solutions and ecosystems. Third, Moreria proposes a set of research directions to
improve interoperability in Digital Twins, considering perspectives such as architecture
of distributed systems, model-based system engineering, ontology-driven conceptual
modeling, and linked data and semantic web technologies. Finally, Schultenkämper and
Bäumer discuss how tracking user activity across different online social networks and
the consolidation of the collected profile information is of considerable importance for
the compilation of a Digital Twin.

We hope that the reader will find this selection of papers useful to keep track of the
latest advances of Digital Twins.

Acknowledgments.We thank the authors for their contributions and the members of the
Program Committee for their invaluable help in the reviewing phase. We also wish to
thank the organizers of EDOC 2023 for their help with the organization of the workshop.
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Abstract. The rapid advancements in digital technologies have paved
the way for the development and utilization of digital twins that allow
bridging the gap between physical systems and their virtual representa-
tions. This digital twin concept is gaining importance especially in the
design of complex IoT and Cyber-Physical systems. At design time a dig-
ital twin can in fact be used to represent the to-be system reflecting its
characteristics in the digital world and especially to conduct simulations
before the system is actually implemented.

This paper reports about an approach for the design and implementa-
tion of a Digital Twin Prototype for a project involving an IoT life-saving
system designed to support the rescue operation of people during a seis-
mic event. The approach as well as the software tool can be adopted to
other IoT or Cyber-Physical systems.

Keywords: Digital Twin · Digital Twin Prototype · Internet of
Things · 3D Modelling · 3D Simulation

1 Introduction and Motivation

There has been a rapid rise of interest in the potential of Digital Twins (DTs) to
transform a vast range of Internet of Things (IoT) and Cyber-Physical System
(CPS) applications [15]. The field of DT is appearing to undergo a large increase
in attention from both industry and academia. The 2023 Gartner emerging tech
impact radar, places DTs among the most impactful emerging technologies and
trends [22]. In addition, according to a 2022 report, nearly 60% of executives
across a broad spectrum of industry plan to incorporate DTs within their oper-
ations by 2028 [19].

In academia, an increasing amount of research papers is being published every
year. We can notice works ranging from those that investigate the definition of
DT [3,8,9,20], to more extensive works that cover several aspects of the DT
topic such as modelling and enabling technologies [6,17,21], to works that focus
on DT applications to specific domains [7].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. P. Sales et al. (Eds.): EDOC 2023 Workshops, LNBIP 498, pp. 107–122, 2024.
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In this research work we explore the implementation of a DT solution for the
SAFE scenario. “S.A.F.E. - Sustainable design of Antiseismic Furniture as smart
life-saving systems during an Earthquake” was an Industrial Research project1

concluded in 2021, that aimed to design and implement smart and life-saving
furniture systems in case of earthquake for school and office contexts [18]. A
deployment of the SAFE “system” to an actual classroom of a school in the
Marche Region of Italy is planned as part of another project called VITALITY2.

The design and implementation in a real environment of the SAFE system is
complex both in terms of components to consider (furniture, IoT sensors, ICT
infrastructure), and as regards to the validation of their integrated operations.
Testing operations of the entire system are particularly challenging since they
require the entire system to be deployed or a small-scale physical prototype
to be created facing the challenge of trying to replicate the conditions of an
earthquake. It therefore becomes of extreme importance to be able to anticipate
the validation of the system right from the design stages, making evaluations
and behavior simulations even before the components themselves are actually
installed. The definition of a DT in order to study the system before installing it
in the physical environment, could bring several benefits to the SAFE scenario.
Especially, we refer to the notion of Digital Twin Prototype (DTP) [9] since the
corresponding physical twin of the SAFE scenario does not exists yet.

In this paper we report our experience in the design and development of a
DTP for the SAFE scenario especially focusing on the process we adopted to
graphically modeling and simulating the scenario. With respect to the implemen-
tation of DTs, IoT platforms are often seen as the starting point. According to
[19] by 2028 the 90% of IoT platforms will be extended to support DTs. To imple-
ment our SAFE DTP we mainly relied on the ThingsBoard3 IoT platform which
we extended to support 3D modeling and visualization of a scenario, as well as
3D simulation of a scene in which multiple devices are deployed. The Things-
Board extension is available at https://pros.unicam.it/digitaltwin/dtplatform.
The interested reader can take inspiration from our approach as well as make
use of our tool to start implementing a DTP of his own scenario.

The rest of the paper is structured as following. In Sect. 2 we report details
about the SAFE project. Considering the complexity of the SAFE scenario, we
focus on the PIR-based motion detection device (we call it SAFE PIR) of which
we report a description of its dynamic behavior. We then discuss in Sect. 3 the
process we followed to design a DTP of a SAFE classroom based on a virtual
deployment of multiple SAFE PIRs. In Sect. 4 we report about the modelling
of the SAFE scenario while in Sect. 5 we report about a mechanism we defined
for simulating the SAFE scenario within ThingsBoard. We report in Sect. 6 a
discussion on functionalities that our DTP enables as well as some limitations.
Section 7 reports about related work that focus on the implementation of DTs
for complex scenarios. We close the paper with Sect. 8 by drawing conclusions.

1 SAFE project: http://projects.cs.unicam.it/safeproject/index.html.
2 VITALITY project: https://vitality-spoke6.unicam.it/en/.
3 ThingsBoard IoT platform: https://thingsboard.io/.

https://pros.unicam.it/digitaltwin/dtplatform
http://projects.cs.unicam.it/safeproject/index.html
https://vitality-spoke6.unicam.it/en/
https://thingsboard.io/
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2 The SAFE Project

In this section we first provide an overview of the SAFE project for then focusing
on the SAFE PIR device and its dynamic behavior.

2.1 Project Overview

The main objective of the SAFE project was the design and prototyping of fur-
niture for schools and offices capable of transforming themselves into intelligent
systems of passive and “life-saving” protection of people during an earthquake,
integrating technical-scientific knowledge and skills as those of Industrial Design,
Structural Engineering, Computer Science and Chemistry and facilitating a pro-
cess of cross-fertilization. The basic idea of the project resulted from the obser-
vation of a recurring phenomenon: during an earthquake, furniture and mobile
equipment become obstacles that aggravate the dangerous conditions or, on the
contrary, represent a casual protection of life in the event of collapses.

The challenge of the project was to innovate the design of traditional furniture
(e.g. desk, equipped wall, etc.), for schools and offices, transforming them into
intelligent systems through the integration of IoT sensors (SAFE devices) and a
related ICT infrastructure. The ICT infrastructure was in charge of integrating
the SAFE devices data through local gateways and a dedicated instance of the
ThingsBoard IoT remote platform used to provide the basic monitoring and
management services. Data collected from the SAFE devices could then be used
to support the localization and rescue of survivors under the rubble during an
earthquake [18].

The SAFE devices consisted of battery powered wireless IoT devices,
designed to be integrated in the SAFE furniture as shown in Fig. 1 and Fig. 2.
The primary objective of these devices, in case of a earthquake, is to detect and
communicate whether there are persons being protected by the SAFE furniture.
The information then is made available to rescue teams supporting localization
and rescue activities. Given the importance of detecting people under the smart
furniture, the SAFE PIR device has been developed in such a way to fit within
the furniture and to adapt its behavior in case of a seismic event.

Fig. 1. SAFE Equipped Wall. Fig. 2. SAFE Desk.
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2.2 SAFE PIR Behavior

The SAFE PIR implements a dynamic behavior that changes from Peace Mode
- the modality adopted when no seismic event is present - to War Mode - the
modality adopted when a seismic event occurs. We describe and illustrate such
a behavior by means of two BPMN models. Figure 3 reports the behavior in
Peace Mode (i.e., before the earthquake) and Fig. 4 reports the behavior in
War Mode (i.e., during and after the earthquake). Considering that the BPMN
notation lately acquired relevance in the modelling of IoT and CPS systems
[1,2,24], it came natural for us to conceptualize the PIR behavior using such
a notation. The use of BPMN gives the advantage of using a notation that is
easily understandable, even to non-expert users.

Fig. 3. PEACE Mode Behavior of the SAFE PIR represented with the BPMN notation.

Peace Mode Behavior. The default SAFE PIR’s behavior is the one we
indicate with Peace Mode. The first activity performed in Peace Mode sets the
communication timer to 30 min. This timer will be used for sending regular
keep-alive messages to ensure the communication between sensors and gateway
is active, as well as for sending diagnostic information about the device (i.e.,
battery status, device-temperature, etc.). Next, either the Communication Timer
expires (i.e., 30 min have passed) or a movement is detected through the arrival
of a sensing message from the Environment that is represented in the model as
a black box pool. The SAFE PIR sensor is triggered whenever a temperature
variation is detected within its field of view. This variation can be associated
with a movement of any heat-emitting object, such as people or animals.

After one of the two events occurs, the SAFE PIR activates a Unicast Com-
munication (Communicate Data Unicast) for sending a message to the Gateway,
represented in the model as a black box pool. Then, the SAFE PIR waits to
receive an Ack message that could also include some Commands used to request
to switch in War Mode or to set different values for Ack and communication



Design and Development of a Digital Twin Prototype 111

timers. Here, three situation may occur. 1) An Ack message is received and no
command has been provided. 2) An Ack Timeout occurs while waiting for the
Ack message, this means the gateway for some reason is not reachable anymore
and the War Mode is activated. 3) An Ack message from the gateway is received
and it contains some commands the SAFE PIR will have to consider, for instance
a command requesting the SAFE PIR to switch to War mode due to an earth-
quake.4 After handling any of the mentioned cases, the SAFE PIR can either
exit from Peace Mode or go back to wait for the Communication Timer to expire
or for a presence to be sensed.

Fig. 4. WAR Mode behavior of the SAFE PIR represented with the BPMN notation.

In War Mode, the Check Presence Detected activity checks if a movement has
been detected (i.e., at least one sensing message has been received). If it is the
case, the SAFE PIR updates the communication timer (e.g., to 1 min) increasing
therefore the rate of messages sent so to generate more accurate information for
the rescue teams.

Then, the SAFE PIR activates, if not already activated, a broadcast com-
munication modality. This means the transmission system is turned on to con-
tinuously listen for possible incoming commands from a gateway. In case the
local gateway is not reachable anymore, a possible flying gateway (by means of
a drone) could be deployed and could act as gateway for collecting sensed infor-
mation from the various SAFE PIR sensors and also for requesting an update
of the communication timer or a possible switch back to Peace Mode. We rep-
resented this behavior through the War Communication Activation signal that
triggers the corresponding event subprocess.

Finally, the SAFE PIR waits for either the communication timer to expire
(e.g., after 1 min) or for sensing movements from the person protected by the
SAFE furniture. In both cases, a new message will be broadcasted. Then the
device checks whether or not to maintain the War Mode behavior.
4 The SAFE gateway implements an Earthquake Early-Warning detection system

through a specific accelerometer. In case of an earthquake, the gateway sends a
command to the SAFE devices requesting them to switch to War Mode.
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3 The Adopted Process for a SAFE DTP

Among all the characteristics that a DT can have [3,13], for the SAFE scenario
we focused on 3D modeling and 3D simulation. We reported in Fig. 5 the process
we adopted to design and implement the SAFE DTP.

As first step, we designed the 3D model of the SAFE PIR reflecting the real
device. Then we associated the 3D model to digital representations registered
in ThingsBoard, we refer to them as Digital Devices. The digital devices can be
enriched with attributes, treated as key-value pairs, to describe characteristics
about the physical devices such as: name, description, firmware version, latitude,
longitude, etc. In addition, within an IoT platform like ThingsBoard, telemetry
data coming from the physical devices are associated to the digital ones and
made available for inspection so to allow monitoring the actual state of the
physical device and of the environment’s aspects it perceives. Then we designed
the 3D model of a real classroom and we combined it with the SAFE PIR digital
devices and related 3D models, to design a 3D scene of the SAFE scenario.

After designing the 3D SAFE scenario, we focused on the steps needed to
simulate it. As first, we encoded the SAFE PIR behavior in ThingsBoard as
described in Sect. 2.2. Then, we designed and executed the SAFE simulation
using the 3D scene we previously defined with the objective to test the SAFE
PIR behavior.

Fig. 5. Steps for implementing the SAFE Digital Twin Prototype.

In the next sections we describe in detail how we conducted the modelling
and simulation of the SAFE scenario.
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4 Modelling the SAFE Scenario

For designing the 3D model of the SAFE PIR device and of the SAFE classroom
we used Blender5 a free and open-source 3D creation suite. We started our
modelling activities from a real SAFE PIR device reported in Fig. 6. The SAFE
PIR is composed of: a printed circuit board (PCB) with the PIR sensor, a battery
pack, an antenna, and the wires that connects them. As it can be seen from Fig. 7
we faithfully designed the 3D model of the SAFE PIR device and its components.

Fig. 6. Real SAFE PIR device. Fig. 7. SAFE PIR 3D Model in
Blender.

The SAFE PIR, like any other IoT device, can be registered on the Things-
Board platform leading to the definition of a digital device. To associate the 3D
model to the SAFE PIR digital device we developed a widget, partially shown
in Fig. 8. The widget offers a straightforward and intuitive 3D visualization of a
single object. It allows users to rotate, zoom in/out, and visualize the exploded
view of the object. With the simple orbit controls, users can easily manipulate
the object’s orientation and gain a comprehensive understanding of its spatial
features as shown in Fig. 9.

Fig. 8. Adding 3D Model in Things-
Board.

Fig. 9. 3D SAFE PIR in ThingsBoard.

5 Blender https://www.blender.org/.

https://www.blender.org/
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After taking care of the SAFE PIR representation, we started to model the
SAFE classroom in Fig. 10 with the various components such as walls, windows,
doors, desks, chairs, etc. Again, we used Blender to design the 3D model of the
SAFE classroom as reported in Fig. 11.

Fig. 10. Real SAFE classroom. Fig. 11. 3D SAFE Classroom in
Blender.

Since the SAFE classroom is not a single IoT device, we do not associate
it with a digital device in ThingsBoard. Instead, by means of a widget that we
developed, we designed the 3D scene to simulate by importing the 3D model of
the environment and then incorporating the 3D models of the digital devices.
Specifically, we designed the SAFE 3D scene modifying the 3D classroom model
by adding the 3D SAFE PIR model, as can be seen in Fig. 12, and we adjusted
the scene positioning the devices under the furniture, as to reflect what will be
the real scenario, see Fig. 13.

Fig. 12. SAFE Scene Design. Fig. 13. SAFE Pir device 3D model.
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5 Simulating the SAFE Scenario

In this section we describe how we encoded the SAFE PIR behavior in Things-
Board as wells as the mechanism we proposed to simulate the SAFE scenario.

5.1 Implementing the SAFE PIR Behavior

As anticipated in Sect. 3, we encoded the SAFE PIR behavior described in
Sect. 2.2 into ThingsBoard. We used the ThingsBoard Rule Chain Editor, that
makes use of a low-code approach, as many other IoT platforms do [12], to
allow users to define complex rules in terms of connected control flows where
certain conditions can trigger specific actions based on the data received from
devices. In Fig. 14 we report, for presentation purpose, an excerpt of the rule-
chains we defined. Especially, part a) of the figure reports the root rule-chain that
combines three other rule-chains: Set CTimer & CMode, CTimer or Presence,
and Communication. Part b) of the figure reports the expanded Set CTimer &
CMode rule-chain. We report these rule-chains as examples to illustrate how we
used Thingsboard to encode the SAFE PIR’s behavior.

Fig. 14. SAFE PIR’s behavior encoded via Thingsboard’s rule-chains.

The root rule-chain starts by invoking the Set CTimer & CMode rule-chain
that checks whether the SAFE PIR is set in Peace or in War mode. Then, it
sets the communication timer to 30 min. But, if the PIR is in War mode, it also
checks whether a presence is detected. In case a presence is detected then it sets
the communication timer to 1 min and, in case the broadcast communication
is not already active, it switches to War communication mode, i.e., broadcast,
(handled by the War CMode Activate rule-chain). At the end of the rule-chain,
the control moves to the next CTimer or Presence rule-chain that takes care of
handling the possible upcoming events (i.e., the communication timer expiration
or the sensing of a presence). The last rule-chain Communication, takes care of
handling the Communication with a Gateway.
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5.2 Simulation Mechanism

Every rule-chain defined in ThingsBoard can be executed by means of a Rule
Chain Engine, a powerful tool mainly used for processing and analyzing data
generated by IoT devices. We propose a simulation mechanism that leverages
the capability of the engine to actually simulate the SAFE PIR’s behavior.

Besides the concept of digital entity that we use to represent the SAFE PIR
device in ThingsBoard, we introduced the concept of Simulated Device (SIM-
PIR in Fig. 15). In our case, simulated devices are basically copies of SAFE PIR
digital devices and inherit all their characteristics as well as possible associated
rule-chains. The simulated devices are the ones actually used for running the
simulations. We made this distinction for avoiding simulated telemetry data to
override real telemetries coming from the physical world and reflected on the
SAFE PIR digital devices.

Once the rule-chain and the simulated devices have been defined, we can
play the role of a Simulated Designer and create and simulate, by means of
a simulation widget we developed, the behavior of IoT or CPS systems in a
virtual environment. For doing so we need some programming skills, especially
some familiarity with the Three.js6 and the cannon-es7 libraries is required to
adapt the 3D Scene adding additional 3D objects and for handling the physics.

Communication Bus

3D SAFE Classroom

PIR

SIM-PIR

Simulation Controls

Simulated
Events

Receive 
Telemetry
 Updates

Publish
Simulated
Telemetry 

Receive
Simulated

Events

Rule-Chains

Simulation 
Designer

Simulation Widget

Fig. 15. A representation of the components involved in the design of a 3D simulation
in ThingsBoard.

In Fig. 15 we illustrate the 3D simulation widget with the various compo-
nents involved in the design and execution of a 3D simulation. The components
communicate by means of a Communication Bus that abstracts the commu-
nication layer of ThingsBoard. Especially, when a simulation is activated by a
user, simulated events in the simulated environment may occur. Such simulated

6 Three.js: https://threejs.org/.
7 Cannon-es: https://pmndrs.github.io/cannon-es/.

https://threejs.org/
https://pmndrs.github.io/cannon-es/
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events are published on the communication bus and received by the correspond-
ing simulated digital device which handles the event by updating its telemetry.
If a rule-chain that predicates on that event is available, then the rule-chain
fires and the simulated behavior of the simulated digital device starts. Also the
execution of a rule-chain might cause the update of some telemetries associated
with the simulated digital device. Such telemetries are then published on the
communication bus and received by the simulation widget that will reflect those
updates in the simulated virtual environment.

5.3 SAFE Simulation

We used the simulation mechanism previously described to design and execute a
3D Simulation of the SAFE scenario. In Fig. 16 we show the initial setup of the
simulation which includes the SAFE classroom with three SAFE PIR devices
and two humanoids that simulate the presence of two persons in the room.
The simulation has been programmed in such a way to simulate an earthquake
scenario. As soon as a user starts the simulation, the classroom will start shaking,
the objects will be affected by the forces applied by the earthquake and the
individuals within the scene will seek out the nearest smart furniture equipped
with the SAFE PIR device to take shelter under it.

A 2D icon is associated to each SAFE PIR in the 3D scene. The icon will
change reflecting the PIR’s behavior change from Peace mode to War mode. A
white icon is used to indicate that the SAFE PIR is in peace mode, as in Fig. 16.
A yellow triangle represents that the SAFE PIR is in war mode but that no
presence has been detected, while a red triangle represents that the SAFE PIR
is in war mode and a presence has been detected, both are shown in Fig. 17.

The detection of a presence is simulated by the collision occurring between
the cone collider, that represents the SAFE PIR’s coverage, and the humanoid
collider. When a presence is detected, an event is published on the communica-
tion bus and the corresponding SIM-PIR will receive it and update its telemetry.
In turn, this update triggers the rule-chain that predicates over that telemetry.

Fig. 16. Initial 3D simulation settings. Fig. 17. Earthquake simulation.
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6 Discussion

In this section we discuss the practical implications of the proposed SAFE DTP
implemented in ThingsBoard, thanks to the extensions we developed, and we
report about some limitations of the present solution.

6.1 Enabled Functionalities

The use of a DTP for the SAFE scenario enables the possibility to test the
behavior of the SAFE PIR devices before actually deploying them in a real set-
ting. By means of a platform that allows to define digital devices with attributes
to reflect the real characteristics of the physical device (dimensions, components
disposition, device coverage, etc.) we can use 3D modelling to effectively describe
a real-world environment and reflect such characteristics. For instance we can
use the modelling to display the device coverage, see Fig. 18, and plan an optimal
dispositions of the furniture to avoid device interference.

While 3D modeling allows us to faithfully represent a real scenario, 3D sim-
ulation enables us to evaluate the run time behavior under different hypothesis.
The possibility to setup 3D simulations of the SAFE classroom, allows us to test
the SAFE PIR behavior at design phase, according to the desired simulated con-
ditions. This allows us to asses whether the devices behave correctly according
to the simulated condition, and before actually deploying it in the real scenario.

Moreover, when the physical SAFE devices will be deployed in the physical
classroom we will be able to link digital and physical devices. This will allow,
thanks to the extensions we developed, to visualize the actual data coming from
the physical twin, directly within the 3D model as shown in Fig. 19, enabling
therefore the possibility to conduct 3D Monitoring of the physical environment.
We will also be able to start simulations from real telemetry data.

Fig. 18. Visualized PIR’s coverage. Fig. 19. SAFE Pir device 3D model.
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6.2 Limitations

We recognize and report in the following limitations of the presented approach.
The design of 3D models especially for non expert users may be a cumbersome

activity. In several domain such as manufacturing, construction, etc., digital 3D
models are already being used therefore as a possible future direction we envision
the possibility to integrate the support for such models (STL, IFC, etc.) directly
into the platform used for developing the DT solution.

The encoding of devices behavior by means of rule-chains may not scale
well when the behavior to represent is complex, in fact the behavior we repre-
sented with two BPMN models required thirteen ThingsBoard rule-chains that
we manually encoded. More complex scenarios may require the manual design of
too many rule-chains. For solving this issue we envision the possibility to define
a parser from BPMN models to ThingsBoard rule-chains or to directly combine
a BPMN engine with ThingsBoard.

Designing a graphical simulation with our ThingsBoard extension requires
some programming skills, therefore we envision the possibility to define alter-
native approaches to facilitate this step, i.e., a model drive approach could be
defined to support this step.

At the present stage, it is possible to visualize the execution of the simulation
only by means of the 3D scene and by looking at the ThingsBoard log. However
it would be interesting to be able to check the graphical rule-chain and see from
there which is the action the PIR is performing at a specific moment.

7 Related Work

Several research work focus on the design and development of DTs using different
approaches dependent on the kind of scenario and requirements needed to be
fulfilled. We report in the following a non-exhaustive list of related work that
focus on implementing DTs solutions for complex scenarios.

In [11] the authors use DTs and a related IoT platform to address congestion
problem caused by container trucks in port areas scenario. The decision making
support system implements a Python simulation framework aided with advanced
visualization modules. The behavior to simulate is conceptualized by means of
BPMN models and then parsed into python modules executed by a simulator
developed using Python SimPy.

In [10] the authors propose an interactive DT platform based on Unity3D
to implement the simulation and visualization features for offshore wind farms
tracking conditions. The simulation layer relies on Functional Mock-up Unit
(FMU) and Matlab to model the wind turbine and imported though Unity FMI
Add-on.

In [14] the authors propose an hospital DT model based on discrete event
simulation and IoT computing devices to optimise health care services. The
simulation model relies on FlexSim HealthCare as 3D simulation and modelling
tool used to evaluate and visualize patients and staff flows scenarios within the
simulated model run-cycles.
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In [4] the authors report an approach for supporting the representation, sim-
ulation, and visualization of digital process twins of autonomous systems. The
approach has been built on top of BPMN collaborations, for representing the
system behavior, the MIDA tool, for simulating the system, and Gazebo for
visualizing the outcomes. A demonstration scenario is implemented regarding
an autonomous system for airport luggage handling.

In [5] the authors presents a novel concept of executable digital process twins
to effectively enable the monitoring, analysis, and refinement of process-driven
systems. They illustrate how to implement an executable digital process twin in a
cooperative multi-robot scenario. The approach is supported by a tool PROWIN
to implement the monitoring of the executed system from the process and the
physical perspectives. The tool also allows the deployment of a refined process
model into the robots, thus enabling the synchronization between the physical
and the digital systems. They assess the approach by means of a BPMN-driven
multi-robot system deployed in a warehouse.

In [23] a microservice architecture to support the implementation of DTs
for IoT-Enhanced Business Processes is presented. This architectural solution is
supported by a model-driven development approach, that allows to move from
modelling to implementation of the DT for the IoT-Enhanced Business Process.
A scenario concerning a CO2 Management system for a smart library is reported
and used as a demonstrator.

The related work previously reported mostly rely on a composition of tools
for supporting the development of DTs. This means that users need to install
and configure all these tools to make them work together, which can be time-
consuming and complex. Furthermore, from a developer’s perspective, this
requires knowledge of all the tools used and an understanding on how to extend
the composition for further improvements. Differently from them, in our work
we mainly focus on the usage of a single IoT platform extended to support DT
aspects. In addition some works tend to be too specific for their use case, limiting
their usability in different contexts. This can make it challenging to adapt the
solution to different use cases or scenarios.

With respect to the implementation of DTs solutions, DT platforms have
started to appear in the market such as: Azure Digital Twins, AWS IoT Twin-
Maker, iTwin Bentley, Ansys Twin Builder, and many others. Most of those
platforms are proprietary and have different characteristics and provide different
supports for DTs [16]. In our case we chose to develop a DT solution extending
the ThingsBoard open source IoT platform instead of using a proprietary DT
platform, remaining also consistent to the ICT infrastructure designed in the
SAFE project which already relied on the ThingsBoard IoT platform.

8 Conclusion

In this work, we presented the SAFE scenario and described the process and tools
we adopted to implement its Digital Twin Prototype. Once the real devices will
be deployed in the actual environment, we will be able to perform 3D monitoring
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and to run up-front simulations starting from actual telemetries of the physical
devices. This can enable various analysis of the IoT or CPS system deployed
as well as possible predictive maintenance operations. We also discussed some
limitations of the presented approach and proposed ways to overcome them as
possible future work. The approach as well as the software tool can be adopted
to implement Digital Twins for other IoT or CPS scenarios.
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Abstract. A digital twin is a virtual representation of real-world entities and pro-
cesses, synchronized at a specified frequency and fidelity. The capability of digital
twins is continually evolving from simple decision support, via decision augmen-
tation for end users to autonomous decision automation. This evolution is enabled
by increasingly sophisticated technologies used by digital twins, e.g. advanced
analytics, IoT and AI. In many applications, multiple digital twins can be used to
address different system functionality, and composed as required, leading to poten-
tially quite complex technical systems. Digital twins further increasingly require
explicit consideration of socio-economic factors, to ensure building responsible
digital twin solutions, minimizing potential harm for the users. This paper dis-
cusses how such socio-economic factors, particularly the enterprise, legal and
ethics policies and various value constraints, can be gradually transformed into
a set of governance rules for building, operating and evolving responsible digital
twin solutions and ecosystems. These policies include voluntary type of rules, e.g.
digital ethics norms, as well as regulatory policies, which impose formal legal
obligations, e.g. legislative and regulatory mechanisms. We use two application
domains at two ends of the complexity spectrum, namely personalized health care
and renewable energy, to illustrate our approach.

Keywords: Digital Twins ·Machine Learning · Artificial Intelligence · complex
system · computable policy · obligations · prohibitions · accountability · ethics

1 Background

A digital twin (DT) is a virtual representation of real-world entities and processes,
synchronized at a specified frequency and fidelity [1]. DTs can be used to study, monitor,
and optimize the composition and functions of their physical counterpart. This emerging
field has witnessed a meteoric rise, with an impressive growth rate of 71% between 2020
and 2022 [2]. This trend is projected to continue upward, with a forecasted leap from
USD10.1 billion in 2023 toUSD 110.1 billion by 2028, representing a compound annual
growth rate (CAGR) of 61.3% [3].

The concept of digital twins, initially introduced within the manufacturing sector by
Grieves and Vickers [4], has since evolved and permeated a broad spectrum of indus-
tries. This includes aerospace and defense, agriculture, food and beverage, architecture
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and construction, financial services, healthcare and life sciences, mobility and trans-
portation, natural resources, and telecommunications, as reflected in The Digital Twin
Consortium’s diverse working groups [1].

The rapid growth of DTs highlights their importance in the digital transformation
of various industries. This growth prompts a discussion on the responsibilities tied to
their development and use. As DTs evolve from simple to complex systems, the digital
transformation process becomes more intricate.

A discrete DT represents a single entity, like a robot arm in a factory. When multiple
discrete DTs are combined, they form a composite DT, representing a larger system
comprising various components. For instance, a production cell’s DT is a composite
of the DTs of the devices within the cell. This process of combining discrete DTs into
composite ones illustrates how DTs can represent increasingly complex systems.

DTs improve decision-making through real-time data and context-specific informa-
tion. They provide users with detailed data visualizations, aiding in informed operational
decisions. With the integration of AI and advanced analytics, they can extract hidden
insights from large datasets, a task challenging for manual processing. This leads to
decision augmentation, providing users with prescriptive recommendations.

In the future, DTs will move beyond decision augmentation to decision automation
(Fig. 1). They will make strategic decisions based on AI, analytics, and business rules,
enabling ‘lights-out’ operations and driving an algorithmic business model [5]. As such,
their responsible use will become increasingly important, with the need to identify and
integrate governance policies, as responsible features of digital twins. These policies
can be voluntary, e.g. digital ethics norms as well as regulatory and legislative policies,
with formal legal obligations, as also suggested in [14].

Fig. 1. From decision support to decision automation

The Digital Twin Consortium’s (DTC) Digital Twin Capabilities Periodic Table [6]
and Reference Architecture [7] exemplify efforts to provide technical and architectural
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guidance for the development and implementation of DTs. Additionally, the Indus-
trial Digital Twin Association (IDTA), a German-led initiative under the Industrie 4.0
umbrella [8], offers specific guidance on the technological implementation of digital
twins within the manufacturing sector. These initiatives collectively contribute to the
evolving body of knowledge and best practices in the field of DT technology.

While instrumental in advancing DT implementation, the technology-centric app-
roach presents a challenge because it does not adequately address the socio-economic
impact of utilizing DT technology. Furthermore, it does not sufficiently consider the
implications for a DT’s responsible and ethical use in facilitating effective digital trans-
formation, highlighting the need for a more comprehensive approach that integrates
technological advancements with socio-economic impact and ethical considerations.

The next section delves into the challenges and problems associated with the respon-
sible use of DTs and the potential repercussions of failing to address this issue. Section 3
introduces a Responsible Digital Twins (RDT) framework. This framework aims to
address ethical and socio-economic considerations in a standards-based, machine-
readable format of policy expressions, providing a comprehensive approach to DT tech-
nology’s responsible and ethical use. Section 4 discusses two application domains that
represent different ends of the DT complexity spectrum. These serve to illustrate the
diverse applications, potential impacts of DT technology in real-world scenarios and
our RDT proposal. Section 5 provides concussions and future work directions.

2 Problem

While DTs present substantial opportunities to influence the digital transformation of
organizations profoundly, it is important to acknowledge that, akin to other technologies
such as AI and IoT, they can be utilized for both beneficial and detrimental purposes.
This dual potential extends to impacts on humans, the environment, and institutional
sectors such as healthcare and finance.

Enterprise or socio-economic rules, considered as constraints on behaviour of vari-
ous actors in the DT ecosystems, are crucial in developing and deploying DTs across the
spectrum from simple discrete through to complex composite DT systems. These rules
can be described in terms of the primitive policy concepts, i.e. obligations, permissions,
prohibitions, and authorizations, also known as deontic concepts [10], which in turn, can
be combined to express more complex, accountability concepts modelling enterprise,
legal or legislative policies. These rules, help ensure that DTs are aligned with enterprise
policy, ethical norms and legislative/regulative policies. A comprehensive approach to
integrating such rules in developing and deploying DTs is important to address inter-
operability challenges and conflicts related to the precedence or prioritization of the
business and societal impacts of certain DT use cases [9].

This paper seeks to address a specific set of challenges for expressing enterprise
or deontic rules in a machine-readable format. The primary objective is to develop a
methodology that is both standards-based and scalable, capable of accommodating a
wide range of applications, from simple, discrete systems to large-scale, ultra-complex
system-of-systems configurations. It involves navigating the complexities of translat-
ing enterprise rules into a format that can be readily interpreted by DTs, while adher-
ing to established standards. The ultimate goal is to create a practical framework that
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can effectively address the increasing complexity of DT applications, accommodating
socioeconomic factors, thereby enhancing their utility and impact in various sectors.

3 Solution Approach

3.1 Motivations

Digital Twins are made possible by the combination of technology such as event-based
processing and analytics, modelling and simulation, machine learning, and AI, as intro-
duced above. DTs are essentially technical systems but involve close interactions and
synchronization with human actors, in many respects like the SCADA systems, used in
support of industrial systems, such as power, irrigation and water systems.

Enterprise and Social Policies – Governance of the Synchronization Points
The close interactions between technical systems and actions of humans and the effect
of decisions made by automated systems on humans, require careful analysis of synchro-
nization points between physical and digital systems – with the aim of identifying the
enterprise or social policies that need to be respected at these points and beyond. This
would need to apply to the design, implementation, testing, operation and updates stages
of DT components life-cycle, while in compliance with the organizational, regulative,
legislative and policies reflecting safety and ethical standards and norms.

We propose the term ‘responsible digital twins’ to signify the explicit integration of
these policies at DT’s life cycle. Our approach is influenced by the increasing recognition
of a need for supporting ‘responsible AI’ technologies, while adding the specifics arising
from the broader set of DT technical and engineering characteristics.

We propose the following characteristics of DTs (Fig. 2), as their ‘responsible’
properties, where the first group below is influenced by the AI ethics principles [11, 14]:

• Human, societal and environmental wellbeing - capturing the fact that DT systems
should benefit individuals, society and the environment.

• Human-centred values - emphasizing the fact that DT systems should respect human
rights, diversity, and the autonomy of individuals.

• Accountability – referring to the actions of parties involved in developing and deploy-
ing DT systems, including their responsibility for any harm that is caused by their
systems.

• Transparency – referring to the ability of users to understand the operation of a
complex system, such as a black box AI system, how their data are used and how
decisions are made; referred to as explainability in the AI context.

• Contestability - enables consumers to challenge the output of the AI algorithm when
it impacts them.

• Fairness - DT systems should be fair in their treatment of all users, regardless of their
race, gender, religion, or other personal characteristics.

• Privacy - DT systems should respect the privacy of users and should not collect or
use personal data without their consent.

We also believe that the ‘responsible’ properties cover engineering principles of:
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• Security - DT systems should enable precise access control over specific data,
resources, and actions in your deployment, also supporting privacy property.

• Reliability and Safety – DT systems should operate in accordance with their purpose
and should not pose a risk to users’ physical or psychological well-being; they should
function well for people across different use conditions and contexts, including ones
it was not originally intended for.

• Resilience - DT should absorb disturbance and reorganize while undergoing change
thus retaining the same function, structure, identity, and feedbacks; this includes
adaptation to system changes as technology and society evolve.

These characteristics (in outer layer of policies in Fig. 1), are guiding principles,
similar to ethics [11, 14] or the Gemini principles [15]. Note that ‘trustworthiness’ is
sometimes used to refer to security, privacy, safety, reliability, and resilience [8].

We also note that current consumer laws define safety and quality requirements for
goods or services to minimise harm for consumers, but the specifics of consumer-facing
uses of AI such as generative AI have not yet been considered by a court [14].

Fig. 2. Classification of DT responsible principles and mapping onto deontic policies

Operationalization of Principles
We need an approach for operationalizing high-level principles mentioned above. One
option, similar to the AI responsible patterns [13], would be to develop a catalogue of
reusable responsible DT patterns. They would provide reusable solutions to common
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problems occurring in system developments. Such approach was also used in the early
interoperability framework in Australia [16] for identifying interoperability patterns.

Another approach is to express the enterprise and social policies associatedwith each
of the responsible DT characteristics, using computable (machine readable) expression
of foundational, i.e. deontic, policies of authorizations, obligations, prohibitions, permis-
sions and their violations. This approach is introduced in [11] which describes a detailed
mapping of digital ethics principles into deontic policy concepts. This was further elab-
orated in modelling the consent as an authorization policy [17]. This is the approach that
we adopt for the operationalization of responsible DT principles, where the mapping of
each of the principles can be refined into the fundamental deontic concepts (Fig. 2). The
approach is presented next.

3.2 Standard-Based Specification Framework

Our solution for a computable expression of policies is based on the ISO/IEC 15414
Enterprise Language (EL) standard, from the family of Reference Model for Open Dis-
tributed Processing (RM-ODP) standards [10], augmented with related work from ontol-
ogy research, in particular the conceptual modelling of legal relations [20]. The Enter-
prise Language standard provides precise expression and guidelines in the expression
of foundational (deontic) policies of obligation, prohibition, permission, and authorisa-
tion, and the expression of accountability policies of the parties involved in the system,
whether using, controlling or interacting with it. The accountability concepts are an ele-
ment of responsible characteristics, and derived from deontic concepts, shown as middle
layer of policies in Fig. 1. Both the foundational and accountability concepts can be used
to express constraints on the actions of parties filling various roles in a system, be they
humans or automated systems.

This standard thus provides foundations for computable expression of enterprise
specifications for a system, which in our case is a digital twin ecosystem. This
specification would typically involve defining:

• the purpose of a digital twin system in terms of behaviour of the system

– individual components, their interactions, compositions etc.

• policies that capture further restriction on the behaviour

– between the system and its environment, or
– within the system itself, related to the business decisions by the system owners

• explicit description of ecosystems that can span multiple policy domains (e.g.
federation) and are not owned by a single party.

This specification style places greater emphasis on the expression of correct or normal
behaviour and on the chain of responsibility involved in achieving it [10]. This in turn
supports the expression of business rules and behaviour that clearly describe obligations,
permissions, authorisation and prohibitions (the so-called deontic concepts), as well as
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the accounatbility of each of the objects involved in the specification, as explained next
(Note: an object can represent an IT system or a natural person).

Deontic Concepts
The EL standard includes the concepts of obligations, prohibitions and permissions,
stating the constraints for actions that are obliged, prohibited or permitted. In addition,
the standard provides concepts for modelling the dynamics of deontic constraints i.e.
when they become applicable to the actions of parties and how they are passed among
parties. These are needed for the governance, compliance and management of inter-
actions between autonomous decision-making components and humans in a system.
This is achieved by introducing a special type of enterprise object, called deontic token,
which captures deontic assertions. The deontic tokens are held by the parties involved
and holding one controls their behaviour [10]. Deontic tokens can be manipulated as
objectswhile deontic constraints (e.g. obligation) cannot. There are three types of deontic
tokens: burden, representing an obligation, permit representing permission and embargo,
representing prohibition. In the case of a burden, an active enterprise object holding the
burdenmust attempt to discharge it either directly by performing the specified behaviour,
or indirectly by engaging some other object to take possession of the burden and per-
forming the specified behaviour. In the case of permit, an object holding the permit is
able to perform some specified piece of behaviour. In the case of embargo, the object
holding the embargo is inhibited from performing the behaviour.

Another concept introduced to supportmodelling the dynamics of deontic constraints
is speech act, Fig. 3. This is a special kind of action used to modify the set of tokens
held by an active enterprise object. The name was chosen by analogy to the linguistic
concept of speech act, which refers to something expressed by an individual that not only
presents information but performs an action. Thus, a speech act intrinsically changes
the state of the world in terms of the association of deontic tokens with active enterprise
objects. This concept fits well with the nature of AI enabled applications, as it allows
the speech act to be performed by people and AI systems, yet distinguish them when
needed to establish links with ethics, legal and social norms.

Accountability Concepts
The deontic modelling framework is further extended to support traceability of obliga-
tions of parties, according to their broader responsibilities derived from ethical, social
or legal norms, referred to as a set of accountability concepts [10]:

Principal is a party that has delegated something (e.g. authorisation or provision of
service) to another.Agent is an active enterprise object that has been delegated something
(e.g. authorisation, responsibility of provision of service) by, and acts for, a party.

Delegation is an action that assigns something (e.g. authorisation, responsibility of
provision of service) to another object, e.g. agent.

Additional action types, capture important business events in any organisational
system, and model how responsibilities evolve.

Commitment, is an action resulting in an obligation by one or more participants in
the act to comply with a rule or perform a contract. This effectively means that they will
be assigned a burden. Examples are commitments by clinicians to deliver safe, reliable
and effective healthcare to patients.
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Declaration, is as an action by which an object makes facts known in its environment
and establishes a new state of affairs in it. For example, anAI system (or a partymanaging
it) may inform the interested parties about change of some legal rule.

Evaluation, is an action that assesses the value of something. Value can be considered
in terms of various variables e.g. importance, preference and usefulness, such as per-
formance parameters to express administrative performance, or accuracy or reliability
measures associated with research findings or to assess the fairness of training data.

Prescription, is an action that establishes a rule. Prescriptions provide a mechanism
for changing the system’s business rules at runtime, enabling its dynamic adaptation to
business changes, such as creation of new policies reflecting new legislations for AI.

Authorisation, is an action indicating some empowerment, through which an enter-
prise object issues a required andwill itself undertake a burden to facilitate the behaviour.
For example, the contestability is an authorisation for the consumer to challenge AI
decisions, through a permit by the AI system which has the burden to enable it.

Deontic and accountability concepts are constraints over actions of the parties or
systems (Fig. 3), making it possible to define computable constraints over the actions,
thus supporting real-timemonitoring and downstreamdiscretionary or non-discretionary
enforcements. There are several policy languages for expressing such constraints, which
is beyond the limits of this paper, and are for example discussed in [17].

Fig. 3. ODP Enterprise Language: deontic and accountability concepts
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3.3 Practitioners-Friendly

The computable policy framework provides a way of translating high-level character-
istics of responsible digital twins (RDT) into a set of computable policies that can be
integrated in the design, implementation and operation of DT systems.

In order to make this rather technical framework practitioner friendly, we are propos-
ing a mapping framework as shown in Fig. 4. Physical entities are virtually represented
by DTs that synchronise twinning information at a certain frequency and fidelity. This
requires technical integration that is governed by technical architecture and integra-
tion capabilities for each digital twin use case. The collection or combination of all
the digital twin use cases interoperates to provide operational, tactical, and strategic
decision support. The digital twin of a complex system is not a single twin, but the
harmonious operation of the collection of digital twin use cases. The framework intro-
duces a Business Process Logic layer that enables stakeholders to manage how these
use cases interoperate by providing operational rules, optimisation and AI models, and
enterprise or socio-economic rules. This framework allows stakeholders to influence
business outcomes by adjusting and prioritising the different rules and models.

This solution is result of our experience in architecting and building many indus-
trial, financial or health systems, reflecting the needs to support customer specific or
government specific requirements.

Fig. 4. Adding Responsible DT layer to a DT system

4 Two Application Domain Considerations

4.1 Digital Health – Personalized Medicine

DTs are used to address several healthcare challenges, including surgery, pharmacy,
cardiology and operating theatres [18]. They can be also used in support of personalized
medicine where the bi-directional data flow between a patient and its virtual replica,
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(Fig. 5) allows for real-time continuous updating of the virtual model and, conversely,
targeted interventions on the patient based on predictive simulations performed on DTs
[19].

Fig. 5. Single DT for a person

There are alsoDTapplications acrossmore complex healthcare systemswhichwould
involve multiple DTs, focusing on different aspects of healthcare. These would be for
exampleDTs that are used as part of large hospital information systems, aimed at improv-
ing organizations’ workflow and resource management. Such DTs can reference virtual
copies of individual patients which can then be integrated into higher-level representa-
tion of clinical workflows in the hospital, effectively expressing interoperability between
these twins, from the application perspectives. In the case of responsible DTs, these
workflows need to explicitly embed rules that govern responsible DTs, reflecting rules
associated with clinical care, but also rules emanating from organizational policies or
external regulatory policies as mentioned in Sect. 3. In all these settings, DT applica-
tions could improve the study and monitoring of highly complex systems characterized
by many interacting components and thousands of variables that can be difficult to
characterize with traditional approaches.

One interesting solution for single digital twin is their use in enabling better precision
and personalized of dementia care [12]. In this case clinician first enters patient data
to a mobile Decision Support System (DSS), which is linked to a server running the
Machine Learning or Deep Learning Algorithm. The algorithm connects to the database
containing data about past dementia cases to find one or more past cases that best match
the data of the present patient. Algorithm then constructs the appropriate DTs through
union of best matching cases and the DT and all related information are shown to the
end-user via the mobile DSS. This helps clinician performs a more informed and precise
diagnosis and treatment planning decision, after which the details and outcomes about
new patient get recorded as new data for future reference.
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4.2 Renewable Energy

Renewable or distributed energy resources are increasingly employing digital twins to
address many use cases across these complex assets’ value chains and life cycle. A prime
example of this is the energy grid challenge associated with introducing renewable or
distributed energy resources into power systems networks.

The electricity grid represents an ultra-large scale complex cyber-physical system
that merges engineering automation and control technologywith emerging digitalization
capabilities, such as digital twins. These digital twins provide decision intelligence, as
shown in Fig. 6 to facilitate decision support, augmentation, and automation. This inte-
gration of digital twins into complex systems underscores the transformative potential
of digitalization in addressing contemporary challenges in the energy sector.

Fig. 6. Digital Twins in a Sustainable Energy Grid [21]

DTs, with their extensive applications across the value chain, establish a complex
system within the renewable energy sector, including applications such as wind farms,
hydroelectric power, biomass, and green hydrogen production. They facilitate process
and network optimization, thereby augmenting efficiency in wind turbine operations
or hydroelectric power generation. They employ predictive analytics to forecast asset
performance and maintenance requirements, reducing downtime in biomass processing
facilities or hydrogen production plants. They contribute to quality management and
monitor Environmental, Social, and Governance (ESG) factors, endorsing sustainable
operations across all renewable energy applications. They identify potential operational
risks and enhance safety through scenario simulations, improving the safety protocols in
wind farms or hydroelectric plants.Moreover, they optimize supply chain operations and
aid in workforce management by providing real-time visibility and predictive insights,
streamlining operations across the renewable energy sector.

The combination of different use cases in each of the application areas described
across the overall value stream of generation, transmission, and distribution for power
systems results in a complex digital twin system of systems.

The development and deployment of DTs in the renewable energy sector present an
even more complex task, given the extensive continuum of decision support required
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across the value chain through the combination of traditional and emerging technology.
The temporal scope of use cases can vary significantly, from long-term energy mar-
ket optimization to near real-time operational responses. This variability necessitates
consistent and coherent policy frameworks across diverse use case categories and time
considerations.

Operational rules across these use cases are often encapsulated as first-order logic
rules, readily expressed in a machine-readable format for digital twins. These rules facil-
itate decision support, decision augmentation, and in some instances, business process
automation based on the model as shown in Fig. 4 that depicts adding a responsible DT
layer to a DT system.

Statistical and mathematical models for simulation, optimization, and prediction,
typically code-based, are also machine-readable and can be embedded within digital
twin use cases. However, deontic and accountability rules, are often overlooked during
the requirements-gathering phase. This oversight may lead to interoperability challenges
and potential conflicts regarding the precedence or prioritization of the business and
societal impacts of digital twin use cases.

Contrary to operational rules and AI/ML models, deontic and accountability rules
are infrequently presented in an explicit machine-readable format. This highlights a
potential area for improvement in the responsible use of DTs, as proposed by the authors,
underscoring the need for a more comprehensive approach to incorporating such rules
in DT decision-making processes for renewable energy use cases.

The following scenarios illustrate conflicting operational and enterprise rules:

• Anoperational rulemay stipulate that additional battery storage is required to stabilize
the national grid. However, this could lead to increased mining activities for the
raw materials necessary for battery production, subsequently resulting in a rise in
reportable (scope 1, 2, and 3) emissions. This outcome could conflict with a public
commitment to reduce the reportable emissions on a year-by-year basis towards a
2030 goal. Such a policy statement might be communicated through press releases
and investor briefings, but it is not typically presented in a machine-readable format
that could inform the operational digital twin of the potential conflict, which our
proposal can address.

• An AI model optimizing a renewables-based energy grid may necessitate con-
sumer data regarding behaviour and energy utilization patterns, potentially indicating
anomalies for certain users. This use case may interoperate with a revenue optimiza-
tion DT use case, making anomalous event data accessible to service agents. These
agents could then utilize this information to target specific individuals or organi-
zations. However, without explicit machine-readable privacy deontic policies, such
applications of DT could occur irresponsibly, without the consent of both organiza-
tional and user stakeholders. This underscores the critical need for comprehensive
privacy policies in the deployment and operation of DTs, to ensure their responsible
and ethical use.

• The World Economic Forum [23] underscores how recycling to conserve metals
utilized in wind turbines represents one pathway toward a circular economy. The
decommissioning and disposal of such assets constitute significant asset management
use cases for DTs within the overall value chain, particularly towards the end of the
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physical asset’s life cycle. Operational rules may dictate that the most cost-effective
approach would be to abandon or dispose of these assets in landfills rather than invest
in an active recycling policy. However, implementing such a policy could override
operational decisions made through these DTs, highlighting the potential for DTs to
contribute to sustainable practices in the renewable energy sector.

The digital health and renewable energy scenarios underscore the imperative for
a responsible DT (RDT) framework, accommodating RDT principles, and including
machine readable and standards-based policy expressions, both of which provide a com-
prehensive guide and support for the ethical development, deployment, and operation of
DTs, as shown with the examples in Table 1 next. An RDT framework will ensure that
DTs contribute positively to individuals, society, and the environment.

Table 1. Responsible DT (RDT) principles – Healthcare and Renewable examples

RDT principle Health Renewable

Human-centered Dementia DT should respect
human rights, diversity, and the
autonomy of individuals, e.g.
obtaining and recording patient
consent for using their data as part
of the Dementia DT system, taking
into account their specific
demographic data as well as their
autonomy in making decisions - or
relying on a delegated person who
make decision on behalf of patient

The model should not be used to
target specific individuals or
organizations in a discriminatory
way. For example, the model
should not be used to target
low-income households or
minority communities for higher
energy prices

Accountability Developers are obliged to develop
and deploy the DT system, which
support patient preferences, and
their changes over time; they are
obliged to minimise any harm that
is caused by their systems;
clinicians are obliged to check the
recommendation by the virtual DT
and make final professional
decision before they are permitted
to prescribe a medication

It is important to have clear
processes in place to hold those
responsible for developing and
deploying the AI model
accountable for their actions. This
could include having a board of
directors or an ethics committee
that oversees the development and
deployment of the model

(continued)
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Table 1. (continued)

RDT principle Health Renewable

Transparency Dementia DT should provide
mechanisms to both patients and
clinicians showing how
ML/AI/DSS components arrive at
a decision treatment, and also state
clinical risks and benefits for the
person in question, taking into
account their medical history,
demographics, and other
parameters

Model workings should be
transparent to individuals and
organizations. This could include
providing information about the
data that was used to train the
model, the algorithms used to
make decisions, and the potential
biases that could be present in the
model

Fairness Dementia DT systems should be
fair in their dementia care support
to all users, regardless of their
race, gender, religion, or other
personal characteristics

Model should not discriminate
against some groups. For example,
it should not target low-income
households or minority
communities for higher energy
prices

Privacy Dementia DT should respect the
privacy of users, and should not
collect or use personal data
without their consent; consent
should be regarded as a
combination of permission (for
patients) and obligation (for
clinicians’ respecting patient
preferences) of accessing patient
health records, i.e. fine-grained
data access support

The data about consumer behavior
and energy utilization patterns
could be sensitive and used to
identify individuals or
organizations. Clear privacy
policies should explain how data
will be collected, used, and shared.
There should be mechanisms for
individuals to control their privacy
settings and opt out of data
collection

Safety and reliability Dementia DT should operate in
accordance with their purpose, to
support dementia patients and
should not pose a risk to users’
physical or psychological
well-being

The model should not make
decisions that could endanger
people or property. The model
should also be resistant to hacking
and manipulation

5 Conclusions and Future Work

This paper presents our proposal for starting new inquiry into responsibleDTs, by explic-
itly positioning of enterprise and social policies in the context of DT technologies. The
aim is to help practitioners with designing, building, operating and evolving responsible
DTs which embed computational expression of such policies, while balancing value
proposition and risks. We find that there are still some legal and ethics ambiguities about
the chain of responsibilities involving humans and automated decision makers, and it
is the level of risks that can determine best governance mechanisms for responsible
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DTs, as also discussed in [14]. We argue that the concept of responsible DTs may have
been overlooked so far due to the focus on technical issues such as interoperability
and composability. We believe that our proposal for computational expression of poli-
cies, implementing socioeconomic constraints for responsible DT principles, can create
interest by developers involved in building tools for DT solutions and provide valuable
guidelines to practitioners helping end-users on this specific digital transformation jour-
ney.We are also hoping that the deontic-based formalismused in our approach, and based
on the ODP Enterprise Language, can provide a new perspective on the formalization
of architecture principles in general [24], and RDT principles in particular.

In future, we are planning to develop detailed proof of concept prototypes involving
end users in renewable energy, digital health, but also manufacturing, finance, supply
chain. These would need to include expressive and machine-readably policy language
to operationalize the RDT principles, which we presented elsewhere [11, 17], but the
elaboration of which was beyond the space limitations of this paper. Such a policy
language could be implemented by a separate DT instance, further allowing simulation
of complex policy interactions, to detect policy conflicts. This in turn could support real-
time monitoring and enforcement of actions of parties according to their legal, ethical
or professional policies.

Another area of investigation would be how to model various value functions to
capture business and social objectives, and use them to resolve conflicts of policies
when composing DTs across complex systems. This would help in addressing ethics
dilemmas and provide further support to humans when dealing with conflicting policies,
including how to implement complexities associated with monitoring of obligations and
prohibitions in case of trade-offs between the compliant behaviour and cost of violations,
as discussed in [22].

Another topic is to bring in elements of legal concepts and their relationships, cap-
tured through respective ontologies as discussed in [20]. For example, the concept of
rights, signifies permission of some actors, but puts an obligation on others, on opposing
side of the relationship, and these ‘correlatives’ may provide more tighter accountability
expressions over our accountability modeling concepts. Further, the concept of liability,
such as one discussed in [23], can be related to an obligation of a party who is expected
to perform some action, which it fails to perform (i.e. violation), but may also have links
to the concept of power.
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Abstract. The concept of Digital Twin (DT) has gained popularity as
a digital representation of physical entities that interact with their real-
world counterparts in (near) real-time through sensors and actuators.
DTs can be applied across different sectors, offering benefits like simula-
tion, remote monitoring, and predictive maintenance, which are relevant
capabilities of smart systems. However, achieving the full potential of
DTs requires addressing interoperability challenges posed by the com-
plex networks of devices and systems that play different roles in DTs.
This paper presents a research agenda aimed at enhancing DT interop-
erability grounded in four perspectives, which reflect knowledge fields in
computer/information science, i.e., architecture of distributed systems,
model-based system engineering, ontology-driven conceptual modeling,
and linked data with semantic web. This paper highlights how leverag-
ing on existing standards, such as modelling languages and ontologies, is
important for improved DT interoperability. This becomes increasingly
relevant for driving research directions related to ongoing initiatives such
as the International Data Spaces and the Digital Product Passport.

Keywords: Digital twin · interoperability · ontology · modeling
language

1 Introduction

A Digital Twin (DT) is a digital version of a physical entity, system, or event
(tangible or intangible) that can interact (sense and actuate) with the “real-
world” version through the Internet-of-Things (IoT) technologies and, therefore,
is a smart distributed system [1]. A DT can support decision-making through
digital models for real-world problem-solving, and can be used for different pur-
poses, such as simulation, real-time remote monitoring, predictive maintenance,
risk assessment, personalized products and services. DTs are expanding beyond
smart manufacturing to diverse domains like smart city, healthcare, agriculture,
civil engineering, among others. Artificial Intelligence (AI) plays a crucial role in
enhancing the capabilities and functionality of DTs across these various domains,
contributing to DT development, operation, and analysis.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Within smart systems, machinery and devices are interconnected, generat-
ing data throughout process execution. Extracted insights from this data aid
in comprehending organizational occurrences and accelerating process optimiza-
tion. This creates new opportunities in the whole business value chain, once lead
times can be shortened and work can be performed more efficiently. Nonetheless,
these interconnected networks of automated devices (sensors and actuators), and
systems pose interoperability issues that are fundamental for the DTs [2].

The relation between the concepts of DT and interoperability is becoming an
increasingly popular research topic. The result of a simple search for the terms in
Science Direct shows that they were mentioned by 16 papers in 2017, 43 in 2018,
jumping to 137 in 2019, 203 in 2020, 303 in 2021, and 512 in 2022. Several of
these are about interoperability solutions for DTs, including literature reviews in
domains like civil infrastructures [2], manufacturing [3], and smart cities [4]. Most
of these reviews highlight the relevance of interoperability for successful DTs,
and call for further research in interoperability and data integration for improved
DTs. This research becomes even more relevant with ongoing initiatives such as
(i) standardization of ontologies for Smart Systems; (ii) Digital Product Passport
(DPP) [5] for implementing DTs of any products, which will be implemented
from 2026 with renewable batteries1; and (iii) the International Data Spaces
(IDS), which aims at establishing a secure and trustworthy data ecosystem for
enabling international data sharing and collaboration [6].

This paper proposes a research agenda to address interoperability issues in
DTs from different perspectives that reflect important fields of knowledge in com-
puter/information science, namely architecture of distributed systems, model-
based system engineering, ontology-driven conceptual modeling, and linked data
with semantic web technologies. We discuss how these perspectives are relevant
for improved interoperability when developing DTs, and propose a set of research
directions, which are presented according to the design science methodology [7].

This paper is structured as follows. Section 2 motivates the research on
DT interoperability. Section 3 covers the conceptual framework for the research
agenda, structured according to the four aforementioned perspectives (fields of
knowledge). Section 4 presents relevant initiatives for DTs. Section 5 presents rel-
evant research directions that cover theoretical foundations for digital threads.
Section 6 presents relevant applied research directions in the ongoing initiatives
of semantic-based standardization, IDS and DPP. Section 7 concludes this paper.

2 Digital Twin Interoperability

Interoperability refers to the capability of multiple systems or components to
exchange and effectively utilize shared information. Therefore, interoperability
defines the way of interconnection between sensors, devices, manufacturing sys-
tems, and people, including exchange of products and materials among facili-
ties. In particular, semantic interoperability is the most challenging because it
is about the “interpretation of shared data in an unambiguously way, ensuring
1 https://ec.europa.eu/commission/presscorner/detail/en/qanda 20 2311.

https://ec.europa.eu/commission/presscorner/detail/en/qanda_20_2311
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that the understanding of the information is the same for senders and receivers”.
Establishing automatic semantic interoperability for seamless systems’ integra-
tion is an arduous task [8].

The core function of a DT relies on merging the virtual model with sensor
data that are collected with support of IoT technologies. DT data are formal-
ized in diverse ways, gathered from various sensors and must be integrated with
other data that rely on different languages and their serialization syntax. These
can vary according to the different domains and purposes, such as the Build-
ing Information Modeling (BIM) language for the construction industry [9] and
the Fast Healthcare Interoperability Resources (FHIR) for healthcare [10]. This
complexity elevates integration and interoperability challenges at both syntacti-
cal and semantic aspects, and in all interoperability levels: legal, organizational,
semantic and technical, according to the European Interoperability Framework.

We have been working with the concepts of digital thread, digital model and
digital shadow within the DT research [1], which involves various representa-
tions of a target system adapted for specific purposes. These representations can
include digital models for static analysis or simulation of different system ver-
sions. Advances in IoT technology enable the creation of digital shadows, using
real-time data for visualization. DTs take this further through a bidirectional
connection to the real system, utilizing real-time data to mimic and influence
the actual behavior of the system, facilitating analysis, prediction, and rapid cor-
rective actions by integrating models from the digital thread with sensor data
and system actuators. In this context, the specification artifacts covered by the
architecture of distributed systems play an important role for digital threads,
since they prescribe the structural and behavioral elements of the systems, such
as components, data sources, and services.

3 Research Disciplines for Digital Twins

This section introduces the conceptual framework for the research agenda.

3.1 Architecture of Distributed Systems

A DT is a distributed system and requires proper Architecture of Informa-
tion System to describe its main components, helping organizations to unify
distributed IT systems, align with goals, and boost inter-organizational collab-
oration. This approach manages the complexity of several information systems,
ensuring efficient IT support, and avoiding data silos. These characteristics are
relevant for architectural patterns to address business needs within enterprise
architecture (EA). In this context, middleware systems play an important role
to enable the interaction among software applications via standardized com-
munication (like RPC and messaging) to avoid point-to-point integrations that
impact maintenance, performance, reliability, safety, and scalability.

This layered approach promotes modularity and easy modification, which are
principles of Service Oriented Architecture (SOA). SOA is a design dis-
cipline that structures software applications as a collection of services, allowing
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components to interact and collaborate over a network. It promotes loose cou-
pling, reusability, and flexibility in building complex systems by encapsulating
functionalities into services that can be easily accessed and combined. There
are a number of as-a-service models (“XaaS”) based on SOA principles, such as
SaaS (for Software), iPaaS (for integration Platform) and FaaS (for function).
Web Service technologies enable SOA by providing standardized protocols and
formats, like SOAP and REST for communication between distributed services
through Application Programming Interfaces (APIs). For example, the Open-
TripModel (OTM)2 is an open API that offers access to travel-related services
and information, fostering interoperability within the logistic domain. The OTM
API is an example of SOA by providing a structured interface for accessing
travel-related services and their data through standardized protocols and end-
points, documented through OpenAPI Specification (OAS), so these services can
be accessed and integrated independently, showcasing the key principles of loose
coupling and modularity that are inherent to SOA.

Recently, the microservices architectural style has taken attention as a spe-
cialization of SOA by breaking down applications into “smaller” and inde-
pendently deployable services [11]. Each microservice is responsible for a spe-
cific business capability, operating as a standalone unit with its own database
and communication mechanisms, enabling organizations to evolve services more
independently. Often Domain Driven Design (DDD) is used for the design of
microservice architectures, supporting the modelling of business domains, often
through UML class diagrams, leveraging on the concept of encapsulation around
business capabilities, guiding the identification of bounded contexts and aggre-
gates, which can ensure that microservices are designed around distinct and
cohesive domain concepts.

The ArchiMate standard3 is often used to design EA of distributed sys-
tems based on SOA due to its emphasis on the notion of services and their
relations in different levels (business, application and technology). For example,
the European Interoperability Reference Architecture (EIRA), a standardized
framework to enhance interoperability across European public administrations -
under development within the Interoperable Europe initiative4 - is represented
with ArchiMate. EIRA models provide a visual representation to illustrate struc-
tural and behavioral aspects so public organizations can implement interoper-
ability standards effectively. Besides ArchiMate, other approaches are used to
design distributed systems, most of them modeling languages. In EA research
field, the topic of applying multiple modelling languages for different purposes
in system engineering has been discussed for many years now (e.g., the Zachman
framework) and has a relevant role in Model-Based System Engineering.

2 https://www.opentripmodel.org/.
3 https://pubs.opengroup.org/architecture/archimate3-doc/.
4 https://joinup.ec.europa.eu/interoperable-europe.

https://www.opentripmodel.org/
https://pubs.opengroup.org/architecture/archimate3-doc/
https://joinup.ec.europa.eu/interoperable-europe
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3.2 Model-Based System Engineering

Model-Based System Engineering (MBSE) in the context of systems
engineering involves employing visual models to describe, analyze, and design
complex systems. An example of an MBSE approach is the Systems Modeling
Language (SysML)5, which is as a standardized notation to create graphical
representations of system components, interactions, and behaviors. By utiliz-
ing SysML, engineers can enhance their understanding of system architecture,
requirements, and interactions, improving interoperability through a standard-
ized modeling language that facilitates seamless communication and collabo-
ration. In this context, MBSE and Product Lifecycle Management (PLM) are
interconnected approaches that enhance the development and management of
complex products. MBSE uses system models to define, analyze, and optimize
system requirements and designs, while PLM provides a framework to man-
age the entire lifecycle of a product, from concept and design to manufacturing,
operation, and eventual retirement, with MBSE models often serving as valuable
inputs and references throughout this lifecycle.

In the context of Software Engineering, Model-Driven Development (MDD)
employs models as primary development artifacts, with implementations often
generated automatically from these models. Model-Driven Architecture (MDA)
is a subset of MDD, following the Object Management Group’s (OMG) stan-
dards, while Model-Driven Software Engineering (MDSE) is a broader concept
that encompasses complete software engineering processes, including tasks like
model-based evolution and reverse engineering [12]. In general, MBSE plays a
crucial role in enhancing interoperability among complex systems, by ensur-
ing that all stakeholders can effectively contribute, comprehend, and align their
efforts towards a coherent and interoperable system architecture. In the partic-
ular context of MDSE, we highlight the relevance of the so-called “model trans-
formations” as Model-Driven Interoperability (MDI) solutions to define bridges
between systems, aligning their metamodels through transformations while sep-
arating syntactic and semantic mappings. This approach employs projectors,
acting as software for syntactic mapping, to transform models between formats.
By abstracting and simplifying reality, models enable efficient analysis of domain-
specific perspectives, and projectors, acting as parsers, facilitate transformations
using general-purpose languages or model-to-text transformation languages.

We have been working in a particular modeling language to improve the
interoperability of situation descriptions coined as Situation Modeling Language
(SML) [8]. The SML is a DSL designed to model situations and events within
specific contexts. SML was designed with support of ontological foundations, par-
ticularly the Unified Foundational Ontology (UFO) [13], which provides a rigor-
ous framework for defining the foundational concepts and relationships, ensuring
a solid semantic basis for representing situations and events accurately across
diverse domains. This ontological approach enhances the precision, consistency,
and interoperability of SML models, making it a powerful tool for capturing
complex real-world scenarios and facilitating domain-specific analysis.
5 https://www.omg.org/spec/SysML.

https://www.omg.org/spec/SysML
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There are a number of modeling languages that are relevant for develop-
ing DTs, and some DT-specific languages and platforms are offered by vendors
like Microsoft Azure, Amazon Web Services (AWS) and Eclipse, respectively
Digital Twin Definition Language (DTDL), Eclipse’s Vertolang, and AWS IoT
TwinMaker. A recent research [14] compared the metamodel of these languages
with object orientation (OO) principles as an initial step toward elucidating the
essence of DT modeling. It concluded that these DT platforms rely on well-
known OO principles, but also extend general-purpose concepts with features
like quantities and units, besides additional constraints on performance consid-
erations. DTDL shows a particular feature on allowing the use of domain-specific
ontologies in OWL through JSON for Linked Data (JSON-LD) standard.

3.3 Linked Data and Semantic Web Technologies

The concepts of Linked Data and Semantic Web (LDSW) technologies
enable enhanced data integration, sharing, and interpretation across diverse con-
texts. Linked Data principles emphasize structuring information in a standard-
ized way, interconnecting data sources through semantic relationships, and using
Uniform Resource Identifiers (URIs) for uniquely identifying resources. Linked
Data fosters a web of data, enriching traditional web pages with meaningful
relationships and enabling machines to better understand and process informa-
tion. Semantic Web technologies, including RDF, SPARQL, and OWL, provide
the foundation for formalizing, querying, and reasoning about data semantics,
paving the way for more advanced applications like intelligent data analysis,
knowledge graphs, and improved information discovery.

The Findable, Accessible, Interoperable, and Reusable (FAIR) data principles
were conceived from the LDSW research as good practices on data management
and stewardship to amplify the effectiveness of data management and reuse.
The FAIR data principles prescribe good practices for enhancing data quality
and accessibility that can be addressed by semantic web tools by enabling precise
data representation, standardized vocabularies, and structured relationships that
foster semantic interoperability and meaning. The utilization of semantic web
technologies facilitate the integration of FAIR-compliant data into a linked and
coherent network, unlocking the potential for more informed decision-making,
advanced analytics, and knowledge discovery [15].

Besides the Interoperability principles of FAIR we also highlight the Reusable
principles R1.2 regarding “detailed provenance” and R1.3 regarding “domain-
relevant community standards”, which are good practices that also contribute to
semantic interoperability. In this context, some standardization efforts are cur-
rently applying LDSW technologies to address interoperability, such as the Euro-
pean semantic standard for IoT by the European Telecommunication Standard-
ization Institute (ETSI), coined as Smart Appliances REFerence (SAREF) ontol-
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ogy6, W3C standards like PROV (for provenance)7, and domain-specific stan-
dards like the HL7 Fast Healthcare Interoperability Resources (FHIR) RDF8.

The SAREF standard has gained traction as a standardized framework for
enhancing the interoperability of smart appliances and IoT devices, being applied
in several domains beyond consumer electronics, such as smart cities and indus-
trial automation. Ongoing efforts involve extending SAREF to incorporate more
advanced semantics and address the evolving requirements of diverse industries,
fostering a more comprehensive and adaptable foundation for achieving seamless
device integration and sustainable IoT ecosystems.

Among the various FAIR initiatives, we highlight the concept of FAIR Data
Point (FDP)9 as metadata repository that can store information about data
sets in a way that the FAIR principles can be realized and data can be retrieved
without requiring APIs, enabling anyone to publish their data on the web. The
FDP system focuses on metadata for Findability and Reusability, and providing
a uniform open method of Access. Its implementation includes three components:
an API specification based on semantic metadata standards (e.g., W3C DCAT)
and REST principles, a metadata registration service with an authentication
system, and a web front-end client for adding, editing, and querying metadata
information, aiming to enhance the interoperability and accessibility of data on
the web. FDP is a relevant component of the FAIR-in-a-box [16], which also
covers the RDF Mapping Language (RML)10, which is a MDSE approach to
map and implement the transformations from heterogeneous data structures
and formats to RDF data sets, including relational databases and common data
syntax serializations like CSV, XML, and JSON.

3.4 Ontology-Driven Conceptual Modeling

Studies suggest semantic modeling and ontologies are fundamental for data inte-
gration and interoperability in DT models [9]. Semantic modeling utilizes web-
based methods to map data streams, active sensing data, and relational data
into a dynamic structure of elements. Conversely, ontologies offer a formal repre-
sentation of shared domain concepts. Exploring semantic data modeling giving
appropriate support to sensor data, and data formalized with specific-domain
standards (e.g., BIM models), and data from other systems is essential for stan-
dardizing DT data, enhancing integration and interoperability.

The concept of ontology traces back to Aristotle’s theories of metaphysics,
encompassing the study of fundamental categories of being and their relation-
ships. The goal of an ontology is to represent entities, relationships, properties,
and rules of a domain, addressing construct ambiguity through formal represen-
tation and automated reasoning. Ontology deals with the relationships between

6 https://saref.etsi.org/core/v3.1.1/.
7 https://www.w3.org/TR/prov-o/.
8 https://www.hl7.org/fhir/rdf.html.
9 https://www.fairdatapoint.org/.

10 https://rml.io/specs/rml/.

https://saref.etsi.org/core/v3.1.1/
https://www.w3.org/TR/prov-o/
https://www.hl7.org/fhir/rdf.html
https://www.fairdatapoint.org/
https://rml.io/specs/rml/
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the conceptual level, language symbols, and real-world phenomena, known as the
semiotic triangle, which is a model to address problems like overloaded terminol-
ogy and ambiguity in concepts, and manifestation of constructs often referring
to only one interpretation. A well-defined foundational ontology categorizes fun-
damental concepts and relations that are usually formalized through axioms. A
well-founded core or domain ontology is an ontology that is coherently grounded
in a foundational ontology. This process enhances semantic interoperability while
avoiding wrong representations.

We have been working with the UFO and its role in the Ontology-Driven
Conceptual Modeling (ODCM) approach [17]. ODCM leverages tradi-
tional conceptual modelling enhanced by the ontological theories inherited in
UFO, allowing the representation of reference ontologies as conceptual models
described with OntoUML and operational ontologies as OWL, with gUFO11.
ODCM is based on ontological theories in the philosophical sense, covering
axiomatic theories of categories and their connections, and involves the devel-
opment of languages, methodologies, and tools for the conceptual modeling dis-
cipline. ODCM relies on UFO, which is an ontological system that accurately
reflects the conceptual meta-categories employed by humans to formulate their
conceptualizations of reality. UFO integrates theories from Formal Ontology with
Philosophy, Cognitive Science, Linguistics, and Philosophical Logics, encompass-
ing several micro-theories that address fundamental conceptual modeling notions
such as types, objects, properties, relations, and events [13].

UFO is a theoretical framework while OntoUML is the ontological language
based on UFO and designed as a UML class diagram profile. An open-source
OntoUML/UFO Catalog is available with an expressive number of ontologies,
conceived to allow collaborative and empirical research in ODCM12. gUFO is the
ontology (or “semantic model”) based on UFO and designed as OWL. There are
other “operational ontologies” based on UFO implemented according to other
specific technologies, such as relational database system (through SQL state-
ments) and Data Warehousing cubes (through multidimensional modeling) [18].
A complete toolset to support OntoUML/UFO is available and leverages on
existing software systems, in particular the Visual Paradigm through a plug-in
that enables users to design OntoUML models, visually verify and validate them
and automatically generate gUFO/OWL ontologies13 through MDSE transfor-
mations.

ODCM stands out for its potential on improving the “real” semantics of
these operational ontologies (no matter the specific technology) from the con-
ceptual phase of Software Engineering. In particular, if the aimed software is
a LDSW application (based on standards like RDF and OWL) then follow-
ing an Ontology Engineering methodology is recommended. There are a num-
ber of Ontology Engineering methods, and we have been using the Systematic
Approach for Building Ontologies (SABiO) for over a decade now [19]. SABiO

11 https://nemo-ufes.github.io/gufo/.
12 https://github.com/OntoUML/ontouml-models.
13 https://github.com/OntoUML/ontouml-vp-plugin.

https://nemo-ufes.github.io/gufo/
https://github.com/OntoUML/ontouml-models
https://github.com/OntoUML/ontouml-vp-plugin
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is designed to facilitate the systematic construction of ontologies and empha-
sizes efficiency and clarity improvement, providing a step-by-step framework
that guides designers (or “ontologists”) through the life-cycle, from conceptu-
alization (through ODCM) to implementation, similar to Software Engineering
methodologies. Because of the use of ODCM, SABiO ensures that ontologies are
developed coherently and align with established standards, such as the afore-
mentioned from LDSW (e.g., RDF, OWL). Through systematic practices and
leveraging its structured methodology, SABiO can enhance the interoperability
of ontologies, contributing to improved knowledge representation.

One particular research direction that we have been working in applying
ODCM that is quite relevant for DTs is on Explanibale AI (XAI), where we
applied the ontological analysis approach over a Machine Learning (ML) ontol-
ogy (MLSchema) [19]. ML-based AI applications show promise in diverse fields,
but require large, high-quality training data sets, which are often manually
labeled, time-consuming, and error-prone. Researchers suggest leveraging DTs
to accelerate ML training by generating and labeling synthetic data sets through
simulation, supplemented by real-world data for validation. Several DT initia-
tives incorporate AI to enhance decision-making and coordination. We have
developed the first UFO-based ontology crossing the bridge to the XAI world,
implementing and validating the approach with popular tools on explainable
ML, like LIME and Jupyter Notebook.

4 Relevant Initiatives for Digital Twins

This section covers three relevant initiatives for the proposed research agenda.

4.1 Semantic-Based Standards for Smart Systems

These technologies facilitate seamless integration through improved interoper-
ability across diverse platforms and applications, which is a core requirement of
an Industry 4.0 architecture. An Industry 4.0 architecture is characterized by
the extensive use of the IoT standards and technologies, supporting the inte-
connection of devices to collect vast amounts of data, which are processed and
analyzed using AI and big data analytic technologies to make real-time decisions
and optimize processes. An Industry 4.0 architecture also emphasizes cyber-
physical systems, where physical processes are closely integrated with digital
systems, enabling automation and control. SOA plays a major role in Industry
4.0 architecture by ensuring interoperability, modularity, and scalability. It is
worthwhile to mention that the Industry 5.0 concept is a further enhancement
of the Industry 4.0 concept that emphasizes the collaboration between humans
and machines in a sustainable way, integrating human skills and creativity with
advanced technologies to create more flexible and adaptive manufacturing sys-
tems. While Industry 4.0 is more machine-centric, emphasizing automation and
machine-to-machine communication, Industry 5.0 is more human-centered, aim-
ing to balance between automation and human intervention.
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We have been working in several research directions across the aforemen-
tioned disciplines, and here we highlight the main ongoing initiatives. In the
context of the aforementioned disciplines, we have been working in the “SEman-
tic Model-driven development for IoT Interoperability of emergenCy serviceS”
(SEMIoTICS) framework, which can be used to develop interoperable IoT-based
Early Warning Systems (IoT-EWS) for different application domains, enabling
an IoT-EWS to act as a cloud-based semantic broker for emergency decision
support. SEMIoTICS is leveraged by the adoption of ontology-driven conceptual
modelling and is based on the ontological analysis of the Situation Aware theory,
taking into account the FAIR data principles, in which the role of using standards
is emphasized. SEMIoTICS framework was validated in a case study that covered
the detection of health issues and accidents with truck drivers, resulting in the
extension of the European semantic standard for IoT, the SAREF ontology, with
the representation of ECG data, coined as SAREF4health [8]. This extension
focused in the concept of time series, which was latter adopted by the standard
as the extension of SAREF for e-Health and Aging Well (SAREF4ehaw)14. In
the health domain, it is relevant to highlight the role of FHIR as the evolution
of the HL7 standards, which RDF version is also under improvements with the
participation of W3C members.

4.2 International Data Spaces

A relevant ongoing initiative is the International Data Space (IDS). The Inter-
national Data Spaces (IDS), led by the International Data Spaces Associa-
tion (IDSA), aims at establishing a secure and trustworthy data ecosystem for
enabling data sharing and collaboration. The IDSA is a global network of organi-
zations that collaboratively work towards the development and implementation
of IDS. IDS promotes the use of decentralized architectures, standardized data
models, and secure data exchange protocols to ensure data sovereignty, privacy,
and trust. By adhering to the principles of data sovereignty and secure data
exchange, the IDS framework facilitates seamless and controlled sharing of data
across different organizations, sectors, and countries.

We’ve been working in collaboration with IDSA, addressing research needs
related to IDS. Recently, an IDS Connector Store was developed [6] as a broker
system to facilitate the discovery and selection of IDS Connectors, data sources,
as well as participants active in a data space. This led to the definition of an
IDS architecture (in ArchiMate) that covers the main IDS goals, which is being
adopted by the EIRA. This architecture is extensible for the definition of specific
elements of the IDS ecosystem, such as for the Clearing House process, which
involves service termination, data policy conciliation, and contract settlement;
and the Interoperability Simulator, an approach that enables the measurement
of associated costs of data interoperability scenarios, being able to simulate data
exchange, and assess the information gap between the data consumer’s require-
ments and the data provided.

14 https://saref.etsi.org/saref4ehaw/.

https://saref.etsi.org/saref4ehaw/
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4.3 Digital Product Passports

Meanwhile, the European Commission (EC) is putting forward the concept of
Digital Product Passport (DPP) as a means to enhance transparency and pro-
mote circularity by sharing product information throughout the entire product
lifecycle. The main idea of the DPP is to enable the implementation a DT of any
product, tracking all associated information of the product, from the idea to the
consumer and the end of life. The first list of product groups (renewable batter-
ies) shall comply with the DPP specification from 2026. The DPP will contribute
to decoupling economic growth from resource extraction, waste generation, and
carbon emissions, thereby making a significant positive impact for sustainability.
The DPP is a groundbreaking circularity approach, but aspects such as scope,
technology infrastructure, and data governance are still under development [5].
Interoperability is a fundamental concept for DPP, since interoperability and
sustainability are interconnected concepts, which is highlighted by the Indus-
try 5.0 concept, in particular within manufacturing and supply chain contexts.
Sustainable supply chain operations depend on the interoperability of activities
and processes, and without interoperability, supply chains cannot be truly sus-
tainable. Some research highlights that proper interoperability reduces costs and
boosts productivity, contributing to the economic aspect of sustainability [20].

5 Research Directions in Digital Threads

The main goal of this research agenda is to improve the technical interoperability
of DTs with emphasis on the syntactic and semantic aspects. This section high-
lights open issues on foundations of digital threads through four directions: the
development of a well-founded DT core ontology, the application of well-founded
domain ontologies for DTs, the systematic use of multiple modeling languages
as specification artefacts, and the general problem of ontology reuse.

5.1 Well-Founded Digital Twin Core Ontology

An open issue is the lack of a reference (core) ontology grounded in a founda-
tional ontology (such as UFO) of the DT concept, exploiting the main structural
and behavioral aspects, and therefore, describing precisely what is (and what is
not) an DT. Since IoT is a fundamental concept of DTs, this core ontology should
leverage on the many existing IoT ontologies, and in particular the ones that are
standardized, such as SAREF. Our previous research showed that a complete
ontological analysis of SAREF is required to improve its semantics [8]. Ground-
ing SAREF in UFO can be performed through gUFO and executed through
the systematized approach on inferring ontological categories from OWL [21].
Besides grounding SAREF in gUFO, it is relevant to provide ontology align-
ments with the current version of SAREF and its extensions, as well as covering
other standardized IoT ontologies such as SSN/SOSA, making sure to cover the
foundational elements such as actuators (saref:Actuator) and their costs through
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profiles (saref:Profile). These alignments can be implemented as semantic trans-
lations and their validation should cover their semantic completeness in different
application domains.

Developing this well-founded DT core ontology becomes even more challeng-
ing as AI plays a role in the concept of DT, which implies a need on defining
what is (artificial or non-artificial) intelligence, which is a well-known challenge
in computer science. This ontology would have a clear connection to the XAI
ontology that we have been working on [19]. An interesting direction to app-
roach the diverse explainability dimensions is to leverage on the recent work on
the ontological analysis of explanations [22,23], which introduces the concept of
“ontological unpacking” based on the ODCM approach.

Since perdurant notions such as situation and event are core aspects of the
perceived reality, their formalization in UFO has a potential impact on the well-
founded DT core ontology. To achieve this, a deeper ontological analysis on theo-
retical foundations and formalization of situation awareness theory are required.
For example, the use of the Situoid theory along with an epidemiological causal-
ity model (e.g., the Bradford Hill Criteria) can be relevant for representing cau-
sation relationships between situations and events, which can be leveraged by
the work on scene representations in UFO [24].

5.2 Ontology-Driven Digital Twins

In the domain of smart healthcare, we are currently investigating how to pro-
vide a systematic way of improving IoT interoperability for e-Health in scenarios
where different ontologies are used. In particular, we are extending SAREF4ehaw
with medical terms from the SNOMED CT ontology [25]. As output of this
research, we identified that the SAREF4ehaw ontology requires further work,
as empirically validating it against other ontologies such as the FHIR RDF,
which is quite relevant towards higher semantic interoperability within e-Health.
Besides validating, new ontology alignments between SAREF4ehaw and FHIR
RDF standards are required, evaluating them in scenarios where these semantic
artefacts play different roles. Furthermore, an ontological analysis of FHIR stan-
dard based on UFO, perhaps grounding the FHIR RDF version in gUFO/OWL
(similar to SAREF) can improve FHIR semantic expressivity and correctness,
besides helping to identify the mappings for the semantic translations’ rules [26].

In general, this kind of approach can actually be applied over the main
domain-specific standards that have a close relation to IoT, as the FIWARE
Smart Data Models15, and even if the standard is not based on RDF/OWL. For
example, for the logistics domain, an ontological analysis of the OTM can result
in improved interoperability for logistics systems. The semantic mappings and
their respective translations can be realized with RML, which enables the devel-
opment of transformation mappings from the JSON model of the OTM API
to the OTM operational ontology in gUFO/OWL. Within this context, align-

15 https://www.fiware.org/smart-data-models/.
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ments of OTM with other traditional data models, such as EDIFACT16, is quite
relevant to demonstrate how data exchange can happen with legacy systems.

5.3 Multiple Modeling Languages as Specification Artefacts

Besides domain specific standards, the ontological analysis approach is also
relevant for improving the interoperability of general purpose modelling lan-
guages used in well-established fields like Enterprise Architecture (e.g., through
ArchiMate), Business Process (e.g., BPMN), Business Modelling (e.g., through
e3-value), System Engineering (eg., through SysML), Data Warehousing (e.g.,
through MDX), and domain specific ones (but still general within the domain),
such as in Construction Engineering (e.g., through BIM). All these modeling
languages have their specific purposes for representing systems’ characteristics,
and therefore, play a pivotal role as modeling languages of the artefacts that
compose digital threads. Using multiple languages in a systematic and consis-
tent way for the specification of information systems is an old challenge, which
is still open in the MBSE field, and is even challenging within MDSE, i.e., for
automatic generating the technology-specific implementation artefacts. Research
has shown that this consistency among modelling languages can be supported
through the ODCM approach where a foundational ontology (in particular UFO)
serves as a “single-source of truth”.

The SEMIoTICS framework guides the use of three specific languages for
IoT-EWS specification: OntoUML for context modeling, SML for situation
identification modeling, and BPMN for situation reaction modeling. These are
agnostic from the implementation technology. Models represented with these
three languages can then be used to generate operational languages through
MDSE transformations, like gUFO/OWL, Java ESPER (event processing lan-
guage), and jBPM (business processes automation) respectively. The implemen-
tation of architectural decisions can also be automated, for example from the
EA, DDD and OAS models, which can than be transformed into microservices
(REST endpoints) that expose the data interfaces with JSON-LD serialization
of gUFO/OWL. Future work comprises the improvement and further validation
of SML by implementing and comparing new MDSE transformations for differ-
ent Complex Event Procesing (CEP) technologies, such as cloud- and fog-based
stream analytics. In particular, we identified the need of developing transforma-
tions for the SIMPLE platform, covering patterns adopted in the Scene approach
[24], such as aggregation functions and boolean operators for composing com-
parative relations.

5.4 General Problem of Ontology Reuse

Ontology reuse is a quite relevant topic within the field of ontology engineering
and still represents a significant challenge. Inefficient ontology reuse results in
redundant efforts, as ontology engineers are forced sometimes to reinvent the

16 https://unece.org/trade/uncefact/introducing-unedifact.
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wheel, expending valuable time and resources. This leads to a waste of intellec-
tual capital and financial investments, hindering technological progress. Among
the main issues, ontologies are often domain-specific, and developed to capture
knowledge within a particular context or industry. This specificity means that
reusing an ontology from one domain in another may require extensive modifica-
tions, potentially rendering the reuse effort inefficient and time-consuming. The
failure to address the challenges of ontology reuse not only impedes technological
advancements but also has far-reaching societal and economic repercussions by
inhibiting efficient knowledge sharing and stifling innovation.

Ontologies are typically created by different individuals or groups with vary-
ing points of view, leading to disparities in structure, naming conventions, and
modeling choices. These inconsistencies make seamless integration and reuse
across ontologies a complex task. In addition, evolving technologies and chang-
ing domain-specific requirements can either render existing ontologies obsolete or
require new versions, necessitating continuous updates and adaptations for reuse,
further complicating ontology management and governance. Although several
research and innovation initiatives fostered the standardization of ontological
frameworks and the definition of good practices, the lack of a proper ontol-
ogy reuse methodology still causes misunderstandings and miscommunications
within and across industries, potentially compromising interoperability and inte-
gration. A promising approach is likewise the proposed for grounding SAREF
in gUFO/OWL within the well-founded DT core ontology, which can be (semi)
automatically inferred from OWL.

6 Applied Research in Data Spaces and Sustainability

In this section we highlight relevant research directions related to DTs.

6.1 Architectural Patterns for Data Spaces

Previous research already showed how applying ontological analysis is relevant
to improve the semantics of ArchiMate, either via patterns or extensions, such
as on capabilities [27], trust [28], security [29], services [30] and contracts [31].
These aspects also reflect requirements from IDS and DPP specifications, and
applying the proposed ArchiMate patterns and extensions is a research that
can help validating and improving them, as well as improving the specifications
of the IDS architecture. For example, we are working with the IDS clearing
house architecture, which involves service termination, a phase that is not cov-
ered by the ArchiMate patterns on service lifecycle [30]. For service modeling,
it seems quite relevant to analyse the matamodel behind DDD, which is used
for modelling microservices’ architectures and is implemented as a UML profile.
Since ArchiMate is often used to design IT landscapes based on SOA princi-
ples, an important research is the integration between ArchiMate and DDD,
whether concepts of DDD could be incorporated (or merged) within ArchiMate
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and/or MDSE transformations could support their interoperability. In this con-
text, understanding how ontologies can support the definition of the granularity
level of microservices, in addition to DDD, is a topic that requires further inves-
tigation.

Within IDS context, our current work with the Interoperability Simulator and
the Data Exchange component (for data transfer) still miss the use of ontologies
and semantic web technologies, which can be addressed by ontology matching
techniques such as semantic translations. We have been working with a method-
ology for developing semantic translations that is time-consuming for numerous
TBox elements, since it is descriptive and depends on experts. Therefore, future
work should balance quality improvement with automation on automatic devel-
opment of semantic translations. Additionally, comparing the SPARQL approach
and IPSM approach may be exploited with other methods like ShEx and SHACL.
Exploiting other ontology matching techniques besides semantics translations is
also a relevant direction in this research.

Finally, we also identified an open issue with IDS architecture on represent-
ing how to measure the economic feasibility of IDS adoption through different
business models, and mechanisms for transparent and fair cost-gain sharing. We
see a relevant connection between the concepts of a data space (IDS) and a
product passport (IDS), where both call for using standards and open platforms
such as SAREF, the FIWARE IoT platform along with its Smart Data Models,
the OTM API for logistics, and other domain-specific open models.

6.2 Data Provenance for Product Passports

We identified a clear connection of our work on product provenance for value net-
works [32] with the DPP requirements on tracking product information through-
out the whole product lifecycle. This raises interesting research questions on
how to enable PLM platforms to implement the DPP requirements, and how
to model value exchange of digital product provenance in value networks, using
and improving languages like e3-value and ArchiMate with support of reference
ontologies. A related research direction is the ontological analysis of open and
proprietary data models of PLM platform, investigating data interfaces of REST
endpoints of API-based PLM platforms like Contact Software17. We believe that
developing digital threads of smart products can benefit from the alignment of
PLM practices with Application Lifecycle Management (ALM).

Reproducibility is highly relevant in PLM as it ensures that processes and
results can be accurately replicated over time. This is crucial for maintaining
product quality, consistency, and compliance throughout various stages of the
lifecycle, contributing to efficient production, improved decision-making, and
regulatory adherence. Workflow and protocol systems play a pivotal role in
enhancing reproducibility by providing structured and standardized procedures.
We identified in our previous work on FAIR protocols and workflows [33] the

17 https://www.contact-software.com/.

https://www.contact-software.com/
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need of improving the interoperability of such systems by performing ontolog-
ical analysis and integrating tools like Protocols.io and MyExperiment.org. In
addition, the integration between such workflow systems with data management
plans and research data repositories showed to be challenging, requiring further
research. Reproducibility of workflows is important for DTs to ensure consistent
and reliable simulations, allowing for accurate modeling, analysis, and prediction
of real-world systems and behaviors.

7 Conclusion

This paper proposes a research agenda that aims to enhance DT interoperabil-
ity by addressing theoretical foundations and practical research aspects. The
research agenda is based on a conceptual framework that combines theories and
approaches from four computer (and information) science disciplines: architec-
ture of distributed systems, model-based system engineering, ontology-driven
conceptual modeling, and linked data with semantic web technologies. We argue
that these disciplines contribute to different levels and aspects of interoperabil-
ity and can be combined to address open issues in DT research. We also discuss
three relevant initiatives for DTs: (i) Standardization of ontologies for Smart
Systems; (ii) International Data Spaces; and (iii) Digital Product Passports.

We propose a set of six research directions classified as (a) foundations for
digital threads, and (b) applied research. Within foundations, we discuss the rele-
vance of developing a well-founded DT core ontology, improving DTs with well-
founded domain ontologies, systematically using multiple modeling languages
as specification artefacts, and the general problem of ontology reuse. Within
applied research, we discuss the possibilities on architectural patterns for Data
Spaces, and data provenance for Product Passports. These directions cover top-
ics like Explainable AI, situation awareness theories, IoT interoperability, and
modelling languages for Enterprise Architecture (e.g., ArchiMate, DDD) and
System Engineering (e.g., SysML). Lastly, the relevance of reproducibility in
PLM is emphasized, and the integration of workflow and protocol systems to
enhance reproducibility in DTs is explored, with an emphasis on their impor-
tance in ensuring consistent and reliable simulations for accurate modeling and
prediction of real-world systems. In general, we argue that the semantics of a
foundational ontology should be used for improved DT interoperability.
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Abstract. In recent years, many studies have focused on correlating
the profiles of real users across different social media. On the one hand,
this provides a better overview of the user’s social behavior; on the other
hand, it can be used to warn of possible abuse through identity theft or
cyberbullying. We try to make the threat on the Web predictable for the
individual user by creating digital twins. To do this, it is important to use
different data sources and to merge overlapping data across platforms.
In this paper, we show that YouTube is a suitable entry point into the
online social network for making connections between platforms, tracking
user activity across platforms, and finally merging the collected profile
information into an overall picture, the digital twin.

Keywords: Profile Matching · Identity Linkage · Social Media

1 Introduction

In 2023, the average number of social media platforms that Internet users aged
16 to 64 actively use per month worldwide is 6.7, according to DataReportal [9].
Different online social networks (OSNs) have their own characteristics and ser-
vices. As a result, users use their platforms to share different types of informa-
tion with each other. For example, Instagram is used for uploading photos and
videos, while Facebook is a platform for communication and information shar-
ing between friends. As a result, the information available and the description of
each user differs from one social network to another. By linking users in different
OSNs, it is possible to create very comprehensive profiles of users, reconstructing
their overall profile and behavior, as well as their preferences, activities and net-
work of friends. In the area of cybercrime, such as cyberbullying or the spread of
fake news, the digital footprint can be used to track and target such users and
create digital twins (DTs) [7].
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In order to develop preventive methods to detect digital traces, it is nec-
essary to answer the following key question: How can an account in one OSN
x be correlated with an account in another OSN y? However, there are three
main challenges: (1) heterogeneity of data in different social media, (2) low data
quality, and (3) lack of information in one or another social media [21]. Since
there are so many different OSNs, another challenge is to select the relevant plat-
forms and weight the available information. All these considerations are part of
the ADRIAN (Authority-Dependent Risk Identification and Analysis in online
Networks) project, which is dedicated to the research and development of AI-
based methods for detecting potential threats to individuals based on online
datasets [7].

The paper shows which platforms can be used to create DTs and what data
is available. In addition, we will analyze the connectivity between the OSNs and
show which network is suitable to be used as an entry point. For this purpose,
we discuss related work in Sect. 2. We then describe the concept and the research
objective in Sect. 3.1, before giving an overview of the collected data in Sect. 3.2
and presenting our analysis in Sect. 3.3. Finally, we discuss our findings in Sect. 4
and draw our conclusions in Sect. 5.

2 Related Work

In this section, we discuss the notion of DTs in the context of cyber threats and
present related work on social engineering and user profile matching.

2.1 Digital Twins in the Context of Cyber Threats

DT is an ambiguous term and is used in different areas of research and practice.
It can be found in the fields of mechanical engineering, medicine and computer
science [3,7].

For us, there are three relevant levels of integration for DTs [3]: (a) Dig-
ital Model, (b) Digital Shadow, and (c) Digital Twin. A Digital Model is the
basic representation of a physical object or system in the virtual world, with-
out any automatic flow of information between the virtual and physical worlds.
Changes to the physical object must be manually updated in the digital model.
A Digital Shadow goes further and involves a unidirectional automatic flow of
information from the physical world to the virtual world. Sensors measure infor-
mation from the physical model and transmit signals to the virtual model. A
full DT exists when the virtual and physical environments communicate bidi-
rectionally, with information flowing automatically between both environments.
This allows the DT to accurately reflect the current state and evolution of its
physical counterpart. However, the situation is different when looking at socio-
technical systems. They include both human and machine components, making
it relevant to explore the notion of a Human DT [11]. Despite its growing impor-
tance, there is no consensus on a standard definition or understanding of this
concept [12]. The digital data available about individuals is often referred to
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as Digital Footprint or Digital Representation, with the two terms often used
interchangeably. These terms refer to data left by users on the Internet, often
unknowingly and without clear identification or association with the individual.
To differentiate the concepts of Digital Footprint, Digital Shadow, and Digital
Twin, several aspects can be considered, such as identifiability, active or pas-
sive data collection, individualized or aggregated evaluation, real-time or later
analysis, decision-making authority, and comprehensive representation [11]. The
Human DT aims to store and analyze relevant characteristics of an individual
for a specific situation. This may include demographic or physiological data, skill
or activity profiles, or health status [11].

In the ADRIAN project, we understand the term DT as the digital represen-
tation of a real person instantiated by information available on the Web [5,7].
In this context, the DT can never reflect the full complexity of a real person,
but reproduces characteristics that, alone or in combination with other charac-
teristics, may pose a threat to the real person [4]. In this way, the DT makes it
possible to model and measure a person’s vulnerability. The modeling of DTs
is based on established and freely available Semantic Web standards such as
Schema.org and FOAF (Friend of a Friend). This makes it easy to connect and
extend DTs.

2.2 Social Engineering: Criminal Exploitation of Available Data

This section explores the field of social engineering, focusing on how data
extracted from social media platforms can be manipulated for such purposes.
Recent research underscores the urgency for increased awareness and security
in social media interactions by highlighting a range of methods and tools that
demonstrate the ease with which sensitive information can be collected.

An important study is the Robin Sage Experiment [23], which created a fic-
titious social media persona to demonstrate the ease of gathering confidential
information from military and government contacts. This experiment highlighted
the alarming vulnerabilities inherent in social networks. Another notable devel-
opment [16] was the automation of social engineering through bots. The bots
were designed to build trust with potential victims on social networking sites, and
then trick them into clicking on malicious links or revealing sensitive informa-
tion. The evolving nature of online threats is underscored by the sophistication
of these bots.

In addition, in the area of targeted attacks, Seymour and Tully [24] explored
the use of data science to create personalized spear phishing attacks on Twitter.
Their research demonstrated the ability to efficiently distribute large volumes of
phishing messages, underscoring the growing risks of personalized cyberattacks.
This shows that even large amounts of data are not a challenge to process, but
rather a treasure trove of information. This is also shown by Labuschagne et al.’s
study [18], who analyzed user comments for social engineering purposes. Using
language analysis tools, attackers can identify emotional states and character
traits, facilitating the creation of emotionally resonant and manipulative mes-
sages. This highlights how psychological profiling can be weaponized in social
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engineering. Lastly, speaking of large amounts of data, the exploitation of geolo-
cation data in social networks poses significant privacy risks [13]. The creation of
detailed movement profiles from geolocation features in social networks demon-
strates the depth of personal information that can be mined from these platforms.

The research highlights the need for enhanced privacy and security mea-
sures to be implemented on social media platforms. Vigilant and informed user
behavior, as well as robust security protocols from social media companies, are
required due to the sophistication and variety of social engineering techniques
that leverage social media data. Our strategies for mitigating the risks of social
engineering must evolve as well.

2.3 Matching User Profiles Across Social Media

The approaches presented so far for profile matching in social media are mainly
based on public user profile information and observable user behavior.

OSN users disclose a range of personal information in their profiles that can
be used to uniquely identify specific individuals. These attributes are usually
openly available and can be retrieved through the platform’s APIs [1].

Traditional string matching methods are used to match this data. These
include three main approaches: (i) phonetic encoding, (ii) pattern matching,
and (iii) token-based comparisons [26]. Most studies focus on user names. Thus,
only user and display names in different social media were compared to match
the profiles of a user [20]. It has been shown that accuracy drops drastically
when there is only a small difference in display names on different OSNs [2].
Another approach is based on the observation that most users have certain
patterns in how they generate their display names. Therefore, the degree of sim-
ilarity between the two names is calculated [28]. Other works consider additional
features besides usernames.

For example, content information such as the timing of posts or profile/status
updates, places visited, etc. [14] can be used to infer user behavior and move-
ments, in addition to analyzing the language and writing style used in posts as a
starting point for recognition. For profile matching, Xing et al. [29] developed a
two-stage scoring method based on the information entropy to assign a weight to
each attribute. Furthermore, Halimi et al. [15] calculated the similarity between
location, gender, activities, interests, and also profile photos. With the help of
face recognition, profile pictures can also be used for profile matching [25].

Graph-based approaches look at the underlying graph structure of social
media. In addition, they analyze a user’s network and merge it using similarity
measures. Therefore, a user’s friend relationships in different OSNs are analyzed
and profile matching is performed using user characteristics as well as profile
pictures and friend relationships [8,17,19,21,22,27]. While Kasbekar et al. [17]
used the graph structure of OSNs as well as features such as username and profile
picture to detect friend relationships, Müngen et al. [22] addressed the network
alignment and similarity problem using both user profile features and their rela-
tionships with other users. Bennacer et al. [6] take advantage of the fact that
some users have already linked their profiles on the social media platforms they
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use. In their approach, both the network topology and the personal information
(attributes) disclosed in the profiles are used for matching. Based on the exist-
ing cross-links, initial profile pairs can be identified. The equally weighted profile
attributes (first name, last name, username) are then compared to match profiles
across platforms with a high precision of 94%. Based on the matches found, the
algorithm then uses the new hits to iteratively find more pairs of profiles.

3 Backtracking of the Digital Traces

Individual pieces of information that can be found on the Web make it possible
to create DTs. The question is where to start searching for information. This
question has to be answered on the one hand by the expected information quality
and on the other hand by the digital traces that lead to new data sources. In
the following, we discuss the procedure of creating DTs (cf. Sect. 3.1) and show
which starting points are suitable for information search (cf. Sect. 3.3), based on
a performed data collection (cf. Sect. 3.2).

3.1 Creating a Digital Twin

As mentioned above, the average OSN user has more than one account on multi-
ple platforms. A threat to users arises when information from different platforms
is combined to create a more complete picture of the real person than the scat-
tered pieces of information, and was never intended by the users of the platforms.
Keeping individual accounts on OSNs separate and avoiding any overlap of stored
information, especially usernames, content, and email addresses, is one way to
protect against such information aggregation. However, the reality is different:
In order to get traffic to different social media profiles, users link the profiles
together, which makes it relatively easy to merge the profiles.

OSN 
A

OSN
C

OSN
B

Profile Matching

3. Phase Matched Profiles

OSN
C

Data Collection

OSN
B

OSN
C

U1A

U2A

U3A

U4A

...

UnA

1. Phase

Entry OSN Linked OSNs

OSN
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Analyze Data Points

Extract Profile Links

Analyze Links
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Data Collection

Data Standardization

Data Normalization

Category Analysis

OSN
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...

UnB

U1C

U2C
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U4C

...

UnC

= Match across 3 OSNs

= Match across 2 OSNs

= No Match

- User Identity
- User Information
- Content Information
- Images and Videos
- External Links
- Geolocation
- User Metrics

Fig. 1. ADRIAN’s profile merging pipeline.
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In the ADRIAN project, the cross-platform profile linking consists of three
phases: processing of (1) an entry OSN and (2) linked OSNs, as well as (3)
profile matching (cf. Fig. 1). The first phase is dedicated to the acquisition of
the entry network, i.e., a platform that is predestined as an entry point due
to defined characteristics, such as many or particularly high-quality links. This
involves collecting and storing a user’s individual data points, such as name or
profile ID, as well as searching for and analyzing additional links. In this step,
an initial network of profiles is created. The second phase is to incorporate the
information from the tracked links. In contrast to the first phase, it is necessary
to weight the information according to its quality and to identify inconsistencies.
In addition, the information must be standardized. Currently, the information
is being adapted to the format of the OSN entry. In the third phase, the profiles
are merged. This happens when there is enough evidence that it is the same user
on two or more platforms. This is done by comparing the identified aspects.

It becomes clear that the decision of which portal to acquire first has an
impact on how successful the information search will be, although it can be
argued that one could simply search all OSNs in all directions. However, due to
the large number of OSNs, links, and profiles, this is not feasible in a reasonable
amount of time. Therefore, when collecting information for DT compilation using
this pipeline, the following question arises again: How can an account in one OSN
x be correlated with an account in another OSN y? Below, we break this question
down into the following sub-questions: Which OSNs are a good starting point
for linking profiles? How can links between profiles on OSNs be verified?

To answer these questions, it is necessary to collect and analyze data from the
OSNs. In this work, we focus on the major OSNs YouTube, Twitter, Instagram,
and Facebook. In the context of the ADRIAN project, social sports platforms
and business networks are also of great interest [7]. The former reveal high quality
location information about shared running routes, while the latter put detailed
biographical data online in a semi-structured form.

3.2 Dataset Creation and Description

To investigate how users engage on different OSNs and how they link profiles,
we conducted data collection over three months (12/2021 – 02/2022) in several
countries. The list of countries includes Germany, the Netherlands, France, the
United Kingdom, and the United States. An analysis of the data points on
each platform showed that the most links were found on YouTube. Therefore,
YouTube was chosen as the entry point for our data collection.

For this purpose, the top 100 videos in each country were saved daily, includ-
ing titles and descriptions. YouTube is particularly well suited as an entry point,
as users have plenty of space in the video descriptions to place links to other
OSNs, and it is common practice to do so. Popular accounts in particular use this
opportunity to point to additional channels for content distribution and donation
opportunities. To give you an idea, we will take a closer look at YouTube and
Twitter (cf. Table 1). The Twitter profiles can be associated with the YouTube
accounts via user-defined links. Table 1 shows that the YouTube data contains
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Table 1. Descriptive statistics for the YouTube and Twitter datasets.

YouTube # Twitter #

Total Videos 4,605 Total Tweets 345,748

Total Channels 2,841 Total Users 842

Total Links 32,464 Total Links 467,834

Total Videos with Link 4,108 Total Tweets with Link 345,748

Videos per Channel (min) 1 Tweets per User (min) 1

Videos per Channel (mean) 1.62 Tweets per User (mean) 411.12

Videos per Channel (max) 39 Tweets per User (max) 87,343

Links per Video (min) 0 Links per Tweet (min) 1

Links per Video (mean) 6.94 Links per Tweet (mean) 1.35

Links per Video (max) 88 Links per Tweet (max) 8

Links per Channel (min) 1 Links per User (min) 1

Links per Channel (mean) 11.43 Links per User (mean) 607.58

Links per Channel (max) 513 Links per User (max) 174,356

on average 10 times fewer videos per channel than the Twitter data contains
tweets per user. It is also noticeable that a YouTube video contains about five
times as many links as a tweet. This is due to the limited length of a tweet (280
characters, at the time we collected the data). There are also more links per user
than links per channel because the Twitter data was collected only from the 842
users linked from the YouTube data. The next step is to analyze the links in
video descriptions and tweet texts.

Table 2. YouTube (left) and Twitter (right) data for a given domain.

Target URL # of links % of links Target URL # of links % of links

YouTube 4,647 14.31 Twitter 277,058 59.22

Bit 4,285 13.20 Screammov 87,054 18.61

Instagram 4,258 13.20 Trib 20,772 4.44

Twitter 2,334 7.19 Independent 11,061 2.36

Amazon 1,441 4.44 Bit 7,634 1.63

Facebook 1,415 2.78 TheGuardian 5,904 1.27

TikTok 903 2.78 LiverpoolEcho 4,881 1.04

Twitch 826 2.54 WioNews 4,567 0.98

Discord 540 1.66 FoxNews 2,983 0.64

Lnk 447 1.38 YouTube 2,925 0.63
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Table 2 shows the domain distribution for links from YouTube videos and
tweets. Most of the links in the YouTube videos lead to Instagram, Twitter and
Facebook. This correlates with the OSNs that are relevant for our use case.
Therefore, we analyze these three platforms in more detail. In this context, it
is important to determine how many links to the different OSNs are included
in all videos or per channel. It is clear that most links are to other OSNs.
However, there is a difference in the linking behavior between the platforms:
While YouTube mainly links to other profiles, Twitter also links to content,
especially news sites. This can be explained by the fact that video descriptions
are meta information about videos, while tweets are the primary content that
can also link to other sources. The domains “Bit” and “Goo” are URL shortening
services that hide other links. One reason for using these services is the character
limit that exists on most platforms. In Table 3, the domain distribution for the
resolved Bit and Goo URLs for YouTube and Twitter is shown.

Table 3. Resolved URLs for Bit/Goo domains from YouTube (left) and Twitter (right).

Target URL # of links % of links Target URL # of links % of links

YouTube 2,414 54.04 20Minutes 3,609 47.13

Instagram 356 7.97 BeINSports 709 9.29

Twitter 215 4.81 RTVoost 529 6.91

Facebook 164 3.67 WhatCulture 342 4.47

Twitch 59 1.32 SwanseaCity 248 3.24

RStyle 58 1.30 YouTube 235 3.07

SkySports 40 0.90 RFEF 207 2.70

Spotify 33 0.74 Patriots 128 1.67

Spox 31 0.69 Ligue1 96 1.25

Google 30 0.67 Andertons 67 0.88

For YouTube, 4,467 of the 4,666 Bit and Goo URLs could be resolved. Of
the remaining 199, the URL was unreachable. Our analysis of these URLs shows
that 70.31% also have social media platforms behind them. For Twitter, 7,038 of
the 7,658 URLs were resolved, and among the top 10 URLs, only YouTube was
represented as a social media platform. Instagram has the most links, followed
by Twitter and Facebook. Even with a number between 2 and 10 links, Insta-
gram achieves the highest number. It is also important to determine how many
links overlap. A YouTube channel that contains links to all three platforms is
particularly relevant for creating a cross-platform profile. Of the 2,841 YouTube
channels examined, 768 descriptions link to all three platforms.

These users, who are present on all platforms, are of particular interest to us
because many data sources enable a broad and high-quality compilation of the
DT. In addition to the aggregation of profile information, the content created
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also plays a role. For this reason, we also include the user content of the respective
OSNs in the further analysis.

3.3 Overlap Analysis for Cross-Platform Profile Linking

Based on the related work, a review of the platforms’ programming interfaces,
and the collected data presented above, the questions raised in Sect. 3.1 can be
answered. Before answering the question of how to merge social media profiles, it
is important to clarify where most users place their links. As the data overview
in Sect. 3.2 shows, YouTube is very well suited as an entry OSN here, since many
links to other platforms can be placed in the video descriptions. Our analysis of
YouTube channel links shows that in 674 cases, more than one profile is linked
to another OSN. Of course, not all users on the Web also have a channel on
YouTube, so an analysis of the other OSNs is also necessary. However, due to the
sheer size of the platforms, it is essential to define an entry point. Nevertheless,
the links given on the profiles are only potential profiles of a person. It must be
clarified whether they are profiles of one and the same person.

Matching profiles based on usernames alone is not always a viable approach
because users often have different usernames because their username is already
taken or they do not want to be recognized. Therefore, other indicators are
needed to verify that the user profile belongs to the same person. For this reason,
we additionally analyzed the data points within the profiles on the OSNs that are
suitable for profile matching to verify that they belong to the same individual. To
this end, we collected multiple profiles from YouTube, Instagram, Facebook, and
Twitter and analyzed the different data points within these profiles to classify
them into different categories (cf. Table 4).

The extracted data points form the basis for correlating social media profiles
to initialize DTs. First, we need to find out in which aspects the profiles are
similar and therefore correlate all the collected data points. We group them into
several categories for further work, as many different methods are needed to
achieve this. The first category we are interested in is the association between
usernames and real names. As marked in Table 4, the channel title or username
is present on all OSNs. For Instagram and Twitter, we also have the name,
but while some users use their real name here, others use their display name.
The next category deals mainly with textual information about the channel or
user profile. The most important item here is whether the profile is private, to
determine how much data can be accessed. In general, the most interesting points
are the description and whether the profile belongs to an organization (ORG) or
a person (PER). The content provided by the channel or user is also important.
Most of the relevant data points can be found in published content. The data
points here are very diverse because the content is different. Typically, tweets
and Facebook posts are text with images or videos, and YouTube and Instagram
are usually images or videos with text. In addition, many insights can be gained,
such as the source of the post, the tags, and even if the content is considered
sensitive. Furthermore, images and videos are a key factor for the comparison of
user profiles on different OSNs. Cross-platform profile linking can be done using
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Table 4. Example of relevant data points for cross-platform profile linking.

Category Data Point YouTube Instagram Twitter Facebook

Channel/User Identity Channel ID / User ID ✓ ✓ ✓ ✓

Title / Username ✓ ✓ ✓ ✓

Name ✗ ✓ ✓ ✓

Channel/User Information Description ✓ ✓ ✓ ✓

Created (Timestamp) ✓ ✗ ✓ ✗

Private ✓ ✓ ✓ ✓

Verified ✗ ✓ ✓ ✗

Categories ✓ ✗ ✗ ✓

Type (ORG or PER) ✗ ✗ ✗ ✓

Content Information Information Post Id ✓ ✓ ✓ ✓

Created (Timestamp) ✓ ✓ ✓ ✓

Title/Caption ✓ ✓ ✗ ✗

Text ✓ ✗ ✓ ✓

Source ✗ ✗ ✓ ✗

Language ✓ ✗ ✓ ✗

Sensitive Content ✓ ✗ ✓ ✗

Context Annotations ✗ ✗ ✓ ✗

Tags / Hashtags ✓ ✓ ✓ ✗

View Count ✓ ✗ ✗ ✗

Like Count ✓ ✓ ✓ ✓

Quote Count ✗ ✗ ✓ ✗

Type (Video or Image) ✓ ✓ ✗ ✗

Keywords ✓ ✗ ✓ ✗

Links to Image or Video Channel/User Image ✓ ✓ ✓ ✓

Images URL ✗ ✓ ✓ ✓

Videos URL ✓ ✓ ✓ ✓

External Links External Profile URL ✗ ✓ ✓ ✓

External Post URL ✗ ✗ ✓ ✗

Facebook Link ✗ ✓ ✗ ✗

Geolocation Information Channel/User Location ✗ ✗ ✓ ✗

Location Entities ✗ ✗ ✓ ✗

Datailed Location ✗ ✓ ✓ ✓

Country ✓ ✗ ✓ ✗

Coordinates ✗ ✗ ✓ ✗

Bounding Box ✗ ✗ ✓ ✗

Channel/User Metrics Follower Count ✓ ✓ ✓ ✓

Following Count ✗ ✓ ✓ ✓

Content Count ✓ ✓ ✓ ✗

View Count ✓ ✗ ✗ ✗

template matching and its histogram, for example. The external links posted by
a profile can lead directly to another OSN and are an important point. They
have been considered and analyzed in detail in this work. While platforms like
Twitter, Instagram, and Facebook include these links as a data point, YouTube
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requires these links to be extracted from the textual content. As for geolocation
data, textual information can be found on all OSNs. Twitter stands out because
it offers many different projections, such as latitude and longitude coordinates,
a bounding box showing the area, or even identifying locations by extracting
entities from posts. The final category is metrics related to the channel or user.
Here, all platforms typically offer metrics such as the number of followers or
following. These can be used to determine the reach and activity of users. In
addition, some platforms allow you to extract followers to create and analyze a
network.

4 Discussion

We want to discuss our pipeline using a concrete real-world example: a ran-
dom YouTube user who maintains multiple links in his video descriptions (cf.
Fig. 2). The YouTube channel contains a link to Facebook and Twitter profiles.
On Facebook, for example, we can determine whether the profile belongs to an
individual or an organization. This is important because the compilation for
the DT is initially focused on people. In addition, the Twitter account contains
a link to another social media platform such as LinkedIn, an OSN for profes-
sional networking and career development, but no link to link-sharing sites such
as LinkTree, which can be an additional source [10]. Here, the user provides
additional information such as name, photo, location, and professional history.

Fig. 2. Different user profiles in OSNs: a real-world example.

The user is also active on Twitter, posting sports activities that lead directly
to Strava, an OSN for tracking physical activity that includes social networking
features. Since the source of his tweets is Instagram, the user also has another
social media account that is in use. To Instagram, he posts photos that contain
lots of private information. He even uses Strava to share all of his running routes,
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including geographic data. In most of the cases, these routes start from the same
place, most likely from his house.

This example illustrates the potential risks associated with consolidating dif-
ferent profiles across OSNs. This process not only allows validating information,
but also filling information gaps, resulting in higher overall DT quality. How-
ever, merging data from different OSNs, as seen in the case of a user’s activities
on Twitter, Instagram, and Strava, significantly increases the risks of social
engineering and data breaches. Similar to the studies discussed above, this con-
solidation of online profiles can become a goldmine for attackers using social
engineering tactics. For example, the Robin Sage experiment demonstrated the
ease with which confidential information could be gathered from a fictitious
persona and showed how attackers could use similar methods by analyzing the
integrated information from different social media profiles. Furthermore, auto-
mated bots like those studied by Huber et al. [16] could exploit social media
profile interconnectedness to build trust and gather personal information. The
emotional and psychological profiling techniques discussed by Labuschagne et
al. [18] could also be more effectively applied with the rich data available from
multiple social media platforms, allowing attackers to create more manipulative
and targeted messages. Finally, the exploitation of geolocation data, as high-
lighted by Gan and Jenkins [13], is a major concern in this context. The sharing
of walking routes and geographic information can lead to the creation of detailed
movement profiles, posing serious privacy and security risks.

5 Conclusion

Matching different profiles allows us to answer the following question: To what
extent do the categories in which users are active on different platforms over-
lap? We therefore presented an approach to correlate profiles across OSNs, in
particular YouTube and Twitter, based on those individuals who disclose links
to their different profiles.

As shown, YouTube is a good entry point for data collection because there
are many links to other OSNs in the video descriptions. This makes it possible
to identify a user across multiple OSNs and compare individual characteristics.
This makes it possible to create a high quality DT and derive the threat to the
user and warn them. However, there are concerns: for example, we are only able
to observe a very small portion of the Web at a time and do not include smaller
Web resources such as blogs, personal or employer Web sites in our observations.
In addition, the persistence of the data we collect is severely limited: Content on
the Web is highly volatile and changes rapidly. Responding to this is challenging.
Another reason is that we do not want to keep the data longer than it exists in
the real world.
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4. Bäumer, F.S., Grote, N., Kersting, J., Geierhos, M.: Privacy matters: detecting
nocuous patient data exposure in online physician reviews. In: Damasevicius, R.,
Mikasyte, V. (eds.) Information and Software Technologies. ICIST 2017. CCIS, vol.
756, pp. 77–89. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-67642-
5 7
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1 Position Statement

Since its foundation in 2009 [1], the SoEA4EEworkshop complements well-established
topics of the EDOC conferences such as service-oriented architectures and enterprise
service architectures by addressing the coupling of business processes and services and
the alignment of business and IT. The SoEA4EE workshop also includes topics such as
Business Process Management, Enterprise Service Architectures, Analytics, Big Data,
Networked Enterprise Solutions, and their connections.

According to [2], smart companies define how they (will) do business (using an
operating model) and design processes and infrastructure critical to their current and
future operations using enterprise architecture (EA). Enterprise Engineering (EE) is the
application of engineering principles to the design of enterprise architectures. It enables
deriving the EA from the enterprise goals and strategy and aligning it with the enterprise
resources. EA [2] maps the enterprise goals and strategy to the enterprise’s resources
(actors, assets, IT supports) and supports the evolution of this mapping.

There are different paradigms for creating enterprise architectures. In the SoEA4EE
series, the one that is considered as the most promising is to encapsulate the functional-
ities of IT resources as services. By this means, it is possible to clearly describe the con-
tributions of IT both in terms of functionality and quality and to define a service-oriented
enterprise architecture (SoEA).

Two special journal issues [3, 4] have been published in the International Journal of
Information Systems in the Service Sector (IJISSS), the first with invited papers from
SoEA4EE 2010, 2011, and 2012, the second with invited papers from SoEA4EE 2013,
2014 and 2015. The extended papers went again into a systematic review process and
accepted papers were included in those special issues. A third special issue is in progress.
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2 Goal and Objectives

The goal of the workshop is to develop concepts and methods to assist the engineering
and management of service-oriented enterprise architectures and the software systems
supporting them. Five themes of research were pursued during SoEA4EE 2023:

1. Digital Enterprises, Industry 4.0, and Platforms in the Computing Continuum
2. SoEA and the Influence of Artificial Intelligence, Social Information Systems, and

Big Data in Enterprise Engineering
3. Alignment of the Enterprise Goals and Strategy with the SoEA
4. Design of SoEA
5. Governance of SoEA

Acknowledgments. We wish to thank all authors for having shared their work with us,
as well as the members of the SoEA4EE 2023 Program Committee and the organizers
of EDOC 2023 for their help with the organization of the workshop.
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Abstract. Amidst the growing popularity of platform engineering,
promising improved productivity and enhanced developer experience
through an engineering platform, e.g., an Internal Developer Platform
(IDP), this paper addresses the prevalent challenge of a lack of a shared
understanding in the field and the complications in defining effective, cus-
tomized strategies. Introducing a definitive Platform Engineering Refer-
ence Model (PE-RM) based on the Reference Model for Open Distributed
Processing (RM-ODP) framework to provide a common understanding.
This model offers a structured framework for software organizations to
create tailored platform engineering strategies and realize the full poten-
tial of platform engineering. By facilitating a shared vocabulary and
providing a roadmap for implementation, this paper aims to mitigate
prevailing complexities and accelerate the adoption and effectiveness of
platform engineering across organizations, showcasing the added value.

Keywords: Platform engineering · Reference model · System
modeling · Cloud infrastructure · Development Lifecycle

1 Introduction

The digital age has initiated substantial transformations across all industries,
making digitalization an imperative for survival in today’s volatile market land-
scape [3]. This transition has amplified the importance of software development
and deployment, with methodologies like DevOps and Agile acting as instru-
mental drivers of this digital revolution [7,18]. Agile, advocating adaptability
and customer collaboration, and DevOps, fostering cooperation between devel-
opment and operations teams, enhancing the efficiency and quality of software
delivery [2,15].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. P. Sales et al. (Eds.): EDOC 2023 Workshops, LNBIP 498, pp. 177–193, 2024.
https://doi.org/10.1007/978-3-031-54712-6_11
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Amid increasing technological complexity, platform engineering is emerging
as a promising discipline.1 It focuses on altering the engineering culture and
creating an engineering platform, e.g., an Internal Developer Platform (IDP),
to offer self-service capabilities for software development teams in the cloud-
native era [10,20]. Yet, interpretation variations tied to personal perspectives
and organizational contexts could render the definition ambiguous.

Platform engineering adoption faces challenges such as inconsistencies in
understanding across different stakeholders and the interchangeable use of termi-
nology such as “Internal Developer Platform” and “DevOps”, which could create
communication hurdles and compromise the efficiency of technological strate-
gies.2 Moreover, clear guidelines about the separation of accountability between
different types of teams are essential. Further addressing the team types differ-
entiated by team topologies [22]. Hence, standardizing the platform engineering
terminology is critical to establishing a shared understanding.

Another significant challenge involves crafting a tailored platform engineering
strategy, which requires extensive knowledge of the organization’s processes and
culture. It also necessitates comprehending how implementing platform engineer-
ing could alter these facets. The complexity in this paradigm shift to platform
engineering extends to organizational changes, architectural design, technology
selection, and operational management [4].3 To address these challenges, the
paper focuses on the following research questions:

– How to model platform engineering in the context of a software company?
– How to define a customized platform engineering design tailored to a specific

organization?
– How to effectively construct a technical platform engineering implementation?

To answer these RQs, we proposed a reference model for platform engineer-
ing grounded and validated in a case study and experiments. This Platform
Engineering Reference Model (PE-RM) seeks to clarify the nature and scope of
platform engineering, bridging comprehension gaps among various stakeholders.
Further validated and applied in a case study that proposes both a conceptual
design and technical implementation guided by the PE-RM as a guideline and
example to showcase the added value of platform engineering.

The paper is based on work done in the thesis [14] and unfolds as follows.
Section 2 discusses related work. Section 3 presents the Platform Engineering
Reference Model. Section 4 offers a case study in which a conceptual design and
technical implementation with experiments are conducted. Section 5 discusses
the achievements and lessons learned. Finally, Sect. 6 presents the conclusion
and future work.

1 https://platformengineering.org/blog/what-is-platform-engineering.
2 https://www.gartner.com/en/articles/what-is-platform-engineering.
3 https://thenewstack.io/platform-engineering/platform-engineering-challenges-and-

solutions.

https://platformengineering.org/blog/what-is-platform-engineering
https://www.gartner.com/en/articles/what-is-platform-engineering
https://thenewstack.io/platform-engineering/platform-engineering-challenges-and-solutions
https://thenewstack.io/platform-engineering/platform-engineering-challenges-and-solutions


Platform Engineering Reference Model 179

2 Related Work

Three streams of related work are relevant to this paper: publications detail-
ing system proposals inclusive of platform engineering characteristics, industrial
articles and whitepapers on platform engineering, and publications presenting
reference models to depict methodologies and architectures. Extensive research
has been conducted on the multifaceted nature of platforms and their diverse
applications, yielding various definitions [12]. The first use of the concept of plat-
form was the “product platform”, and it was defined as specific modular product
architectures that help develop product families [13,16]. Platforms can be cate-
gorized in different ways, one of which is innovation platforms and transaction
platforms [5]. The concept of an innovation platform lies closest to the platform
engineering philosophy. Governance within the platform’s technological system is
established through technological interfaces and standards, leveraging modular-
ity [1]. This underscores the pivotal role of the platform designer, functioning as
an architect to ensure the seamless integration of different platform components-
an aspect synonymous with the role of platform engineering. A seminal study
delves into platform-based product development in enterprise application devel-
opment, emphasizing its crucial role in enhancing efficiency and flexibility [24].
The authors highlight the significance of increased academic research in this
domain and advocate for closer collaboration between academia and industry.
However, in contrast to the Platform Engineering Reference Model (PE-RM),
this study does not provide a comprehensive roadmap for implementing platform
engineering within an organization.

Next, regarding articles pushed from the industry related to platform engi-
neering, the most prominent is the IDP reference model proposed by Humanitec
[11]. Since platform engineering heavily relies on an engineering platform e.g.,
Internal Developer Platform (IDP), Humanitec proposes a reference architecture
for such IDP. The IDP architecture provides insight into its possible realization
with specific tools and the significance of its components. However, this reference
architecture delves into specific tool choices, which reduces the applicability of
this architecture since this can depend on individual preferences and pre-existing
toolsets. Together with the organizational aspect and a general integration for
platform engineering the PE-RM provides a more comprehensive model.

As this research adopts an ontology-based approach to propose a reference
model, we provide related work concerning approaches of this type. Various ref-
erence models exist for similar methodologies, such as the DevOps Reference
Architecture (DRA) is an architecture proposed to deploy IoT into the cloud
[8]. This DRA consists of four different models: DRA contextual model, concep-
tual model, logical model, and physical model. Lastly, research into a software
architecture framework for quality-aware DevOps has been conducted [6]. The
authors state that many stakeholders are involved in DevOps but do not have a
direct relation to the product but account for the product’s organizational sta-
bility. The primary distinction between these reference models and the PE-RM
lies in their scope of application. While DevOps and Agile are primarily geared
toward enhancing team-level processes and collaboration, platform engineering
aims to drive improvements across the entire organization.
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In summary, while extensive research has delved into various platforms and
their unique characteristics, there exists a noticeable scarcity of literature specif-
ically addressing platform engineering as a distinct methodology. The limited
available literature presents diverse viewpoints, underscoring a lack of consensus
on the subject. This underlines the limited support in identifying and elucidat-
ing what platform engineering necessitates and its potential applications. The
current reference architecture for platform engineering appears to be inadequate,
and since platform engineering is different from other methodologies, the existing
reference models are insufficient for platform engineering. Therefore, this paper
offers significant value by providing a comprehensive reference model of platform
engineering, integrating both technical and organizational aspects. The Refer-
ence Model for Open Distributed Processing (RM-ODP) is used to facilitate the
creation of this reference model. The RM-ODP is a conceptual framework for
designing and describing distributed systems [17,21]. Moreover, the RM-ODP
has been used to model complex IT systems, e.g., the reference model for envi-
ronmental research infrastructure [9,19].

3 Platform Engineering Reference Model

This section introduces the Platform Engineering Reference Model (PE-RM).
Based on the existing related work, a general understanding of platform engi-
neering is needed and will be achieved by creating a multi-viewpoint reference
model. It is an ensemble of viewpoints that illustrate the principal objects within
each viewpoint, their organization by the platform engineering lifecycles, and
their correlations with objects defined in other viewpoints. The viewpoints sug-
gested by the PE-RM aim to be as loosely coupled as possible to enable parallel
design and development efforts across the organization. The PE-RM outlines
five viewpoints (Fig. 1), and the following subsections explain the methodology
and elaborate on these viewpoints.

Platform engineering 
RM

Enterprise
viewpoint

Information
viewpoint

Computational
viewpoint

Engineering
viewpoint

Technology
viewpoint

Organisational concerns:
Stakeholders/Roles

Lifecycles
Activities

Functional concerns:
IDP Components

Operations
Interfaces

Implementation concerns:
Best practices
Technologies

Standards

Distribution concerns:
Networking
IDP planes
Clients

Data concerns:
Information objects
Action objects

Fig. 1. The five viewpoints of the Platform Engineering RM.
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3.1 Methodology

An iterative approach was used to acquire a comprehensive understanding of
platform engineering, which started by conducting a series of interviews with
numerous experts, each from diverse professional backgrounds and roles. The
organization investigated already manifested aspects of platform engineering,
and a need for greater standardization of terminology was apparent to enhance
its applicability in this and other organizations. Therefore, we interviewed indus-
try experts outside the organization for a more holistic understanding. Conse-
quently, the RM-ODP framework was leveraged to express the platform engi-
neering terminology, refining its interpretation and application.

1. Interviews 2. Viewpoint
creation

3. Reference
model validation

Product owner -
Platform team

Product owner -
Development team

Tech lead -
 development team

Path finder

Developer

Platform engineer

Tech lead -
platform team

External expert

4. Conceptual
design

5. Technical
implementation

Software organization

6. Platform
validation

Case study

Fig. 2. Visualisation for Methodology of the Platform Engineering Reference Model.

The first step in developing this reference model involved interviewing eight
software engineering experts with varied roles and backgrounds within and out-
side the organization (see Fig. 2). Their perceptions guided the formation of the
viewpoints in the second step. Its validity was assessed via additional interviews
and comparison with related work in step three. The primary validation of the
reference model was done in the case study consisting of a conceptual design,
technical implementation, and experiments to help showcase the added value
and applicability of the PE-RM. Notably, the methodology adopted an iterative
approach, necessitating continuous refinement of the reference model in light of
fresh insights and varied perspectives. This recursive cycle of refining greatly
enhanced the model’s maturity and reliability.

3.2 Enterprise Viewpoint

The enterprise viewpoint focuses on the organizational context of the domain in
which the designed systems are intended to operate. This viewpoint concentrates
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on the lifecycle, stakeholders (roles), and activities that the adoption of plat-
form engineering will introduce. The enterprise viewpoint is intended to cover
the process changes and how this impact different lifecycles, teams, and their
responsibilities. With these concepts, the following lifecycles are introduced:

– Platform engineering lifecycle is the lifecycle in which the engineering plat-
form will be introduced and maintained by a newly created platform team.
It includes phases that help the platform team create a platform that fulfills
the needs of the development teams and improves the platform.

– Application lifecycle is the lifecycle in which the development teams create
business value while using the engineering platform to increase productivity
and developer experience. With platform engineering, the continuous devel-
opment lifecycle will not be affected.

With these lifecycles, new roles have to be introduced and assigned. The roles
can be divided into two categories: active and passive roles. See Table 1.

Table 1. Part of platform engineering roles and stakeholders.

Active role Mission Typical behavior

Platform team Build and support an engineering

platform to increase the productivity

of development teams

Maintain the platform. Support

the development teams

Enterprise architects Investige (platform) improvements

and improve overall software

processes

Investigate software processes.

Kickstart platform engineering

adoption

Development teams Use the platform to increase

productivity when creating business

value

Develop applications. Utilize

platform

Development guilds Groups of developers with the same

expertise responsible for best practice

adoption

Maintain golden paths. Explore

best practices

Passive role Mission Typical behavior

Engineering platform Improve the application lifecycle by

offering self-service capabilities

Offers self-service capabilities

Cloud platform The platform where applications and

services are running in production

Running applications to deliver a

working system

Each role engages differently in the platform engineering and application
lifecycles, with the platform team more focused on the former and development
teams on the latter. As stakeholders of the engineering platform, development
teams can request new features, prompting the platform engineering lifecycle.
Typically, if a tool is used and maintained separately by different development
teams, it will become part of the platform team’s responsibility.

3.3 Information Viewpoint

The information viewpoint specification enables the clear and concise repre-
sentation of the information objects consumed and produced by the phases in
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the platform engineering and application lifecycles introduced in the enterprise
viewpoint. Providing a standard model, that can be referenced throughout a
complete design specification, assures that the same interpretation of informa-
tion is applied at all levels, including the activities related to these objects. The
PE-RM information viewpoint aims to achieve a shared model for the design
activity, given that it can cover a federation of tools and integration of legacy
systems.

The main modeling concepts of the information viewpoint are information
objects and action objects, which are explained in Table 2 and 3. From the infor-
mation viewpoint, the emphasis is on the data, their evolution, and the activities
which enable that evolution. The action objects are based on the stakehold-
ers and roles introduced from the enterprise viewpoint. Based on the lifecycles
defined in the enterprise viewpoint, the information and action objects will also
have relationships since action objects cannot modify all information objects.

One of the key information objects that are introduced is the golden path.
The term “golden path” refers to a set of best practices, tools, libraries, and
architecture choices supported by the organization and maintained by devel-
opment guilds. By adhering to the golden path, development teams can more
effectively build, test, and deploy applications with greater consistency, reliabil-
ity, and speed4.

Table 2. Part of the platform engineering lifecycle information and action objects.

Information object Description

Architecture design Displays the tools used separated into different planes

Roadmap A planning of the platform to track the development progress

Backlog A list of functionalities, based on the roadmap and

architecture, readable for the platform team

Deliverable The functionalities created by the platform team, which

could be different based on the type of functionality

Release A bundle of new platform features deployed at a fixed time

Platform version The version of the platform, including an announcement,

documentation, and change logs

Golden paths Step-by-step tutorials to execute a task utilizing the platform

Service catalog Centralized system that keeps track of ownership and

metadata for all the software (components)

Action object Description

Enterprise architect Helps with the architecture design of the platform and

roadmap based on new feature requests and observations

Product owner platform team Responsible for the platform roadmap and backlog with

incoming feature requests

Platform team Responsible for the platform by building deliverables,

releases, and deploying new platform versions

Development Guild Responsible for the golden paths

4 https://engineering.atspotify.com/2020/08/how-we-use-golden-paths-to-solve-
fragmentation-in-our-software-ecosystem/.

https://engineering.atspotify.com/2020/08/how-we-use-golden-paths-to-solve-fragmentation-in-our-software-ecosystem/
https://engineering.atspotify.com/2020/08/how-we-use-golden-paths-to-solve-fragmentation-in-our-software-ecosystem/
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Table 3. Part of the application lifecycle information and action objects.

Information object Description

Architecture The design of the application domain to deliver business value

Application domain The resources and applications needed to deliver business

value, based on the architecture

Resources The application domain resources provisioned by the platform

Application The code created and maintained by the development team

Platform feature request The requests made by the development teams for the need for

specific tools and support in the platform

Action object Description

Development team Maintains and provisions the architectural design of the

application domain and can request platform features

3.4 Computational Viewpoint

The computational viewpoint specification models the components that pro-
vide different functionalities for processing data assets and allows the lifecycle
to continue to other phases. The computational viewpoint is concerned with
developing the high-level design of the processes and applications supporting
the platform’s self-service capabilities and activities done during the lifecycles.
The viewpoint expresses models in terms of functional components of the engi-
neering platform and how different parts will interact with typed interfaces by
performing a sequence of activities. The computational viewpoint specifications
refer to specific parts of the information viewpoint. Table 4 presents different
operations.

Table 4. Part of the platform engineering operations.

Operation Description

Utilize golden paths Development teams using golden paths to adopt best

practices and use the engineering platform

Maintain golden paths Development guilds maintaining golden paths based on

platform support and best practices

Provision application domain Based on the architecture, provisioning the application

domain, including all necessary services

Deploy applications Development teams deploying their application using the

engineering platform

The main modeling concepts of the Computational Viewpoint are the differ-
ent platform components, their passive and active interfaces, and the relevant
configuration in which objects are integrated to provide their services. Depending
on the context and organization, these operations can be different. The compu-
tational viewpoint operations can be translated into golden paths, which can be
used to execute these sequences, emphasizing the importance of golden paths.
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3.5 Engineering Viewpoint

The primary goal of the engineering viewpoint is to represent the distribution of
components among different software systems and tools. The engineering view-
point tackles the problem of diversity in platform structure and gives the pre-
scriptions for supporting the necessary abstract computational interactions in
various situations, explained in the computational viewpoint. The engineering
viewpoint is also concerned with providing the management with guarantees
(transparency). These assurances are understood to manifest in planes that
enable an engineering platform to substantiate the platform engineering dis-
cipline. It will help identify the various improvements that must be made as an
organization to fully adopt platform engineering with a simplified overview and
separation of concerns. Given that most organizations will already possess an
engineering setup, it can be enhanced by reshaping it according to the model
offered from the engineering perspective.

The main modeling concepts of the engineering viewpoint are engineering
objects, containers, and channels. However, to ensure that the platform engi-
neering is correctly acknowledged, the engineering platform has been separated
into different planes based on the IDP reference architecture of Humanitec [11].5

The resource plane can be seen as the foundation for the platform and appli-
cations. The engineering platform can be separated into two features: construct
applications and enable applications to run in production, where the latter is
not explicitly modeled in this diagram (Fig. 3).

Engineering platform

Developer control plane

Development Developer
portal

Version control / IaC

Provisioning

Resource plane

Compute Data & Storage ServicesNetworking

Integration &
delivery plane

CI pipeline

Registry

CD pipeline

Monitoring &
logging plane

Observability

Security plane

Secrets &
Identity

management

Logging

 Cloud
provider

Dependencies

Interactions

Fig. 3. Planes and components of the engineering platform.

5 https://humanitec.com/reference-architectures.

https://humanitec.com/reference-architectures
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3.6 Technology Viewpoint

Technology viewpoint specifications represent the concrete dependencies between
design and implementation. The technology viewpoint is concerned with man-
aging real-world constraints, such as existing application platforms, tools, or
restrictions based on requirements and budget. The adoption of platform engi-
neering will rarely have the luxury of being a greenfield project [23]. Therefore
this viewpoint brings together information about the existing infrastructure and
technology stack. It is concerned with the selection of universal standards to be
used in the system and the allocation and configuration of resources. It repre-
sents the software components and techniques of the implemented system based
on the engineering viewpoint specifications. In Table 5, the diagram represents
the platform components and the best practices/standards.

Table 5. Part of the best practices of the engineering platform components.

Plane Component Description Best practices

Developer

control plane

IDE The local development environment. IDE & Backlog

management

Developer

Portal

Frontend for developers to interact with

the platform.

Developer portal

& ChatBot

Provisioning

service

Engine to provision application domains

and ensure governance is in place.

Microservice

Version

control/IaC

Location to store code. Git & IaC

Integration &

Delivery plane

CI pipeline Pipeline to build code and push artifacts

to the registry

Containerization

Registry Location to store releasable artifacts like

docker containers and packages.

Repositories

CD pipeline Pipeline to update the environment with

the artifacts, triggered by CI or

manually.

Containerization

Monitoring &

Logging plane

Observability Gathering and showing metrics

(dashboards, alerts)

Metrics Scraper

& Elastic storage

Logging Storing, and querying logs created by

the application running in production.

Elastic storage &

Querying tool

Security plane Secrets &

identity

management

Secrets that will be injected as soon as

the application is deployed.

Role

management &

secret manager

Resource plane Compute The resources used to run the

application based on given configurations

Docker &

Kubernetes

Data &

storage

The resources that can store data and

other artifacts like images or files.

Databases & file

storage

Networking Handles the networking tasks like load

balancing and reachability.

Load balancer &

gateways

Services Services that are needed to make the

application domain work

Example:

message broker

This viewpoint also has an essential role in the management of testing confor-
mance to the overall specification, because it specifies the information required
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from implementers to support this testing. The main modeling concepts of the
technology viewpoint are components, standards, and in our case, best practices.
Since the engineering platform is a central collection of tools, services, and auto-
mated workflows, which can differ for each organization and environment, this
viewpoint does not focus on state-of-the-art tools, unlike the Humanitec IDP
reference architecture [11].

4 Case Study

Several research activities were conducted to implement and validate the pro-
posed Platform Engineering Reference Model in a software organization and con-
text. We initially assess the viability of generating a conceptual design using the
reference model within an organizational context to verify its utility in platform
engineering design. This is followed by creating a basic proof-of-concept, derived
from the conceptual design, for an engineering platform to test its technical
relevance. Finally, we undertake experiments to evaluate the implementation’s
effectiveness and added value. The case study for the conceptual design is carried
out in a Dutch online retailer.

4.1 Conceptual Design

This case study utilized the PE-RM to design platform engineering for a
software-based Dutch online retailer. The analysis illuminated the organization’s
current practices, highlighting areas for improvement. A significant finding was
the communication gap between the platform and development teams, affecting
productivity and development processes. This insight emphasized the need for
improved organizational cooperation, leading to the suggestion of development
guilds, platform versioning, and the introduction of golden paths for standard-
ized application provisioning. These golden paths ensure not only consistent
application onboarding but also reduce cognitive load on developers.

The computational viewpoint indicated that golden paths could refine opera-
tional processes, simplifying operations and boosting software quality. Based on
the performance analysis, there is a significant improvement that can be made
with the adoption of golden paths and standardization. From the engineering
and technology viewpoint, integrating tools like the Backstage developer portal
would bolster platform engineering capabilities, fostering better communication
and service discoverability. The PE-RM’s application in the study showcased its
capability to offer tailored platform engineering solutions. The study reinforced
that successful platform engineering is not just about new tools but aligning
them with organizational needs. Embracing a developer portal will streamline
integration and adoption, laying a foundation for efficient platform engineering,
serving as a blueprint for other organizations.



188 R. van de Kamp et al.

4.2 Technical Implementation

Derived from the observations and opportunities gathered in the conceptual
design, we did a separate technical implementation as proof of concept. The
architectural design for the engineering platform is illustrated in Fig. 4. Guided
by the PE-RM’s engineering and technology viewpoints, this design highlights
the platform’s components, their functions, and associated design choices, under-
scoring the value of an engineering platform.

Compute Data & storage Networking Services

Resource plane

Development Developer portal

Version Control CD pipeline

Registry

CI pipeline Logging

Observability

Secrets & identify management

Developer control plane Integration & delivery plane Monitoring & logging plane Security plane

Engineering platform

Provisioning

Fig. 4. Technical implementation: engineering platform infrastructure design.

The prototype’s primary goal is to demonstrate key platform engineering
features, rather than tool choices. To achieve this, we used Otomi6, an open-
source Platform as a Service system. The framework integrates multiple tools
tailored to fit our needs. Additionally, we’ve customized it to add new functions,
including integration with tools like Backstage.

This technical execution focuses on two crucial areas of the application lifecy-
cle that demonstrate platform engineering’s significance: (1) application domain
provisioning and (2) observability and logging. For domain provisioning, we’ve
introduced golden paths that guide development teams in setting up the appli-
cation domain, as shown in Fig. 5. These paths handle application provisioning,
pipelines, metrics exposure, and deployment configurations. For observability
and logging, utilizing these golden paths ensures alignment with the platform’s
default logging and metric tools. There are ready-made dashboards, offering pre-
cise and default metrics across all applications. If an application logs messages,
these are automatically collected, enhancing visibility. Thus, the platform offers
self-service features that refine development teams’ application lifecycles.

6 https://otomi.io.

https://otomi.io
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Fig. 5. Technical implementation: golden paths.

4.3 Experiments

Several experiments were conducted to validate and highlight the value of the
technical implementation. To measure the engineering platform’s usability and
productivity, we conducted a study assessing software developers’ perceived pro-
ductivity enhancements. We also showcased a demo and distributed a question-
naire to platform experts for their feedback. Ten participants, ranging from stu-
dents to senior developers, were involved in the productivity and usability study.
These participants performed different tasks and afterward completed a ques-
tionnaire. Additionally, five platform experts, including engineers, architects,
and tech leads, participated in another study to gather a diverse set of feedback.

Two key performance metrics emerged from the productivity analysis in the
conceptual design: application onboarding time and developer onboarding time.
The application onboarding time is the time it takes to create a new application
and get it into production with all the requirements. The developer onboarding
time is the time it takes for a developer to deploy their first application into
production. Before the study, participants estimated an average of 7 h to onboard
an application. However, the results showed a significant reduction in onboarding
time when using an engineering platform (Fig. 6).

Usability feedback was generally positive. The platform’s ease of use aver-
aged a rating of 4 out of 5, with participants experiencing that 90% of the work
was managed by the platform. Moreover, we observed that the most likable fea-
tures are Backstage and golden paths, as it support developers onboard new
applications, including configurations and standardization. From the platform
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Fig. 6. Experimentation results.

perspective, feedback underlined the implementation as exemplary but noted
potential integration challenges with existing systems due to Otomi. Neverthe-
less, all experts acknowledged its value and recommended this technical app-
roach.

5 Discussion

During this research, we have achieved several milestones in relation to platform
engineering. First, we have modeled platform engineering within a comprehensive
reference model by deploying a multi-viewpoint approach. This method allowed
us to dissect and explore platform engineering from various angles, resulting in a
rich and detailed model that captures the inherent complexities of this discipline.
Second, we delved into the complexity of implementing platform engineering by
conducting a case study in which we created a conceptual design and technical
implementation guided by the PE-RM. This technical implementation is further
validated by experiments gaining insight into the added value of platform engi-
neering by evaluating the productivity of developers. Third, we validated our
reference model, demonstrating its utility and validity. Our validation confirmed
that the model is theoretically sound and practically applicable, making it a
valuable tool for organizations. The experiments exposed the added value of a
drastically reduced onboarding time. Together, these achievements underscore
the potential and value of the reference model as a guideline for organizations
seeking to adopt platform engineering.

Regardless, challenges arise due to the lack of scientific research in this area,
making systematic reviews difficult. Additional empirical data collection and
analysis are critical to further support the model’s validity. The experiments
are focused on a select number of metrics, which do not cover all the aspects
of platform engineering integration. The context-dependent nature of platform
engineering may limit the model’s broad applicability, as implementations could
vary significantly across organizations. The environment in which a platform is
introduced could also play an important role, where we focussed on a cloud envi-
ronment and not on an on-premises environment. While the model is deemed
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beneficial for numerous organizations, it may not align seamlessly with all con-
texts, representing a recognized limitation. To strengthen and increase the rel-
evance of the proposed model, further, diverse validation efforts, both quanti-
tative and qualitative, across different organizational types are recommended.
This could help to investigate the trade-off that must be made between the
costs that integrating platform engineering entails versus what it delivers, which
is currently not covered in this research.

6 Conclusion and Future Work

To conclude, in this paper, an understanding of platform engineering is presented
through a reference model based on the RM-ODP framework. The validation
and implementation of this reference model within a software organization are
demonstrated, including a conceptual design and technical implementation. The
proposed reference model will be a helpful tool for organizations to adopt plat-
form engineering efficiently. While our findings are based on a single case study,
we assume that this reference model applies to different types of organizations.

Future work involves three fronts: explore the integration of platform engi-
neering across different organizational styles, enabling the model’s customization
for broader contexts and thus enhancing its applicability and utility; implement
platform engineering to gather more empirical data on the effects of platform
engineering integration in the long term, including a broader range of productiv-
ity metrics; and investigate the trade-off between the investment of integrating
platform engineering and the benefits it brings to the organization.
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under grant agreements 101094227 (BlueCloud 2026 project) and 860627 (CLARIFY
project) and partially supported by LifeWatch ERIC and Dutch NWO LTER-LIFE
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Abstract. The term Enterprise Architecture (EA) Debt has been
coined to grasp the difference between the actual state of the EA and
its hypothetical, optimal state. Since its first definition in 2019, differ-
ent theses have been conducted on the topic, and different articles have
been published working on and with the term EA Debt. Consequently,
using different terms has evolved to describe different phenomena within
the domain. Due to the different authors involved in this development,
perceiving these terms might differ. To avoid misunderstandings and to
ease common understanding of the domain, we propose an ontology for
the domain of EA Debt. We rely on a lightweight methodology for rapid
ontology engineering (UPON light) and the Unified Foundational Ontol-
ogy (UFO) to engineer our ontology.

Keywords: Enterprise Architecture Debt · Ontology · Knowledge
Base

1 Introduction

Digital transformation comes with opportunities and challenges, such as
business-IT alignment [47] (BITA). A holistic view is required to achieve BITA
that helps understand the impact of products, employees, and business mod-
els [39]. One solution that provides a holistic view is Enterprise Architecture
(EA) [33], which provides methods and tools to align business with IT, oper-
ationalize the business strategy, and can drive innovations [34]. EA provides
transparency utilizing business-related views, application landscapes, and infor-
mation technology sketches [33,53].

EA has often been established in many large organizations, and related
research elaborates on various frameworks, methods, and tools [29,32]. Orga-
nizations’ EAs usually reflect this evolution through an organically grown archi-
tecture with many artifacts and systems implemented. Simultaneously, the gen-
eral perception of EA is bureaucratic, document-centric, and hampering agility
due to its focus on long-term effects [10,52]. However, there might be significant
discrepancies between long-term EA objectives and individual projects, causing
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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https://doi.org/10.1007/978-3-031-54712-6_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54712-6_12&domain=pdf
http://orcid.org/0000-0001-5403-7720
http://orcid.org/0000-0003-0478-9347
https://doi.org/10.1007/978-3-031-54712-6_12


Towards a Knowledge Base of Terms on Enterprise Architecture Debt 195

conflicts due to a misalignment between EA plans and business needs. These
conflicts could be: (1) Complex application landscapes with legacy systems and
redundancies; (2) Outdated or incomplete EA artifacts and documentation; or
(3) Procedures and organizational units in EA management that hamper IT
innovations.

These conflicts are caused by past decisions that might have been justified
at the corresponding time. Still, due to organizational change, these changes
might not be reflected in the application landscape. To cope with this challenge,
Hacks et al. proposed the term EA Debt to describe those results from past
decisions that hamper changes in the organization [22]. Like technical debt, EA
Debt represents obstacles moving from the current EA (as-is) towards a desired
to-be-landscape. In contrast to technical debt, EA Debt provides a more holistic
view, not just encompassing technical systems but also processes, organizational
units, and regulations.

Since the first definition of EA Debt in 2019 [22], different works have
been conducted within the domain. Naturally, different terms have evolved to
describe different phenomena within the domain, and due to the different authors
involved, the perception of terms might differ. To avoid misunderstandings and
to ease common understanding of the domain, this work has the Research Objec-
tive to develop an ontology for the domain of EA Debt.

The rest of this work is structured as follows: Next, we go into more detail
about the concept of EA Debt and present the research already conducted in the
field. Then, we explain the research method we followed to build our ontology,
followed by a demonstration of the ontology on an example from previous EA
Debt research. Before we conclude the work and discuss the ontology’s implica-
tions, we present related work on ontologies in EA and technical debt.

2 Background

The digitalization of organizations is accompanied by agile methods, which is
a challenge for EA, as the time to define proper target architectures becomes
reduced [49]. This is caused by product owners preferring short-term business
value over sustainable architectural solutions. At the same time, approaches that
ease long-term architectural solutions are scarce [19,50].

To address this challenge, Hacks et al. [22] extend the concept of Techni-
cal Debts, which describes past technical shortcuts that hamper IT develop-
ments [12,37], to the EA domain by suggesting a more holistic view on the
organization. Concretely, Hacks et al. [22] originally defined EA Debt as “a met-
ric that depicts the deviation of the currently present state of an enterprise from
a hypothetical ideal state”. Such a deviation can result from (1) decisions that
are expedient in the short term but cause future changes to be more costly or
(2) from a deviation in the actual EA that might have arisen due to changes in
the valuation. The latter arises when an original decision aligns with the optimal
EA, but a recent change in the strategy leads to another optimal EA, while the
first hampers implementing better solutions immediately.
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Research conducted in the field of EA Debt can be separated into two
streams [2]: On the one hand, research related to the technical aspects of EA
Debt. On the other hand, research elaborates on the socio-technical aspects of
EA Debt.

Most of the research is related to technical aspects of EA Debts. Salentin and
Hacks [41] defined the term EA Smell and published the first set of EA Smells
together with a prototype that could identify some of the smells in ArchiMate
models. Lehmann et al. [35] and Tieu and Hacks [48] continued in this line
of research by finding other smells based on known anti-patterns and software
architecture smells. Smajevic et al. [46] developed tool support to identify EA
Smells in an automatized way in EA models.

Given a set of EA Debts, Yeong et al. [55] provide a method to prioritize
which EA Debt to solve next. They adapt portfolio theory and utility functions
to prioritize different EA Debts based on an organization’s preferences. Having
this prioritization, refactoring is necessary, presented by Liss et al. [38] to guide
the removal of the respective debts. Slupczynski et al. [44] propose a process for
evaluating the prudence and recklessness of enterprise architecture debts.

The technical proposals are framed by research on the socio-technical aspects.
For instance, Alexander et al. propose a process to manage EA Debts [2]. It
is suggested first to identify and collect EA Debts, assess and prioritize, and
finally, remove or monitor actively. Here, the work of Jung et al. [28] provides a
workshop format to identify EA Debts and EA Smells that cannot be detected
solely relying on EA models. This was further developed by Daoudi et al. [13]
to be more time efficient and also to consider when an EA Debt has a negative
influence on an organization.

Finally, Hacks and Jung [23] conducted a first experiment to evaluate if the
concept of EA Debt leads to a better EA. Therefore, they taught a group of
students the concept. Afterward, the students were supposed to model a fictitious
organization, and experts compared these models to models from student groups
that did not know the concept. However, a positive effect could not be found in
the experiment.

3 Method

To build our ontology to reason about the domain of EA Debt, we rely on the
Unified Process for Ontology building (UPON) lite [14], which is a simplified
version of UPON [15]. UPON lite is designed to enable domain experts with
no deeper knowledge of ontology engineering to develop their ontology. As the
authors of the article can be considered domain experts for EA Debt due to
their involvement in a substantial amount of articles in the field and missing
experience in the development of ontologies, UPON lite is deemed a well-suited
solution to accomplish the overall goal of unifying the different terms in the
domain.

UPON lite comprises six steps (cf. Fig. 1). In the following, we give a short
recap on the single steps and how we realized them to build our ontology:
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Fig. 1. Steps to Build an Ontology according to UPON lite [14]

1. Lexicon: In the first step, a lexicon of all terms in the domain is created. This
lexicon is a flat list of undifferentiated terms that also includes synonyms.
To create such a lexicon, we considered all papers citing the original paper [22]
suggesting the definition of EA Debt. We only excluded papers not in
English or not available for download and added two papers in the publish-
ing process [13,23]. Next, we identified 1150 keywords in all papers via Yet
Another Keyword Extractor (YAKE) [11]1 and removed all duplicates and
non-relevant keywords (e.g., author names). The resulting lexicon comprises
117 entries and can be found in github2.

2. Glossary: The second step aims to unify the lexicon by identifying syn-
onyms and providing a textual description of the single terms. Moreover,
more semantics can be added to the terms, e.g., by relying on established
foundations like the Unified Foundational Ontology (UFO) [21] or the Object,
Process, Actor Modeling Language (OPAL) [16].
Accordingly, we identified synonyms and provided a textual description of
56 terms. Additionally, we first classified the terms according to UFO [21]
as it is an established approach in our community and provides good tool
support with its integration into Visual Paradigm. The glossary can be found
in github3.

3. Taxonomy: The third step focuses on defining a taxonomy of the terms
within the glossary. I.e., one establishes a hierarchical “is a” order among
the terms. Moreover, this step also evaluates the previous two steps in which
unnecessary terms are removed, and missing terms can be added.
Structuring the terms into a taxonomy, we identified 33 top-level concepts, 20
first-level specifications, and three second-level specifications. The resulting
taxonomy can be found in github4.

1 We used the following parameters: NGRAM = 3,Keywords Number =
50, Deduplication Threshold = 0.5.

2 https://github.com/simonhacks/ead ontology/blob/main/Keywords.xlsx.
3 https://github.com/simonhacks/ead ontology/blob/main/Definitions.xlsx.
4 https://github.com/simonhacks/ead ontology/blob/main/Taxonomy.xlsx.

https://github.com/simonhacks/ead_ontology/blob/main/Keywords.xlsx
https://github.com/simonhacks/ead_ontology/blob/main/Definitions.xlsx
https://github.com/simonhacks/ead_ontology/blob/main/Taxonomy.xlsx
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4. Predication: The fourth step determines the relevant attributes of the dif-
ferent concepts in an ontology. Generally, three types of properties are dif-
ferentiated: atomic properties (AP), complex properties (CP), and reference
properties (RP).
Due to our focus on defining terms and often missing information about the
concrete properties of certain concepts, we decided to neglect this step for
now.

5. Parthood: In the fifth step, the concepts are analyzed towards their archi-
tectural structure. In other words, PART-OF relations among these concepts
are identified and documented.
We identified 22 PART-OF relations between the terms. We also added 24
terms, which we recognized were complementary to existing terms. Finally,
we clustered the different terms into 5 clusters that refer to the main concepts
in the domain of EA Debt.

6. Ontology: Finally, the ontology is constructed based on the findings from
the previous steps. Additionally, domain-specific relations and constraints,
such as cardinalities, are added, and the ontology is documented in a formal
language.
We documented the ontology within Visual Paradigm following UFO [21].
The resulting ontology is presented in Sect. 4 along with its basic concepts.
The ontology is available on github5.

Fig. 2. Business domain ontology

4 Ontology

The ontology was split into five diagrams, representing five domains, namely
Enterprise Architecture (EA), Technical Debt (TD), Software Engineering (SE),
5 https://github.com/simonhacks/ead ontology/blob/main/ead-ontology.vpp.

https://github.com/simonhacks/ead_ontology/blob/main/ead-ontology.vpp
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Fig. 3. EA domain ontology
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Fig. 4. Modeling domain ontology

Fig. 5. SE domain ontology

and smaller Business and Modelling domains. In each diagram, keywords and
their relations are presented, ordered hierarchically to improve readability. Each
keyword is colored to indicate its UFO classification. Due to the page limita-
tion, the roles and features of ontology classes, relationships, and attributes are
explained and available on github6.

Enterprise Architecture. The first domain is EA [54], which is the most relevant
to our study. It is tightly related to other domains, spanning the Business, Data,
Application, and Technical layers. As presented in Fig. 3, the EA domain focuses
on representing information, and EA Debt [22] is at the center of focus. During
the work on the ontology, we observed some points worth considering: Although

6 https://github.com/simonhacks/ead ontology.

https://github.com/simonhacks/ead_ontology
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Fig. 6. TD domain ontology

Architecture is a big part of EA, in the identified keywords, this is not reflected.
In the publications, there is no focus on architecture and projects, but instead
on financing (as seen by the emphasis on debt [43] and risk aversion [55]), as
well as conveying knowledge (as seen by the focus on representation [20] and
stakeholders [31,45]).

Notably, we recognized a change in the used definition of EA Debt, no longer
including the aspect of being a metric, thus defining it as: ”the deviation of the
currently present state of an enterprise from a hypothetical ideal state.” (e.g.,
[23]). This is mainly motivated to better differentiate between cause (debt) and
symptom (smell), initially manifested in a single definition. As this eases the
understanding of the concept, we also follow this differentiation. Furthermore, a
discussion arose around the phrase ”hypothetical ideal state” as it is impossible
to determine. One suggestion is to use ”planned future state” instead. However,
we do not think this properly reflects the idea beyond EA Debt as a planned
future state does not need to be flawless and thus still can incorporate EA Debts
that are consciously taken but should be documented.

Given how young the field of EA Debts is, one can only expect the ontol-
ogy to change and grow with time. This is rightfully so, as with each piece of
information, there will be more clarity about the definitions and relations of the
terms.

Technical Debt. The second domain (cf. Figure 6) concerns TD. TD is an insep-
arable part of EA Debts. It involves the debt committed on the Technical and
Application layer. It is tightly related to the product and has been studied longer
than EA Debts. Even though the two are inseparable, based on the identified
keywords, there is a gap in their consideration in papers related to EA Debts.
We observed that only one of two metrics is discussed, leaving the review of
the principal insufficient. Similarly, considering the TD classification proposed
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Fig. 7. Instantiation of the Ontology for an Intermediate Interface.

by Fowler [17], only inadvertent debt got enough attention to appear as one of
the identified keywords. This might indicate a lack of research into other debt
classes.

As the concepts of TD and EA Debt are related to Financial Debt, one can
observe that many keywords on the diagram are from the financial sector.

Software Engineering. As the area of SE has been studied longer, it was easier
to identify the underlying relations between the identified keywords. As seen in
Fig. 5, the diagram presents a small part of a SE ontology composed of keywords
often appearing in the context of EA Debts. However, it still provides valuable
information. It is related to TD through Refactoring [18], which pays back the
TD made visible through Code Smells. It is also associated with EA through the
consideration of Architecture. The limited review of Architecture in the context
of EA Debt indicates that SE is closer to TD than EA. This is further supported
by the definition of EA, which focuses more on Business and Data, leaving the
Technical aspects compared to TD.

Business. The Business domain (cf. Figure 2) focuses on the process and aspects
enabling or blocking it. Relevant business information can be modeled to support
stakeholders in evaluating the business processes [51]. However, business seems
to be a supporting domain as it does not result in many relevant keywords.

Modeling. Modeling is a supporting domain for the entire ontology and is shown
in Fig. 4. It represents the functionality needed to assess the state of other
domains, especially business, EA, and SA.
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Fig. 8. Instantiation of the Ontology for Calculating the Optimal Portfolio.

5 Demonstration

We create concrete instances based on previously reported cases to showcase
the developed ontology. More concretely, we illustrate one case from the first
publication [22], one case elaborating on the prioritization of EA Debts [55], and
one case introducing the concepts of prudence [44]. We opted for these cases as
they cover many aspects captured in the ontology.

The first case [22] takes place in a company in the banking domain, which
is step-by-step moving its applications from the mainframe to the cloud. Two
applications that depend on each other should go to the cloud. However, due to
delays, one of the applications cannot be moved to the cloud at the same time
as the other application. Therefore, an intermediate interface between the cloud
and the mainframe needs to be implemented that is not part of the envisioned
optimal EA and, thus, causes an EA Debt. The instantiation of this example
can be found in Fig. 7.

The second case [55] illustrates how a company can decide which project
to conduct to find the optimal amount of EA Debt according to their risk aver-
sion. Therefore, five project options are envisioned with their respective portfolio
risk and expected return. To explain the computation of these parameters, one
project is presented in more detail, with four different EA Debts. The principal,
the interest, and the interest growth rate are given for each EA Debt. Addition-
ally, the covariance between the EA Debts is provided to calculate the portfolio
risk and the expected return. The instantiation of this example can be found in
Fig. 8.
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Fig. 9. Instantiation of the Ontology for Prudence in EA Debt.

The third case [44] presents a toy example where an enterprise faced with
complex maintenance of a core functionality project decides to work on reduc-
ing TD through refactorings and enforcing architecture guidelines. The conflict
between on the one hand time and budget constraints and on the other hand
the importance of new functionality forces the enterprise to evaluate the pru-
dence and recklessness of two potential scenarios using the Prudence Evaluation
Process (PEP). In the first scenario, the guidelines are violated by deploying
on the legacy system, saving time and resources. The second scenario is where
policies are followed by deploying the modern system while spending more time
and resources on integration with the core functionality. The instantiation of
this example can be found in Fig. 9.

6 Related Work

One stream of research that links ontologies and EA uses ontologies to describe
EA itself. As such, Kang et al. [30] describe an ontology that provides more
detailed semantics about EA and facilitates communication around the different
stakeholders. Therefore, they define three different ontologies. One ontology to
explain business terms, one for the elements of the EA, and finally, the different
concepts are linked via relationships. Al Hadidi and Baghdadi [1] propose an
ontology to model the interaction between different organization types. They
focus on loosely coupled enterprises that join forces to provide new services and
temporary cooperations to access new markets. Similarly, Janulevičius et al. [27]
suggest an ontology to reflect on the security properties of cloud computing in
EA. Mainly, they focus on security controls for the essential documents and
integrating the ontology into EA modeling.
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Another direction of research elaborates on linking EA models with concrete
ontologies. For example, Hinkelmann et al. [25,26] use EA models to have a
graphical organization representation and integrate them with machine-readable
enterprise ontologies. Therefore, they map the EA modeling notation to a respec-
tive ontology that provides additional information to make the graphical repre-
sentation machine-readable. Another angle is taken by Bakhshandeh et al. [9]
and Antunes et al. [5,6], who use ontologies to integrate ArchiMate with different
other modeling languages that are better suited for specific domains. Moreover,
their integration of ArchiMate and ontologies allows a better analysis of the
model.

A third facet of related research uses ontologies to enrich existing EA mod-
eling approaches with new concepts. Azevedo et al. [7,8] perform an ontological
analysis on the concepts of resources, capabilities, and competencies and extend
ArchiMate to be able to cope with these concepts in the domain of portfolio man-
agement. Other approaches enrich ArchiMate to allow risk analysis [40] based on
the Common Ontology of Value and Risk, perform value modeling [42] illustrated
on the case study of a low-cost airline, or incorporate trust [4] demonstrated on
a COVID-19 data repository.

Finally, there is research that elaborates on ontologies for Technical Debt.
However, research in this direction is scarce. We could only identify three works
that use ontologies to structure knowledge around Technical Debt or use it for
its analysis. Firstly, Alves et al. [3] propose a first step to an ontology of terms
of Technical Debt. Secondly, an ontology has been proposed for a more concrete
instance of Technical Debt, i.e., Requirements Debt [36]. And finally, Händler
and Neumann [24] suggest an ontology for refactoring in game design, which is
used in a teaching case.

7 Conclusion

In this work, we have presented a first step to an ontology describing the domain
of EA Debts. To achieve this, we analyzed the existing publications in the field,
identified the most relevant keywords, and arranged them in the ontology. More-
over, we added further concepts that were missing. Those concepts seem to be
understudied in the domain as they are usually considered in the domain of
Technical Debt but do not appear in research related to EA Debt. Thus, this
draws an opportunity for future research.
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From a methodological point of view, we recognized a lack of tool support
for extracting keywords from articles. We were forced to perform significant
manual work to enable the analysis, as the articles are often solely provided in
semi-structured format (PDF).

Finally, this is the first attempt to structure the knowledge in the domain
of EA Debt. This is a continuous effort; the ontology needs to be updated as
the field develops. Moreover, we plan to perform other actions to improve the
ontology, e.g., by interviewing researchers and practitioners to grasp concepts
not documented in scientific articles.
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Abstract. The popularity of microservices has increased over the past
decade due to their potential benefits for distributed enterprise applica-
tions. Developing and maintaining a microservices architecture (MSA)
is challenging, amongst others because the size (granularity) of the
microservices has an impact on most system properties, such as, e.g.,
maintainability, performance, and scalability. Currently, architects deter-
mine the granularity of the microservices by identifying bounded contexts
or business capabilities, which is mainly based on their experience. This
paper presents a quantitative assessment method to evaluate the gran-
ularity of the microservices for improved system maintainability. The
method is based on a set of metrics that are relevant for maintainabil-
ity, namely change coupling, structural coupling, weighted service inter-
face count, lines of code, service interface data cohesion, and change
frequency. By evaluating these metrics, focusing on coupling, cohesion,
and size, the method can assess refactors of an architecture in which
microservices are merged or decomposed. We validated our method with
three open source microservice-based projects with different sizes and
structures. Our method can substantiate the design decisions concerning
the granularity of microservices, identifying services that are candidates
for merging and decomposition towards maintainability evolution, with
clear benefits particularly for enterprise applications.

Keywords: microservices architecture · granularity · maintainability ·
service coupling · service cohesion · change coupling

1 Introduction

The popularity of microservices for the development of enterprise applications
has increased tremendously over the past decade. Microservices are acclaimed to
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bring a wide range of benefits over monolithic applications (monoliths), such as
language agnosticism, improved scalability and maintainability. However, adopt-
ing a microservices architecture (MSA) can be challenging. For instance, guaran-
teeing data consistency in MSA with multiple databases may require significant
effort [15]. Transactions in coarse-grained systems are encapsulated in a single
service, which facilitates handling data consistency. However, if the granularity
level of a coarse-grained system enforces tightly-coupled services, this can signif-
icantly reduce the maintainability and scalability of a system. Hence, one of the
main challenges in MSAs is the definition of an appropriate level of granularity
for the microservices [14].

Maintainability is strongly influenced by the granularity of the microservices
[5]. It is generally expected that the maintainability of an application improves
when an MSA is adopted, because different development teams can be assigned
to specific microservices and work in parallel [16]. However, if the granularity
of the microservices architecture is not properly designed, dependencies among
microservices can result in a maintenance nightmare. This tight coupling can
enforce change propagation, which requires developers to update multiple ser-
vices as a consequence of changes in one service. Since maintainability is a chal-
lenge in MSA [5], we investigated the assessment of microservices granularity
from a maintenance perspective. Domain-Driven Design (DDD) [9] is an app-
roach that can be used to define the granularity of the microservices at design-
time by determining boundaries (the scope) of the services. However, DDD does
not offer concrete decision support, since it only outlines how bounded contexts
can be identified for each domain concept [22], relying on (expensive) experienced
architects to get appropriate results, which are still prone to subjectivity.

This paper presents a method to assess the granularity of microservices with
respect to maintainability. The method is based on metrics that are relevant
for maintainability, namely change coupling, structural coupling, weighted ser-
vice interface count, lines of code, service interface data cohesion, and change
frequency. By evaluating these metrics, our method can assess refactors of a
microservices architecture according to maintainability requirements. To auto-
mate the execution of this method and capture these metrics, we reused available
tools and developed features to extract relevant information from code reposito-
ries. We validated our method with three open source projects of different sizes
and structures, and this paper discusses two of them. Our results show that
the design decisions identified by our method are mostly in accordance with the
maintainability evolution as perceived by the experts involved in the investigated
projects, which indicates that our method can be potentially used as a compo-
nent in a design decision support tool especially for enterprise applications.

This paper is further structured as follows: Sect. 2 discusses related work,
Sect. 3 describes our research approach, Sect. 4 defines the metrics to assess the
granularity of microservices from a maintenance perspective used in our method,
Sect. 5 introduces our assessment method, Sect. 6 describes the validation of our
method and Sect. 7 gives our final remarks.
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2 Related Work

Inherent to the popularity of microservices is the intensive research on this topic.
However, we found only a few publications that focus directly on assessing the
granularity of microservices. A method to collect coupling metrics at runtime
with focus on monitoring the evolution of maintainability in an MSA is intro-
duced in [3]. Although their results are promising, as the evolution in metrics
seems to correspond with the architectural evolution of the system, their method
does not assess cohesion and requires a test suite covering the complete system,
which decreases the accessibility of their method as such a test suite is not always
at hand. Our research addresses these limitations by introducing metrics that
capture cohesion as well as coupling and size, providing a different perspective
for evaluating maintainability in relation to granularity.

A method based on Model-Driven Engineering techniques is introduced in
[8], which provides insight into the evolution of different quality attributes of an
MSA in reaction to architectural changes. An obstacle to using their approach
is that a model of the architecture is required. Although there are techniques
to automatically recover architectures from MSAs [2,10,11], these techniques
require specific input data that is not always available. In contrast, our work
focuses primarily on maintainability and uses metrics that can be automatically
obtained from the software and version control data. Our research complements
existing works by offering a different method that uses a larger metric suite and
improves the understanding and evaluation of microservice architecture quality.

3 Approach

This section discusses the problem context, our research steps and the selection
of cases to develop and validate the method.

3.1 Problem Definition

Currently, practitioners identify service boundaries (and therefore their granu-
larity) primarily based on their experience and insight without making use of
any frameworks or tools, except for DDD [9,22]. However, DDD fails to offer
concrete decision support, leaving room for subjectivity, and we can never be
sure that sufficient experience for determining microservice boundaries is avail-
able in each MSA-based project. Furthermore, it is not possible to define some
generic optimal granularity values that apply in all circumstances, since varying
system requirements often require different levels of granularity. For example,
while finer-grained services are locally less complex, the whole application may
become less flexible if these services are tightly coupled. Hence, a method to
support granularity decisions cannot be agnostic with respect to system require-
ments, i.e., it should consider granularity from the perspective of some specific
requirement.
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Design decision support for the definition of microservices’ granularity is
a relevant open issue for both practice and research [21], which calls for the
development of a method that supports the definition of granularity for improved
maintainability based on assessment of microservices. The goal of this research
has been to develop such a method, which should be able to reduce the need for
experience in making choices on microservice granularity.

3.2 Research Steps

Our research approach consisted of seven steps: Literature review, Requirement
elicitation, Instrumentation, Case selection, Data collection, Data analysis and
Validation. With a systematic literature review we identified a set of maintain-
ability metrics that are applicable to MSA. We then selected metrics that com-
plement each other, aiming to cover maintainability aspects in our assessment
method.

Based on the maintainability metrics, we formulated two sets of requirements:
(1) for the software projects we used as cases; and (2) for the instrumentation
we selected. We identified 3 cases, selected 4 tools and developed a script for
calculating change frequency and for data cleaning. Subsequently, we performed
data collection from the selected cases. The preparation of the data (extracting
and cleaning) was an essential step in our research. The compatibility of the
tools with the selected cases is not always a given: it was not possible to derive
certain metrics for some cases while for others some case-specific adjustments
to the instrumentation were made. For some metrics, manual interventions were
inevitable and additional steps that had to be taken were project-specific.

In the data analysis step, we analysed the different metrics obtained during
our assessment, calculating the metrics per refactor type. Expert opinion was
used to validate whether the findings of our assessment method corresponded
with reality, where the experts were architects or developers involved in the real
refactor(s) of the cases. During these semi-structured interviews, the experts were
asked about the team’s intentions for a refactor, i.e., which system property they
tried to improve by that refactoring, and the aftermath, i.e., the extent to which
the refactor can be considered successful. Finally, the findings of our assessment
method were compared to the statements of the interviewees for each case. The
validity of our assessment method depended on whether it could reflect the same
evolution in maintainability as experienced by the experts.

3.3 Cases Selection

We selected three freely available cases, which are MSA-based open source appli-
cation projects. An important requirement is that in each project different code
releases were properly stored in a version control system (Git), so that we could
access this code before and after each code refactor. In addition, each applica-
tion should be implemented to address real-life business needs, i.e., it should not
be a sample application for demonstration purposes. Each project should also
provide refactor(s) in which the granularity of the application was affected.
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To be able to draw conclusions on the generalisability of our method, we
covered the following additional requirements: (i) a smaller application consist-
ing of less than 3 services; (ii) a large application consisting of more than 10
services; (iii) an MSA using orchestration; (iv) an MSA based on choreography;
(v) a system using synchronous API calls; (vi) a system communicating asyn-
chronously via events (Pub-Sub message brokers); (vii) an open-source project
and; (viii) a project developed in an enterprise context. In this way, we aimed
at capturing development experience in terms of the architectural reasons for
rearranging microservices in each of these refactors.

4 Maintainability Metrics

This section discusses the metrics and heuristics that we selected to assess main-
tainability in MSAs, based on [6].

4.1 Size Metrics

Lines of code (LOC) refer to the number of lines of code of the service imple-
mentation, from which blank lines and comments are excluded. This is a popular
but controversial metric, as it is influenced by the verbosity of the programming
languages [6]. However, we considered LOC due to its direct relation to complex-
ity. Since the freedom of choosing a programming language (polyglot program-
ming) is one of the claimed benefits of microservices, other complexity metrics
such as, e.g., cyclomatic complexity are hard to measure as the required tooling
is language-dependent. However, a strong correlation exists between LOC and
cyclomatic complexity [12].

Since LOC may not be ideal to assess an MSA with microservices imple-
mented with different programming languages, we complemented it with
Weighted service interface count (WSIC), which is a size metric proposed in
[13] that considers the number of operations exposed in the interface of a ser-
vice. Intuitively, it can be an appropriate indication for maintainability, as a
higher number of operations implies a more complex service, and higher com-
plexity for the system as a whole, since more operations directly require larger
implementation and testing efforts. This metric can be weighted in different ways
to account for the number and complexity of the parameters of each operation,
but in the absence of validated weighting methods, we used the default weight
of 1. Thresholds to interpret WSIC values are given in [7].

4.2 Coupling Metrics

Two software modules s1 and s2 are structurally coupled if there are code or
structural dependencies between them. In the context of MSA, such a structural
dependency can be, e.g., in the form of service calls or a producer-consumer
relation. A definition of structural coupling (SC) specifically for microservices is
given in formula (1), based on [18].
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StructuralCoupling(s1, s2) = 1 − 1
degree(s1, s2)

∗ LWF ∗ GWF (1)

This definition is based on the local weighting factor (LWF) and the global
weighting factor (GWF), defined by formulas (2) and (3), respectively.

LocalWeightingFactor(s1, s2) =
1 + outdegree(s1, s2)
1 + degree(s1, s2)

(2)

GlobalWeightingFactor(s1, s2) =
degree(s1, s2)

max(degree(all_services))
(3)

LWF considers the degree and the out-degree from service s1 to service s2,
where the degree represents the total number of structural dependencies between
s1 and s2, and the out_degree(s1, s2) the number of dependencies among the
total degree that is directed from s1 to s2. GWF weighs the degree between
two services with the highest degree between a service pair of the application,
considering all combinations of services in the application as possible pairs. SC
is a normalised metric, and a value close to 1 indicates high structural coupling.
Since this metric has been validated in 17 open-source projects, we considered
it in our method as originally intended [18].

Change coupling (CC) between two software artefacts, also known as logical
coupling, is defined as “the implicit and evolutionary dependency of two software
artefacts that have been observed to frequently change together during the evo-
lution of a software system” [17]. “Changing together” can be defined in many
alternative ways, and the most appropriate definition depends on the purpose of
the analysis. In our method we consider all revisions in the version control data
of a service that were committed within an interval of a day as a logical change
set, and artefacts that change simultaneously in a large number of change sets
as change-coupled. This metric can uncover relations between software artefacts
that are not explicitly present in the code of a system. This makes the metric
appealing to apply to MSAs, as it is able to reveal hidden dependencies regardless
of hindrances such as REST calls and event buses, which obstruct code-based
analyses from discovering these relations [20]. Furthermore, this metric is pro-
gramming language-agnostic, since it can be directly derived from the version
control history [17].

4.3 Cohesion Metrics

Change frequency (CF) is another metric that can be extracted from version
control data. In MSAs, this metric corresponds to the number of times a ser-
vice is modified (i.e., the number of commits) per time unit. A high CF of a
service with respect to other services in the system is not a direct indication for
low maintainability, but in combination with size metrics CF can help pinpoint
low-cohesive services that are candidates for refactoring [20]. This is because
large services with a relatively high change frequency could be covering multi-
ple bounded contexts, and the developer should make an informed decision on
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whether to split these services. To allow for comparisons between different CFs,
we consistently calculate CF by dividing the absolute number of changes by the
number of months the changes were accumulated over.

Service interface data cohesion (SIDC) is another metric appropriate for
MSAs as it is measured on an interface level. SIDC captures the equality between
the parameter types of operations in an interface [4], so that if all operations
defined in an interface use a common parameter data type, then the correspond-
ing service is considered highly cohesive [6]. SIDC is defined in formula (4) for
an interface I of a service S as the sum of operations with common data types
(OC) divided by the total number of distinct operations (OD) assuming that
this number is not zero, normalising the metric to values between 0 and 1 [4,6].

SIDS(S) =
OC(IS)
OD(IS)

(4)

Thresholds for the interpretation of SIDC values were defined in [7], which
were calculated using a benchmark-based approach.

5 Assessment Method

Our assessment method consists of two steps, namely data preparation, in which
the metrics values are collected and prepared for analysis, and data interpreta-
tion, in which each metric value is interpreted with regard to maintainability
in different refactor contexts. This section discusses which versions of a system
to analyse to properly capture the evolution of maintainability, gives guidelines
to perform data preparation by prescribing tools and data cleaning steps, and
presents the framework for metrics interpretation that is used to assess the main-
tainability of the MSAs.

5.1 Capturing Experience

Surveys show that approximately 90% of software projects use a version control
system [1], which enables the retrieval of previous versions of an application.
In our approach, version control systems allow us to apply our assessment to
different versions of an application and learn about the evolution of maintain-
ability in reaction to changes. For validation purposes we focused on refactors
that affected the granularity of the system, analysing system versions before and
after such a refactor to gain insight into how the changes in granularity influ-
enced maintainability. This allows one to capture experience by learning from
the past.

To accurately capture the impact of a refactor on maintainability, we need
to make an informed decision regarding which versions of the application to
analyse. We need to ensure that the refactor of interest is the only refactor
implemented between the two analysed versions, to isolate and measure the
effect on maintainability of only the refactor under analysis, since if we analyse
versions between which multiple refactors had been carried out then we would
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end up measuring the combined impact of these multiple refactors. Refactors are
not always implemented in atomic commits, but can entail a transition period.
The assessment should be conducted both before and immediately after such
a transition period, excluding the transition itself. This ensures that the entire
impact of the refactor is accurately captured.

5.2 Data Preparation Guidelines

Our assessment method provides guidelines for data preparation and cleaning.
Although we selected some specific tools, alternative instrumentation can be
used as long as the necessary metric values can be obtained.

MicroDepGraph (https://github.com/clowee/MicroDepGraph) is used to
capture the dependencies between microservices from the Dockerfile file (docker-
compose.yml), and is used to calculate structural coupling. Dockerfile is com-
monly used to define the entire service composition of a system [19]. Since the
tool focuses on Docker configurations, it has low applicability in event-driven
architectures (EDA) in which services produce and consume events for and from
a message broker. EDA adhere to the loose coupling principle, in the sense that
services are agnostic of which services consume their events and of which services
produced the events they consume. In case of an EDA, an alternative approach is
to manually calculate the structural coupling. A condition is that documentation
on the dependencies between the services is available and complete.

Code-Maat (https://github.com/adamtornhill/code-maat) is an open-source
tool for mining version control and is able to perform code age analysis, own-
ership analysis and change coupling analysis. Code-Maat implements change-
coupling analysis and allows the specification of temporal windows, in which all
commits should be considered to be part of the same logical change set. Tem-
poral windows should be selected based on the behaviour of the developer(s) of
an application. The version control data should be extracted for each service of
interest, and bot commits and commits affecting more than 100 files should be
deleted, since they negatively affect the accuracy of the change coupling analysis.
In case a service of interest is renamed or refactored during the selected time
interval, our labelling scripts should be used to label this new service(s) as part
of the service of interest.

We implemented our own tool to calculate change frequency (CF) of a service.
The implementation is straightforward: the version control history of a service S
is analysed and we count the number of commits (C) performed within the time
interval under analysis. C is subsequently divided over the number of months
(M) the time interval spanned to determine the CF. CF should be calculated
over the same cleaned version control logs as used for the CC calculations.

cloc (https://github.com/AlDanial/cloc) is an open-source tool for measur-
ing the Lines of code (LOC) of a service. cloc is able to recognize a wide range
of programming languages and can differentiate between comment lines, code
lines and blank lines for each of these languages. cloc was used to calculate the
average LOC of all services in an application to identify services with a size
substantially larger than the average, which might be candidates for refactoring.

https://github.com/clowee/MicroDepGraph
https://github.com/adamtornhill/code-maat
https://github.com/AlDanial/cloc
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Using the git reset command, we were able to revert to older versions of a
system and measure the LOC of these versions.

RAMA-CLI (https://github.com/restful-ma/rama-cli) is a command-line
tool to calculate maintainability metrics related to size, complexity and cohe-
sion from interface specifications. The tool can parse three types of RESTful API
specification languages and the metrics of our interest are service interface data
cohesion (SIDC) and weighted service interface count (WSIC). As RAMA-CLI
has been designed specifically for the analysis of RESTful APIs, the tool is not
directly applicable to EDA, since services can produce and consume events in
parallel and do not expose endpoints to each other, but to the message broker
through the topics of the events. It is advisable to verify whether a specification
represents a single service or multiple services, such as in the API gateway pat-
tern, and whether it belongs to an actual microservice or to components of the
message broker. In the latter cases, assessing such a specification cannot provide
an accurate indication of maintainability.

5.3 Metric Interpretation Framework

This framework describes how each metric value should be interpreted with
regard to maintainability in different refactor contexts, i.e., a merge (M1, M2)
and a decomposition (D1, D2). For the hybrid refactors we studied all presented
interpretation guidelines are relevant, as hybrid refactors (H1, H2) encompass
both a merge and a decomposition.

6 Validation

To validate our assessment method, we first applied it to each selected case, by
assessing pre-refactor and post-refactor versions of the systems, reverting to older
versions using the version control system used in each project. After obtaining
the information related to each refactor (pre-refactor and post-refactor met-
rics), we applied the interpretation framework presented in Table 1 to assess the
maintainability of the resulting architectures. Here we only describe the refactors
studied in two of the cases, but for a complete account of these assessments we
refer our GitHub project site1. MX, DX and HX denote a merge refactor, a
decomposition refactor and a hybrid refactor, respectively.

6.1 Case 1: Metadata

Metadata is a microservice-based metadata-driven user interface (UI) generator.
It is an open-source project, developed by a single developer. It allows its users
to specify UI metadata via REST endpoints, as well as via GraphQL queries.
The architecture of Metadata encompasses four microservices (metadata-rest,

1 https://github.com/famkedriessen/quantitative-assessment-method-for-
microservices-granularity.

https://github.com/restful-ma/rama-cli
https://github.com/famkedriessen/quantitative-assessment-method-for-microservices-granularity
https://github.com/famkedriessen/quantitative-assessment-method-for-microservices-granularity
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Table 1. Interpretation of metric values in different refactor contexts.

Metric Merge Decomposition

CC pre: if the CC value between two
services is 0.66 or more, this is
regarded as evidence in favour of
merging these services.

post: the decomposition of service A
into services B and C is considered
beneficial if the CC value between
service B and C is 0.33 or lower.

SC pre: no thresholds found in the
literature, so we expect the average
SC to decrease as the number of
entities that contribute to coupling
decreases. A merge is expected to be
beneficial if the SC is higher than
the average.

post: no thresholds found in the
literature, so if the resulting services
have an under-average SC, the
merge is expected to be beneficial.

WSIC pre: merging services A and B is not
expected to be beneficial if the
WSIC of either service A or B falls
within the lower 50% intervals as
proposed by [7], i.e., if the WSIC is
higher than 15.

pre: considering the thresholds calcu-
lated by [7], we regard WSICs higher
than 15 as supporting evidence for
decomposing a service.
post: services resulting from a
decomposition are expected to have
lower WSICs than their ancestor.

SIDC pre: merging services A and B is not
expected to be beneficial if the SIDC
of either service A or B falls within
the lower 50% intervals as proposed
by [7], i.e., if the SIDC is lower than
0.64.

pre: considering the thresholds of
[7], we regard SIDC values lower
than 0.64 as supporting evidence for
decomposing a service.
post: services resulting from a
decomposition are expected to have
higher SIDCs than their ancestor.

LOC pre: merging services A and B is not
expected to be beneficial if the LOC
value of either service A or B is
higher than the average LOC value
of all services in the system.

pre: a LOC value of a service higher
than the average of the services in the
system indicates that the decomposi-
tion can be beneficial.
post: services resulting from a
decomposition are expected to have
lower LOC values than their
ancestor.

CF pre: merging services A and B is not
expected to be beneficial if the CF of
either service A or B is higher than
the average CF of the services in the
system.

pre: a decomposition is considered
beneficial if the CF of this service is
higher than the average CF of the ser-
vices in the system.
post: services resulting from a
decomposition are expected to have
lower CFs than their ancestor.
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metadata-engine, metadata-graphql and metadata-deploy), while other
modules are provided as binaries instead of services so that the user does not
have to deploy yet another microservice.

The following refactors of this case have been considered:

D1. In this refactor, to increase the separation of concerns and in line with
the single responsibility principle, the developer decided to decompose the
ref-impl service, generating the metadata-deploy service and shifting some
functionality to the service provider. By doing this, functionality related to
data management was separated from the operations performed on the data.

H1. The application contains one REST-related service and one GraphQL-
related service, which have a lot of functionality in common. Besides the
REST and GraphQL-specific code, the operations available to both services
are similar since in the end they implement the same features but using a dif-
ferent type of API. The developer pointed out the common functionality of the
services to be a candidate for extraction into a separate service, as currently,
the developer is required to make duplicate modifications in both services to
maintain consistency. We included this hybrid refactor in our study, although
it is not implemented yet, as we wanted to investigate to what extent our
method could identify these services as candidates for refactoring.

6.2 Case 2: Loan Eligibility Checker

This case is an industrial project in which a bank wanted to automate the loan
eligibility check for small and medium-sized enterprises (SMEs). This system has
primarily been implemented in Java and has been developed by a team consisting
of over 40 engineers. The architecture of the system covers 13 services, among
them: service PSD2-service that allows multiple banks to connect through an
API Gateway (each bank as a service) that serves the journey-API service
as well as services authentication-service and transaction-processing. A
message broker (Kafka) is used to enable event exchange with services journey-
rule-engine, riskmodels, email-service, as well as termsheet-service,
which interacts with service file-upload-service. The refactors that took
place to improve maintainability during the life cycle of the project are the
following:

M1. The journey-API and the journey-rule-engine services both keep track
of the state of the customer journey. As they form the bridge between the
front-end and the back-end of the system, the two services need to be in the
same state for each process instance. To achieve this, they need to have the
same data at their disposal, so complex state-carrying events are constantly
being exchanged by the two services. According to the engineers, merging
these services would directly increase the maintainability of the system, as
changes to the state-carrying events would not require modifications in two
services anymore. Although this refactor is acknowledged by the team to be
beneficial, it is planned but not implemented yet.
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M2. Due to a company-wide policy which initially prescribed a strict separation
between business logic and the corresponding APIs, the system contains a
group of three services that together form one bounded context: a service in
which the business logic was implemented, a service that implemented the API
of the business logic service and a service that contained the configurations
to communicate with the API gateway of the system. The engineer pointed
these services out as a textbook example of a bounded context divided over
multiple services.

D2. By introducing the journey-rule-engine, a central point in the system
was introduced from where all services were reachable. It was a convenient
place to add new features, as the service handles the entire workflow. As
a result the service grew over time. This became problematic when the
bank wanted to reuse certain functionality that was now mixed into the
journey-rule-engine in other applications. Using the same rule engine for
multiple journeys would become too complex, so the team was forced to
extract the new functionality from the rule engine into separate services.

H2. Employee journeys are initiated by employees of the bank and are orches-
trated by the employee-rule-engine and their API gateway is imple-
mented by the employee-api-service. These services are similar to the
rule-engine and journey-API, but are tailored towards the employee jour-
neys. The services have been partially merged, to make the constant exchange
of complex state events between the two services obsolete. The merge is par-
tial as the employee-rule-engine and employee-api-service are involved
in multiple employee journeys, and the merge is only done for one spe-
cific journey. This means that the employee-api-service, employee-rule-
engine and this new service in which the two are partially merged (review-
flow-engine) co-exist after the refactor.

6.3 Results

We validated our assessment method by investigating the alignment between the
assessment observations and the evolution in maintainability as perceived by the
case experts. Table 2 gives an overview of this alignment, where for each refactor
it indicates whether the assessed metric was in line (M), conflicted (C) or could
not be determined or interpreted (NA) with respect to the experiences of the
expert. In some of the assessments, some metrics play a role both in identifying
refactor candidates as well as in reflecting the evolution in maintainability. These
entries, such as CC in the assessment of H2, contain two outcomes (M/C in
this case). The first outcome refers to the ability of the metric to identify the
involved services as refactor candidates in the pre-refactor assessment, which
was successful in this case, while the second one refers to the alignment of the
metric with the increase in maintainability as experienced by the case expert,
which conflicted in this example.
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Table 2. Matching between the assessment results of our method and the experiences
of the 3 case-experts

CC LOC CF SIDC WSIC SC

M1 M C C C C NA
M2 M M M C M NA
D1 M M C/M M/C C/C M
D2 M M/M M/M NA NA NA
H1 M NA NA M C NA
H2 M/C M/C M/C M/C M/C NA

We observed that CC is able to identify candidates for merging (M1, M2,
H1, H2) and for reflecting the perceived maintainability evolution (D1, D2). We
discussed possible causes for conflicts with the case experts since these causes can
be valuable to learn the applicability and limitations of our assessment method.

SC shows low applicability. This metrics could not be measured during the
assessment of the loan eligibility checker, as this system implements an event-
driven architecture. In these architectures, services are agnostic with respect to
the services with which they exchange data, so the actual inter-service depen-
dencies cannot be extracted from the Dockerfiles used to calculate SC.

The interface-based metrics (WSIC and SIDC) frequently conflicted with the
experiences of the expert for two reasons: (1) an interface does not map one-to-
one to the functionality of a service, which sometimes caused a misalignment
between our assessment and the expert’s experience (e.g., in the API gateway
pattern) and (2) an interface is not always updated in parallel to a refactor.

LOC and CF were both well-aligned with the experiences of the case experts.
Conflicts mainly arose because some deprecated code was not removed from a
service (influencing the accuracy of LOC) and because of the “newness” of a
service. For example, in H2 the new service post-refactor had a higher CF than
the pre-refactor services, which the case expert expected to decrease over time
since a new service has more bugs that need to be fixed. This was inquired after
with the case expert. We expect this to also be the cause of the conflict between
the CC assessment and the experts experience for H2, where the services that
had just been refactored showed high change coupling, which the expert expects
to be the aftermath of refactoring.

7 Conclusions

This paper presented a quantitative method to assess the granularity of microser-
vices in an MSA with respect to maintainability. We applied the method to
selected projects to evaluate the impact of granularity on maintainability before
and after refactors were performed. We compared the results of our assessment
method with expert observations. Our assessments were aligned with the experts’



224 F. Driessen et al.

experiences in many cases, indicating that our quantitative assessment method
often matches their intuitive understanding. Exceptions were particularly for
metrics measured over a short interval or compared to system averages based on
a small number of services. These factors should be considered when evaluating
the usability of our assessment method in future studies.

Availability of suitable cases is a limitation that needs to be addressed. Find-
ing cases was challenging as there are only a few open-source microservice-based
projects available. A data set of projects implementing an MSA is presented in
[19], but most of them are sample projects that demonstrate a design pattern or
the use of a framework. Additional complicating factors were the inclusion crite-
ria imposed by our validation strategy, which required contact with a case expert
and implemented refactors in the history of the system that affected granularity.

A potential threat to the validity of our research is the lack of evidence
demonstrating the correlation between grouping change sets based on tempo-
ral windows and the actual change sets in multi-repository microservice-based
projects. Empirical validation of this correlation would be valuable, consider-
ing that many MSA projects use multiple repositories, which hinders change
coupling analysis at the commit level.

Automatic identification of dependencies between microservices in existing
systems is a relevant topic for future work. Currently available support (e.g.,
MicroDepGraph) can derive dependencies based on Docker dependencies, but
their applicability is limited, especially in EDA.

Our approach allows for the assessment of existing systems. At design-time
however, only SC, WSIC and SIDC can be determined. It would be valuable to
investigate the value of this smaller metric set in determining an appropriate
granularity for green field applications. Finally, for our assessment method to
ultimately lay the basis for a decision support tool for microservice granularity,
future research should focus on empirically validating our findings on larger data
sets (i.e., more projects and more refactors).
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Abstract. In recent years, many companies recognized the importance
of digitalization in IT consulting. Partly fueled by the Covid-19 crisis, the
demand for digitalized IT consulting services became obvious as IT con-
sulting firms were increasingly asked by their clients to digitally provide
their service portfolio. While this created new business opportunities,
it also revealed the lack of appropriate means to describe and deliver
standardized, modular IT consulting services that can nevertheless be
customized and delivered through digital channels. To date, there is no
accepted and standardized approach that enables an IT consulting firm
to drive the digitalization of its own service portfolio in a structured way.

This paper proposes a new incremental approach, the DITCOS Dig-
italization Phase Model, that enables IT consulting firms to (i) digi-
tally codify their services over three defined phases using the DITCOS-
DN description notation, (ii) dynamically transform the resulting service
model into an executable BPMN 2.0 workflow based on user tasks, and
(iii) automate the delivery of parts of the service models by dynamically
transforming them into BPMN 2.0 workflows based on user and system
tasks.

Using the action design research methodology, we designed, imple-
mented, and evaluated our approach with the help of IT consulting prac-
titioners on a digital IT consulting platform prototype.

Keywords: digital transformation · digitalization approach · digital
service augmentation · service automation · IT consulting · service
description · virtualization · consulting platform · service model
execution · action design research · prototyping

1 Introduction

1.1 IT Consulting Digitalization

IT consulting (ITC) is part of the service sector. ITC is about advising organiza-
tions and individuals on how to digitalize their business processes and business
models. Historically, ITC has been considered a people-centered business, which
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is primarily based on interpersonal trust and the interaction between advisors
and clients to arrive collaboratively at a solution [11].

To date, it is evident that the ITC domain has not – or only very little, been
digitalized yet [6,12]. Mostly digital aids have been added over time, such as
VoIP, digital presentation techniques and, most recently, tools supporting online
collaboration. However, the actual ITC consulting process, and thus the core of
the ITC business, has remained analogue to a large extend [6,12].

For the purpose of this work, we use the terms ‘digitization’, ‘digitalization’,
and ‘digital transformation’ as defined by Gartner [8], as this suits well to the
three phases of our proposed model. The first means to convert physical-world
resources to a digital representation, whereas the second refers to the ability
of using these new representations by software systems, and the third is about
establishing new business processes, business models, or customer experiences
by incorporating the aforementioned concepts.

During the Covid-19 pandemic, it became apparent that the ITC was ill pre-
pared to deliver its own service portfolio digitally. This can partly be explained
by the little research until now to support this area on the path to digitalization
[12]. So far, as per a 2022 systematic mapping study [1], there are few artifacts,
such as Werth’s eConsulting Store [16] that are usable in practice. Whatever arti-
facts have been proposed, these are often specifically designed for a particular
use case and can not easily be transferred to other settings [13,16].

Currently, while absorbing the lessons from the Covid-19 pandemic, ITC
firms found themselves pressured to shift their service provisioning to the digital
space or at least to better support their service provision digitally. To adequately
achieve this, they need different means, such as digital representations of their
real-world services as well as software systems to provide this kind of digital
services to their customers. Whereas many IT consultancies realize that they
must start ‘somewhere’ their digitalization journey and gain experience with the
digitalization of their service portfolios, in many cases these consultancies have
no idea where and how to start, and which method or procedure to follow. This
situation is complicated further by the diverse and complex nature of the overall
service portfolio of IT consultancies. In fact, ITC services or projects are very
often extremely customer-specific, not standardized, not based on defined service
modules, nor easily reproducible.

1.2 Research Goal, Method, and Contribution

This context opens a research opportunity to meet the ITC industry needs for
an easy-to-follow methodology that would support and guide ITC companies
on their digitalization journey. Until now there are no accepted common solu-
tions, nor common methods for the holistic support of ITC regarding the general
digitalization of its own service portfolio [12]. Our goal is to reach the best combi-
nation of manual and automated workflow in the ITC domain, what we consider
to be the best symbiosis of people and systems. To reach this goal we formulate
the following research question: How must a transformation approach look like
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that helps ITC practitioners to digitally transform their existing real-world ITC
service portfolio incrementally?

In our earlier work [2,4], we found that the digital transformation process
of ITC services should follow an incremental approach. Drawing upon this, in
the present paper we suggest a generic phase model that supports both: (i)
an incremental conversion of already existing classical analogue real-world ITC
services to their respective digital representations and (ii) the creation of new
digital ITC service offerings.

While we believe that such a generic phase model is required, it needs to
be developed and continuously evaluated based on practical use cases. This is
important because our goal is to not only digitally transform one single real-
world ITC service, but to provide a generic and reusable solution that solves
a class of problems, such as the digital transformation of complex ITC service
portfolios of different ITC firms.

To reach our goal we decided to apply Action Design Research [15] (ADR) as
we strive to develop an approach that helps ITC practitioners to digitally trans-
form their real-world ITC service portfolios. ADR is the combination of Design
Science [9] and Action Research [15]. The ADR approach follows the process
of problem formulation covered in Subsect. 1.2, building IT artifacts covered in
Sect. 3, its intervention (i.e., implementation) in a practice context (ITC), and
its evaluation, both covered in Sect. 4.

This work makes both academic and practice-relevant contributions. First,
we provide a new digitalization phase model, DITCOS-DPM (DITCOS stands
for Digital IT Consulting [2,5]), which is the first to support service engineers in
ITC companies starting digital transformation initiatives, by means of a struc-
tured guide to the digitalization of real-world ITC services. From a scientific
point of view, this novel phase model could serve as the foundation for future
research in the fields of information systems research, consulting research, and
service science. Second, we provide the ‘enabling artifact’ for DITCOS-DPM in
form of an ITC platform prototype, which is relevant for other researchers and
practitioners [12]. From researchers’ perspective, our prototype helps to bet-
ter understand the ways in which tools for digital ITC should be structured
and organized to form a cohesive whole that adds value to ITC practice. From
practitioners’ perspectives, our prototype helps IT consultancies to incremen-
tally develop an early understanding of how digital ITC could work out and to
gain experience and learn about the possible main advantages, drawbacks, and
risks [1].

The remaining of this paper is structured as follows: Sect. 2 explains how we
build on the results of previous research; Sect. 3 describes the central contribution
of this paper, namely the design of DITCOS-DPM (ADR building phase), Sect. 4
describes how this design was applied and evaluated in a practical context (ADR
intervention and evaluation phases), and Sect. 5 presents our conclusions and
suggestions for future work.
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2 Background and Foundation

Our recently published systematic mapping study of the state-of-the-art of ITC
literature [1], revealed scarcity in terms of proposed and empirically evaluated
artifacts that could be used in support of digital transformation activities in ITC
companies. This study acknowledged that in a practical context it is important
that ITC companies must evolve into a digital organization and to do this, they
have to deal with the digitalization of their service portfolio. The mapping study
concluded that there is no dedicated process or procedure model for this purpose
to date. What companies should do is to start small and urgently gather initial
experience that can then be drawn upon and learned from in subsequent scale-up
efforts [1]. These results are also supported by [12].

We also performed focus group research with practitioners [4], which expli-
cated the needs and the requirements for support that companies embarking
on digital ITC initiatives might have. A central requirement that emerged from
the focus group study was the definition of a generic description language for
digital IT consulting. Accordingly, we developed such a language in two steps
[2]. First, we defined the ‘Digital ITC Services Ontology’ (DITCOS-O) that
comprehensively describes the domain of ITC in the context of digital consult-
ing. Subsequently, we derived the ‘Digital ITC Services Description Notation’
(DITCOS-DN) to conceptually capture real-world ITC services and codify them
digitally. Our proposed digitalization phase model builds upon the results of
these previous studies and specifically adopts DITCOS-O and DITCOS-DN as a
conceptual and language foundation. We will henceforth refer to it as the ‘Dig-
ital ITC Services Digitalization Phase Model’ (DITCOS-DPM). In order to be
able to use DITCOS-DPM, we also need an ‘enabling artifact’ in the form of a
digital ITC platform prototype (DITCOS-Platform) that supports the modeling,
storing, instantiation, customization, and execution of DITCOS-DN-based ITC
service models. In this work, we use a platform prototype that is based on prior
work [3,5], but we only refer to the features and components that are relevant
to evaluate our ITC digitalization phase model. With our platform approach we
follow Nissen who suggests it as one possible future for ITC [12].

3 Building Our Phase Model Artifact

To initiate the digital transformation of real-world ITC services we argue that
they first must be modeled in a standardized computer readable notation that
can represent their inherent ITC domain concepts. For this purpose, we pro-
pose a digital transformation model consisting of three phases (Fig. 1), which
we call DITCOS-DPM (DPM), based on the DITCOS-DN notation [2] to guide
researchers and ITC practitioners. The phases DPM-I, DPM-II, and DPM-III
represent a cyclic and incremental approach to either transfer real-world ITC ser-
vices to their digital representations or design new ITC services directly based
on DITCOS-DN. In Fig. 2 we depict the interplay of the phases and the com-
ponents of the digital IT consulting platform. Due to space limits Fig. 2 fulfills
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Fig. 1. Application Process of the DITCOS-DPM Phase Model

three purposes: (i) it shows the main components of our prototype, such as the
service repository (SR), the digital service runtime (DSR), and the BPMN 2.0
engine, (ii) it shows which prototype component supports which DPM phase
(DPM phase name above the components), and (iii) it depicts the instantiation
of a DITCOS-DN service model description and its transition through the archi-
tecture indicated as step numbers (green circles). We implemented the DSR as
suggested in [3] based on Spring Boot for the backend, REACT for the fron-
tend, Keycloak for user authentication and authorization, and PostgreSQL as
database. Additionally, for service model execution we integrated the Camunda
BPMN 2.0 engine into the prototype. Based on the concerns, goals and require-
ments identified in the mapping study [1], the focus group study [4] as being
relevant for the digital transformation process of ITC services, and based on
the long year ITC professional experience of the first author, we projected some
desirable outcomes of each of the phases. These can be found in Table 1, Table 3
and Table 4, without any claim to completeness.

3.1 Phase DPM-I: Digital Codification of ITC Services

This phase is to digitally codify (i.e., model) analogue real-world services using
DITCOS-DN (digitize). It supports the relevant concepts [2] that real-world
ITC services have in common and that serve as the basis for correct model-
ing. Examples of those concepts are service commitment (SC) which represents
promises made by the IT consultancy given to the client, business role (BR)
which describes what is necessary to fulfill a SC, and resource (RES) which
represents generated/consumed inputs and outputs of services. Additional core
concepts are atomic service (AS) which is built upon the aforementioned con-
cepts and complex service (CS), which represents the ability to (re)combine and
relate other existing ASs and CSs to flexibly design new service models to pro-
vide service offerings as required (Table 2). The implementation of phase DPM-I
requires a corresponding service repository (SR) (Fig. 2), which is a component
of the digital ITC platform prototype that persistently stores models of real-
world ITC services codified using DITCOS-DN. The left part of Fig. 2 shows
the activities and involved components in this phase. Table 1 lists the expected
outcomes of the phase.
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3.2 Phase DPM-II: Digitally Augmented Provision of ITC Services

This phase is concerned with using DITCOS-DN service models as input into a
BPMN execution engine, to assure the digitally enhanced provisioning of ITC
services. Once the ITC service models are transformed into DITCOS-DN models
(i.e., they are computer-readable), the latter are dynamically transformed into
BPMN 2.0 process models by the DSR. This is possible because the DITCOS-
DN concepts can be mapped to BPMN 2.0 concepts (Table 2). The resulting
customer-specific BPMN 2.0 process models could then be deployed to a BPMN
engine for later execution (digitalization). Such an execution accomplishes a
synchronization of real-world and digital-space aspects of the service flow, which
we consider as a digitally augmented service provisioning. As the BPMN 2.0
process models can be automatically generated from their DITCOS-DN models
on-demand by the DSR, every defined DITCOS-DN service model can be aug-
mented in this way. The DSR locally creates a customized service model instance
based on the DITCOS-DN description. During instantiation, the DSR can sug-
gest or automatically assigns concrete human agents (business partners), such
as consultants or a client organization’s staff members who possess the required
capabilities according to the underlying business role specifications. These human
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Table 1. Expected Outcomes of DPM-I

ID: Name/Description

O1-1: Standardization [4,7,10]

Digitization of services should standardize the process flows and activities. DITCOS-DN

itself does not do the standardization of real-world services itself, but it supports the service

engineer by providing a standardized notation for ITC services. We argue that the first step

to ITC service standardization is to transform them to a defined and structured digital

representation

O1-2: Modularization [1,4,7]

When digitally modeled and standardized, DITCOS-DN based services can be analyzed by

the service engineer and be decomposed into reusable modules. We argue that standardized

service modules are an important step towards digital ITC service provision, service

recombination, and automation

O1-3: Recombination [1,4,7,10]

Once standardized service modules exist, the service engineer can easily recombine those

modules to new higher-order ITC service model offerings. We argue that this leads to higher

efficiency and more flexible ITC service offerings

O1-4: Know-how Transfer [1,4,10]

Tacit and implicit knowledge and know-how related to services and service delivery should

be incorporated into digital service representations. We argue that the digital codification of

real-world ITC service offerings leads to better conservation of IT consultancy owned

knowledge and know-how that was prior to this, mainly available in the heads of consultants

O1-5: Transparency [1,4,14]

Storing digital DITCOS-DN based ITC services offerings provides better transparency of the

IT consulting portfolio through a central service repository to the consulting firm as well as

their clients. Additionally, incorporated stakeholders will gain transparency of the service

provisioning process due to continuous monitoring

O1-6: Repeatability [1,4,10]

Digital DITCOS-DN based ITC services are easy to repeat because their structure

(modules), process flow (combination), input, output and required roles are now digitally

codified. Thus, theoretically, a digital ITC platform could easily ‘replay’ or repeat the exact

same provisioning flow

O1-7: Service Quality [1,4,14]

Service science literature argues that standardization and repeatability lead to a better

service quality due to standardized and therefore repeatable service offerings

agents then execute their assigned BPMN UserTasks. Additionally, the DSR can
automatically create or prepare concrete resources as defined by the underlying
resource specifications to take these kinds of initializing tasks away from human
agents.

Finally, during instantiation the DSR also provides the required interac-
tion endpoints for the assigned agents, to receive information about tasks (e.g.,
reminders) or to provide inputs (e.g., upload data) to the service commitments,
which are represented by BPMN UserTasks and realized in the DSR by specific
BPMN TaskHandlers. BPMN TaskHandlers are central components provided by
the DSR to interact with the BPMN execution engine. They take the role of a
proxy that provides several important features. The BPMN TaskHandler repre-
sents a certain service commitment. SCs are mapped by their kind attribute to
specific BPMN TaskHandlers classes. The middle part of Fig. 2 shows the activ-
ities and involved components in this phase. According to our previous work we
think that the positive effects described in Table 3 can be achieved by conducting
phase DPM-II.
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Table 2. Mapping of DITCOS-DN to BPMN 2.0 Concepts

DITCOS-DN BPMN 2.0 Description

Service (S) Process, Subprocess Represents the abstract service concept

Atomic Service

(AS)

Process,

Subprocess

Represents a concrete real-world service modeled

using DITCOS-DN. An AS is based on SCs. An AS

represents the smallest saleable/purchaseable unit

from IT consultancy/client perspective

Complex Service

(CS)

Process, Subprocess Represents a concrete real-world service as the

combination of other services, either others ASs

and/or other CSs. The CS concept supports the

definition of service dependencies in the form ‘service

b’ dependsOn ‘service a’

Service

Commitment

(SC)

User Task (manual,

hybrid),

Service Task

(automated)

Represents a concrete promise of the ITC consultancy

given to its client. A SC is always embedded in an

AS. It consumes, generates, or updates resources. SCs

require one or more business roles to be provided

Capability (CB) No equivalent Represents a capability specified by an business role

required to fulfill the intended role behavior in the

sense of ‘must be able to do advanced Python

programming’

Business Role

(BR)

Pool, Lane Represents a role in a collaboration of agents

Resource (RS) Data Object,

Data Store

Represents input and output resources required or

generated/updated by service commitments

S.dependsOn,

SC.dependsOn

Parallel Gateway

(‘AND’)

Represents modeled dependencies of CS and AS

within another CS or the SC defined in an AS

3.3 Phase DPM-III: Digitally Automated Provision of ITC Services

Once a DITCOS-DN service model is transformed into an executable BPMN 2.0
process model (representing service commitments with UserTasks), the ITC com-
pany can progress this service model to DPM-III. It has to consider which tasks
currently assigned to a human agent can also be performed without human inter-
action. This can be based on the experience of consultants of the ITC company
or based on the collected service provisioning metrics data (e.g., start time or
end time). Hence, the objective is to identify SCs as candidates for automation.
Selected candidates are transformed by changing their task type from BPMN
UserTask to the BPMN ServiceTask (Table 2). The digital ITC platform does
not require a human agent to fulfill the SC of a ServiceTask during service pro-
visioning, but a software agent instead. Indeed, the BPMN ServiceTask requires
an appropriate service handler that can perform the action necessary to provide
the service promise given to the client. The service handler replaces a human
agent by being a proxy for a software system that is used to call an external
service of a software agent. The right part of Fig. 2 shows the activities and
involved components during this phase. It has the same expected outcomes as
DPM-II, plus one extra concerned with the orchestration of software agents, as
indicated in Subsect. 3.3.
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Table 3. Expected Outcomes of DPM-II (in addition to those of DPM-I)

ID: Name/Description

O2-1: Human Agent Orchestration [1,4,7]
DITCOS-DN service models define business role specifications by enumerating
capabilities (e.g., ‘Advanced Python Programming Knowledge’ or ‘SAP
Analytics Cloud Consulting Experience’) which an assigned agent must possess
to be able to fulfill a role. If the platform would have access to both the
workforce skill matrix and to the capacitiy planning of employees, then it would
be possible to automatically suggest or even assign certain agents to service
commitments represented by BPMN tasks

O2-2: Provisioning Metrics [1,4]
When DITCOS-DN models are transformed into executable BPMN 2.0 process
models, the consulting company would gain access to important process metrics,
such as the real execution time of certain service commitments compared to the
upfront estimated execution time. Additionally, the consultancy would better
understand which of its service commitments are provided and how frequently.
This would help to identify candidate tasks worthwhile digitalizing further in
DPM-III

O2-3: Augmented Service Provisioning [1,4]
Compared to DPM-I results, the service provisioning process would be
interactive. The digital ITC platform could actively approach incorporated
agents to inform them about status changes, to remind them of performing
certain activities, or to provide certain input required for the service process to
progress properly. This would be possible through any digital channel which
offer an API, such as E-Mail, WhatsApp, Slack, or MS Teams

Table 4. Expected Outcomes of DPM-III (in addition to those of DPM-II)

ID: Name/Description

O3-1: Software Agent Orchestration [1,4]
Some service commitments can be considered for automation, meaning that
their execution can be performed by a software agent without the need for
human interaction. We could think of numerous additional software agents,
that could be orchestrated by the digital ITC platform. By adding appropriate
service commitment kinds and corresponding service handlers, we could
communicate with every software system that offers API-support

3.4 Guided Application Scenario for the DITCOS-DPM Artifact

This section presents a realistic application scenario of DITCOS-DPM. It can be
used as a structured guide by practitioners. Let’s assume that an IT consultancy
starts applying the phase model by trying to identify services that are already
standardized to have an easy start. By standardized we mean that the service
delivery process already has some codification, such as concepts, process descrip-
tions, best-practices, checklists, presentations, input forms, or role descriptions
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that are used in each delivery instance. We note that while this would help to
accelerate the digitalization process in phase DPM-I, it is not a prerequisite for
using our phase model. If these kinds of inputs are not available for an existing
service offering, then for the ITC company a more intense and longer modeling
process would be necessary.

We have illustrated the overall process of DITCOS-DPM in Fig. 1. In the
following paragraphs we suggest concrete activities regarding how to apply each
DPM phase. It is important to understand that in the course of the modeling
process purely DITCOS-DN constructs are used. The BPMN processes shown in
the following sections are only used for visualization and are generated dynam-
ically in the background by the DSR at runtime if required.

Applying DPM-I. A service engineer first digitally codifies a candidate ser-
vice. By codification we mean that the relevant concepts are identified, e.g., the
SCs, the BRs, and the RESs required during service provisioning. Then the ser-
vice engineer identifies which SCs can be perceived as a particular module and
whether the SCs need to be fulfilled in a particular order, as they may have
dependencies on each other. The service modules are then mapped to ASs.

Fig. 3. AS with SCs based on manual tasks
only after DPM-I

Once all ASs are in place, the ser-
vice engineer might decide to combine
them into CSs. The CSs could then
be combined with other CSs or ASs.
Using DITCOS-DN to model all these
decisions finally results in a digital
representation of the real-world ser-
vice. Figure 3 depicts an example of
a resulting AS consisting out of four
SCs now documented as manual tasks
(hand icon). The following two sec-
tions will illustrate how this example changes after each phase. These examples
are a precursor to the results of the later evaluation of the methodology in the
context of its practical application (Sect. 4). Due to space limitation, however,
we are already using these results as a generic example here. We note that we
consider DPM-I to be not only the starting point for the digitalization of exist-
ing real-world services. Rather, new services can of course be modeled based on
DITCOS-DN right from the beginning. In our view, this will be easier and more
feasible, the further the codification of existing real services progresses, due to
the availability in the service repository of those ASs and CSs that have already
been modeled and, hence, can be quickly reused as building blocks and combined
to new service offerings.

Applying DPM-II. A DPM-II state for a service offering can be reached either
by reworking existing DITCOS-DN-based service models, or by assigning SCs
kinds which refer to a BPMN TaskHandler that supports the specific activities
associated with the SC. From phase DPM-II perspective, the most simplistic
BPMN TaskHandler provides an interaction endpoint that only requests status
feedback from the assigned human agent. The human agent simply confirms
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that the action specified by the SC has been executed as required. Additional
information such as status code and status message could be also collected.

Fig. 4. AS with SCs based on human tasks
only after DPM-II

From BPMN perspective the TaskHan-
dler marks the corresponding BPMN
task as confirmed and the BPMN
engine progresses to the subsequent
task of the process flow. This behavior
continues until all tasks have reached
their confirmed status and the pro-
cess ends. Referring to the example
AS, Fig. 4 depicts the AS after apply-
ing DPM-II. It now uses the human
task type (person icon) for all activi-
ties and requires an appropriate task
handler. The prototype supports this behavior through a dedicated BPMN
TaskHandler called SimpleHumanAgentTaskHandler. Through a mapping of SC
kinds to handler classes, the DSR knows which BPMN TaskHandler must be
assigned to the dynamically generated BPMN process model to trigger the
desired behavior.

Applying DPM-III. For a DITCOS-DN service model to reach state
DPM-III, additional and more specialized BPMN TaskHandlers are required,
have to be implemented, and added to the digital ITC platform. Their

Fig. 5. AS with SCs based on human and
system tasks after DPM-III

purpose is to interact with software
agents, which represent software sys-
tems providing an API. Every BPMN
TaskHandler intended to interact
with an API has to be implemented
upfront.

Figure 5 shows a possible synthe-
sis of human tasks (person icon) and
system tasks (gear icon) representing
the given example AS after applying
DPM-III. The prototype supports this
behavior through a dedicated BPMN
TaskHandler for REST-based web services called RESTSystemTaskHandler for
outbound connectivity.

4 Practical Intervention and Evaluation of DITCOS-DPM

In the following sections, we evaluate the applicability of DITCOS-DPM by
applying it in the practical context of a medium-sized German IT consulting
company. We want to understand whether the expected outcomes of the DPM
phases (Sects. 3.1–3.3) either can be confirmed, remain inconclusive, or can be
rejected. The next sections have the following structure. In Subsect. 4.1 we first
briefly introduce the service of study and explain why we choose it. In Subsects.
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4.2–4.4 we describe how we practically applied DPM to it (ADR intervention
phase), and finally in Subsect. 4.5 we describe our corresponding evaluation
(ADR evaluation phase).

4.1 Service of Study: Development Method for Modern Business IT

We choose to transform an existing, already partly standardized service offering
that aims at the transformation of legacy IT landscapes to modern, potentially
cloud-based, and highly integrated replacements. The service offering Develop-
ment Method for Modern Business IT (DMMB) defines four steps which are
executed sequentially. We changed the name of the original service offering as
this internal to the ITC firm. Each DMMB step defines several sub-steps which
consist of shared deliverables, business roles, activities, and a sequence for the
activities and phases. The following sections describe the application of each
phase of our proposed model. Due to the complexity of the overall DMMB ser-
vice offering, we present only one single AS of it. This AS was already introduced
in the Figs. 3, 4, and 5. It was used earlier to describe the general scenario of
applying our approach.

4.2 Applying DPM-I: Digital Codification of DMMB

The practitioners provided an elaborate set of documents that was used in sev-
eral instantiations of the DMMB real-world service offering. They already tried
to improve the provisioning process by implementing appropriate tooling into
Microsoft (MS) Teams in the form of sequential checklists to keep track of the
progress made. Especially important is the creation and continuous update of
deliverables in form of result documents, such as technical concepts, checklists,
and project plans. For every new instantiation of DMMB, the practitioners cre-
ated a new MS Teams channel, copied documents to their target locations, and
adjusted them to customer specifics. Today, all activities related to DMMB are
fully manual and all business roles are fulfilled by human agents exclusively.

Due to the already high level of standardization of DMMB, we perceived it to
be the perfect candidate evaluating DPM-I. Moreover, the fact that DMMB was
applied frequently in client settings, means that it is a well-known and under-
stood service offering from consultants’ perspective. This is extremely helpful
compared to service offerings that are infrequently requested by clients and only
few consultants have been exposed to them. In cooperation with the practition-
ers we modeled the DMMB service offering based on the provided materials (i.e.,
process description, checklists, project plans). We required 16 CS to structure
the DMMB steps and sub-steps. The modeling was straightforward and only
took approximately one working day with the support of two practitioners. The
whole service offering was successfully translated to DITCOS-DN. Due to its
complexity, it is not possible to present the full model here. Instead, we only
consider the result for one single AS of the overall DMMB service offering with
four SCs initially modeled as manual tasks (hand icon) (Fig. 3). Figure 6 gives
an impression of the DITCOS-Platform during the modeling process.
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Fig. 6. Using the DITCOS-Platform prototype to digitally codify the DMMB service
offering. The left side represents the dynamically rendered BPMN 2.0 model generated
from the underlying DITCOS-DN codification. The right side shows the DITCOS-DN
service metadata and specification related contents.

4.3 Applying DPM-II: Digital Augmentation of DMMB

After the digital codification (DPM-I) of the DMMB service, it was very easy to
apply DPM-II. Digital augmentation is realized by assigning a SC kind that is
linked to the SimpleHumanTaskHandler (Subsect. 3.2) to the SCs and by chang-
ing the SC execution type from manually (hand icon) to hybrid (person icon)
which results in a different execution behavior (Fig. 4). The DSR automatically
generates an executable BPMN 2.0 model from the DITCOS-DN service model
that gets automatically deployed to the BPMN execution runtime on the service
provisioning start event. The progress of the DMMB service model will then
be continuously tracked by the digital ITC platform. It informs the assigned
human agents to carry out the role specific behavior and requests the status of
the human processing of every task continuously with the help of corresponding
interaction endpoints.

4.4 Applying DPM-III: Digital Automation of DMMB

Next, we analyzed the result of DPM-II and found two candidate SCs to get fur-
ther digitally transformed, namely prepare deliverables and quality check deliv-
erables (Fig. 4). Both SCs require several activities to be performed which are
common to all service instances. We were able to replace them with service tasks



240 M. Bode et al.

(gear icon) and so fully automate them. For the prepare deliverables SC we cre-
ated a new task handler SimpleDocumentPreparerTaskHandler, which scans the
RESs defined by the DITCOS-DN service model. Every RES that is linked to a
template document is copied to the digital service instance workspace in case the
RES has not been created yet. For the SC quality check deliverables we created
another task handler, SimpleQualityCheckTaskHandler. It can evaluate simple
rules, such as checking the existence of a document at a certain place or whether
a file has been changed. When the system task gets executed by the BPMN 2.0
engine these rules get evaluated and on positive outcome the workflow proceeds.
Otherwise, the workflow cannot proceed, and the resulting error situation must
be resolved manually.

4.5 Evaluation

DPM-I. During the application of DITCOS-DPM to DMMB, we observed that
the process definition which the practitioners used, and which only existed as
Power Point and Word documents, was not consistent and in fact it was contra-
dictory described. Due to the structured way of the modeling steps, the graph-
ical editing support encouraged the practitioners to reflect on and re-think the
DMMB service. So, DITCOS-DN helped to identify logical errors in the service
provisioning flow already at this early stage. Another interesting learning was
that modeling the service offerings directly supports the practitioners’ needs to
rearrange parts of the DMMB service offering for certain clients. We can cite one
of the practitioners to indicate the current practice and nature of the DMMB
service offering: “We always offer ‘the’ DMMB to our clients, but it is never
identically structured and delivered in the same way for all clients!”. Hence,
having standardized service modules in form of basic ASs or even higher order
CSs makes the daily work of the consultants easier, as they gain more flexibility.
The fulfillment of the expected outcomes (O1-1–O1-7) formulated in Table 1 is
as follows. Standardization could be reached, as the service attributes now follow
the same structure due to utilizing the given DITCOS-DN constructs, such as
AS or SC (Table 2). Modularization and recombination can also be confirmed,
as services now exist in form of recombineable CS and AS [2]. Know-how Trans-
fer through incorporating tacit knowledge into the corresponding DITCOS-DN
based service model could be generally confirmed, too. However, the degree of
know-how transfer could not be measured. It remains open how effective the
documentation will be in the future. The same is true for the outcomes trans-
parency, repeatability, and service quality, as this can only be finally proven after
multiple executions of the digitalized DMMB service offering.

DPM-II. Compared to DPM-I, the results of DPM-II initially seem to be less
impressive. Whereas DPM-I represents a visible big step by digitally codifying
analogue services and thus giving the consultancy firm significantly more trans-
parency about its service portfolio, DPM-II seems to have less visible effects.
However, the DPM-II related change of the SC kind and its system supported
execution type has significant impact for the consultancy too, as this allows the
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orchestration of human agents and tracking the progress of the service provision-
ing process. One important learning we made is, that the digital ITC platform
prototype itself requires certain maturity to fully support DPM-II augmented
service provisioning. For example, it is only possible to realize advantages in the
context of human agent orchestration if the prototype is aware of the human
workforce (e.g., consultants), its capabilities, and its availability. This raises
different kind of questions related to data protection and regulation. Existing
regulations, such as GDPR, may have influence on a later productive use of such
a platform we propose [5]. In addition, it became apparent that completeness of
the data is important. All relevant human agents must be known to the plat-
form. Their skills must be completely maintained to allow a matching of the
right consultant to the specific requirements of a particular business role. This
means that data completeness and quality is key to the success of a digital ITC
platform. Otherwise, human orchestration requires a generic human agent that
always matches as a fallback, if no other human agent can be identified that is
capable of fulfilling the requested role. The fulfillment of the expected outcomes
(O2-1 – O2-3) formulated in Table 3 is as follows. Human agent orchestration
generally works if the necessary data is complete and has the required qual-
ity (e.g., skills maintained). Collecting the provisioning metrics is a question of
measuring continuously the events happening during the course of the service
provisioning process. We realized this by hooking into the program code of our
DSR and the task handlers. For every event we persist a log record contain-
ing the date and time of its occurrence, its type (e.g., CREATED, ERROR,
DONE), the belonging service instance id, the id of the responsible agent, and
an optional textual description. Augmented service provisioning could be con-
firmed too. As a DPM-II level service model instance constantly requires input
from human agents during its provisioning, this solely takes the provisioning
to a new level. The human agents incorporated in the service provisioning are
constantly requested to provide status information related to the progress and
this creates a considerable increase in process awareness and transparency for
all incorporated stakeholders.

DPM-III. Evolving from DPM-II to DPM-III takes considerably more effort
because, this requires analysis of the service offering to develop a clear under-
standing of those SCs that are candidates for automation. In turn, automation
requires dedicated task handlers to fulfill the activities SCs consists of, such as
copy a file between locations, call an API of a third-party system, or conduct
a quality check on service outputs. The main learning from this phase is, that
the consultancy should try to identify SCs activities and standardize them, so
they can be implemented as generic as possible as task handlers. In this way,
they would become reusable across different service offerings. Another learning
relates to the inputs and outputs that human and software agents, respectively,
provide to the services and receive from them. This must also be implemented
in a way that allows a generic definition of digital interaction points (e.g., digital
forms) to collect the inputs in case of human agents, and defined data formats in
case of software agents. As part of our prototype, we realized this only rudimen-
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tary and we implemented them specifically for the required input. In practice
this would not be possible as it would require too much effort and would there-
fore be ineffective. The fulfillment of the expected outcome (O3-1) formulated
in Table 4 is as follows. Software agent orchestration works as expected and can
be confirmed. An important learning is that the service depends potentially on
factors, such as the availability of third-party software systems. This factor may
be out of reach of the consultancy and therefore may cause error situations which
could not be handled easily. An example is the access to an external file storage,
that is required during service provisioning. The question that arises is how such
technical error situations might disrupt the overall service provisioning process?

5 Conclusions and Future Work

With this work we contributed a new phase model DITCOS-DPM to support
the IT consulting domain to conduct the digitialization of real-world service to
digital representations. With DITCOS-DPM IT consultancies now have a means
to approach the digitalization of their domain in an incremental, structured, and
guided way. Beside DITCOS-DPM we created the technical DITCOS-Platform
artifact required to support the digital modeling of those real-world services, to
digitally augment them, and to identify services which are candidates to fur-
ther digitalization to reach the best possible synthesis of human and system
interaction during the service provisioning process. Our cooperation with ITC
practitioners led to relevant learnings related to required future improvements of
our current digital ITC platform prototype, such as the complete data require-
ment related to human actors who should fulfill BRs, that BPMN TaskHandlers
must be designed and implemented for all third-party APIs which should be
connected to the platform, or that DPM already supports the service engineer-
ing process at an early stage as it provides flexibility to recombine service model
elements very flexible and gain new insights. With this work, we exemplified
the application of DITCOS-DPM on a single real-world service offering exam-
ple, namely Development Method for Modern Business IT (DMMB). The digital
ITC DITCOS-Platform prototype contained only the necessary components to
perform our very first evaluation of the digitalized DMMB. Clearly, the positive
experience we had is only indicative at best and not generalizable as it is usually
the case in very first evaluation studies [15]. Future research therefore needs to
address these limitations and open the platform to a wider range of real-world
services. In addition, a more generic set of BPMN TaskHandlers needs to be
provided to support more types of service automation and better understand
the digitalized delivery of DITCOS-DN-based service models.
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Abstract. Compliance checking is the operation that consists of assess-
ing whether every execution trace of a business process satisfies a given
correctness condition. The paper introduces the notion of hyperquery,
which is a calculation that involves multiple traces from a log at the
same time. A particular case of hyperquery is a hypercompliance con-
dition, which is a correctness requirement that involves the whole log
instead of individual process instances. A formalization of hyperqueries
is presented, along with a number of elementary operations to express
hyperqueries on arbitrary logs. An implementation of these concepts in
an event stream processing engine allows users to concretely evaluate
hyperqueries in real time.

1 Introduction

In the world of Business Process Management (BPM), the term compliance
denotes the adherence to a set of established constraints (rules) or norms. Com-
pliance checking is a technique used at various stages of a business process life
cycle: design time, run time, and post-execution to ensure that business processes
adhere to such predefined constraints [23]. While ideally desired at design-time,
the existence of a complete formally defined process model for compliance checks
cannot be always assumed, hence compliance checking is often performed at run-
time and referred to as compliance monitoring.

Several formalisms have been employed for modeling and representing busi-
ness constraints, including event calculus (EC) [25], temporal logic [2], and deontic
logic [18]. Moreover, in a real-world business scenario, process instances often share
resources and are seldom executed in isolation. Service-level agreements (SLA),
for example are sometimes expressed not on individual cases, but as aggregated
measures over a set of cases. Such constraints are known in the field as instance-
spanning constraints (ISC) [14] and add another layer of complexity to compliance
checking. Compliance checking on ISC has received less attention in literature.

To tackle these challenges, this paper utilizes Complex Event Processing
(CEP). CEP is employed to address the inflexibility of formalisms by providing
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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a generic querying language over streams of events. To this end, this paper
introduces the concept of a hyperquery. A hyperquery is a stream processing
calculation involving multiple traces from a log concurrently. A special case of a
hyperquery is a hypercompliance condition, which is a correctness requirement
encompassing the entire log rather than individual process instance; this notion
generalizes several approaches considering ISC. This paper provides examples of
hyperqueries for different representative scenarios, and presents a formalization
of hyperqueries along with elementary operations to express them on any logs.
We implemented these concepts in an event stream processing engine, BeepBeep
[21] which enable users to evaluate hyperqueries in real-time.

The rest of this paper is structured as follows. Section 2 gives an overview
of compliance and hypercompliance and mentions existing solutions for compli-
ance checking. Section 3 presents a formalization for hypercompliance. Section 4
presents the building blocks that allows user to express hyperqueries. Section 5
presents our implementation and evaluation on collection of real world and syn-
thetic scenarios. Finally, Sect. 6 concludes the paper and discusses future work.

2 Business Process Compliance and Hypercompliance

To illustrate the problem addressed by this paper, consider a simplified school
admission process, represented in the BPMN diagram of Fig. 1. The process
starts with the submission of an application by the student. Upon submission,
an admission officer is assigned to review the application. If additional documents
are needed, they are requested. An interview is then scheduled. On the interview
day, the interview is conducted and subsequently evaluated. If the applicant is
successful, an acceptance letter is sent; otherwise, a rejection letter is sent.

Fig. 1. BPMN representation of the school admission process.

In a typical admissions period, several instances of this process can be started
every day (one for each student presenting an application); the duration of each
instance is variable and can span several days, and each instance is also free to
progress independently of each other. As a result, an external observer noting the
activities executed for each application as they occur would see an interleaved
sequence of “events” belonging to multiple instances.

The normal operation of the registration process depends on a number of
conditions that can be expressed over the sequence of activities recorded by this
hypothetical observer. Some of them involve each application taken in isolation,
such as:
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C1 Due process: Checks that the sequence of activities in each application is a
valid execution of the BPMN diagram.

C2 Interview rejection: Ensures that every application process ends with a rejec-
tion letter if the interview was judged unsatisfactory.

C3 Four-eyes principle: Asserts that the application review and the interview
must be performed by two different employees.

Some other conditions can also be expressed on the process as a whole, by
looking at all its executions. For example:

H1 Cap on applications under review: Ensures no more than k applications are
under review simultaneously, preventing application overload and facilitat-
ing effective management of the admissions period.

H2 Consistency in rejections: States that if an application is rejected for the
reason of a low grade x, then all applications with grades below x should
also be rejected, ensuring fairness and consistency in the process.

H3 Threshold acceptance ratio: Dictates that a minimum of x percent of appli-
cations must reach a positive outcome. This threshold can ensure a regular
inflow of students.

H4 Fair task distribution: Validates an even allocation of applications across
employees. This check aims to avoid overloading any individual.

H5 “Evil employee” deterrence: Ensures no employee rejects all assigned appli-
cations. Upholding this condition can help identify any potential prejudices
in the assessment process and guarantee fairness for all candidates.

H6 Employee capacity limit: Restricts the number of applicants assigned to an
employee at a given time to n. This promotes a sustainable workload per
staff member.

Adequate management of this business process requires looking for potential
violations of these various conditions, ideally in an automated fashion. Moreover,
it is desirable that these eventual violations be reported when they occur—as
opposed, for example, to a postmortem examination of process runs after the
admissions period is over.

The scenario described above can be framed as a case of compliance checking,
which is a technique used in Business Process Management (BPM) to ensure
that business processes adhere to predefined rules or regulations. When used
at run-time, compliance checking is often referred to as compliance monitoring,
while at post-execution, it is referred to as compliance auditing. In the context of
this work, existing approaches for checking compliance can be separated in two
categories, depending on whether they consider conditions on a single instance
of a process, or conditions on multiple instances.

2.1 Single-Instance Compliance

Most of the research so far has focused on constraints that target single instances
of a process—in other words, constraints that can be checked on each execution
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separately. These correspond to conditions C1–C3 of our running example; and
several surveys on this topic have been published [23,26,34].

Early compliance monitoring techniques operated on MXML logs before
XES. We mention [2] where given an event log and an LTL property, an LTL
Checker verifies whether the observed behavior matches the expected behavior.
In [9], a framework was proposed for performing compliance checking of process
execution traces with respect to business rules that are mapped to Logic Pro-
gramming, using Prolog. [26] proposed a framework for Compliance Monitoring
Functionalities (CMF) that enables systematic comparison of existing and new
approaches for monitoring compliance rules over business processes during run-
time. In [28], a novel runtime verification framework was proposed, based on
linear temporal logic and colored automata, continuously verifying compliance
against a predefined constraint model. On its side, reactive event calculus [10] is
a formulation of event calculus suited for the incremental evaluation of proper-
ties over event streams. Research in [18] focused on the compliance of business
processes with business contracts, presenting a logic-based formalism for describ-
ing both the semantics of the contract and the compliance checking procedure.
Meanwhile, the work presented in [5] offered a visual approach for specifying
compliance rules using a language known as BPMN-Q.

Compliance can also be ascertained using process mining: past logs of the
execution of a business process are used to derive a model of the system, and
subsequent executions of this process are then compared to this model; a devia-
tion from the model may indicate a violation of a compliance requirement [16].
Finally, one can also verify that a business process is such that all its possible
executions are compliant with respect to a condition, a problem that can be seen
as a form of model checking. For example, [4] translated compliance rules into
temporal logic formulæ for model checkers to verify whether a process model
complies with the requested rule, addressing the state-space explosion problem
through a set of reduction rules. [17] modeled legal documents and presented
an approach to check the compliance of a legally annotated process model with
rules expressed in LegalRuleML.

2.2 Instance-Spanning Compliance

The previous approaches have in common that they consider compliance as an
“individual” property of a business process execution: each trace is compliant
or not with respect to a specification, a model or a set of constraints. Even
approaches calculating aggregate metrics from a set of executions are still com-
posed of individual decisions on the compliance of each single execution with
respect to a reference. This is the case, for example, with the notion of degree
of compliance [27] and level of compliance [34], which are compliance metrics
aggregated from the individual compliance calculated on multiple instances.

In contrast, fewer works have targeted compliance checking for instance-
spanning constraints, which are constraints that extend across multiple instances
of one or several process types [14], such as conditions H1–H6 of our motivating
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example. These conditions have first been considered in the context of informa-
tion system security, where they are called hyperproperties [12]. In the field of
business process management, research on these constraints offer means to define
these constraints or target specific usage scenarios in various domains such as
healthcare [24], cargo bundling transport processes [37], and security [8]. A col-
lection of examples of such constraints can be found in [31]. Formally, while a
classical property defines a set of executions (those that are considered valid), a
hyperproperty defines a set of sets of executions. In the following, we shall call
compliance to a hyperproperty hypercompliance.

While there exists a plethora of formal notations for defining properties (e.g.
finite-state automata, temporal logic, μ-calculus), fewer have been proposed to
define hyperproperties. One notable proponent is HyperLTL, which extends Lin-
ear Temporal Logic (LTL) with quantifiers over execution traces, and can express
a subset of all possible hyperproperties [11]. A HyperLTL formula is of the form
Q1σ1 : Q2σ2 : · · · Qnσn : ϕ, where Qi is either a universal or an existential
quantifier, σi is a quantified variable standing for a trace, and ϕ is a classical
LTL formula whose ground terms are atomic symbols from any of the σi.

Finkbeiner et al. [15] distinguish between three scenarios for the runtime
evaluation of a HyperLTL expression. First is the “parallel” model, where a fixed
number of executions is considered, with each of them producing exactly one
event at each step. There are also two variants of the “sequential” model, where
system executions are processed one after the other. In the unbounded variant,
the number of executions to consider is unknown and may in fact grow forever,
which is not the case for the bounded variant. They provide algorithms for the
evaluation of HyperLTL formulæ in each case.

Similarly, HyperLDLf is an extension of Linear Dynamic Logic (LDLf ),
enabling the expression of hyper-properties that relate multiple process exe-
cution traces at once [13]. On this language, the authors consider the model
checking problem, which is stated as deciding whether the set of traces accepted
by a deterministic finite automaton satisfies a HyperLDLf property. In [25] a
rule-based monitoring approach based on Event Calculus and the Rete algorithm
is presented.

Other approaches considering instance-spanning constraints include a pre-
dictive model based on supervised machine learning, accounting for both intra
and inter-case dependencies using datasets from a hospital emergency depart-
ment and a manufacturing process [35]. More recently, [3] followed a database-
oriented technique for compliance monitoring of instance spanning constraints.
The approach requires the user to express a constraint as a quadruplet of SQL
queries representing the various states in which it can be for each instance (cur-
rently/permanently satisfied/violated). As with many approaches using SQL for
event-based data, explicit comparisons between event timestamps must be used
to express temporal relationships equivalent to, e.g. LTL operators. The app-
roach also currently handles Boolean constraints, but not more general instance-
spanning calculations.
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The evaluation of instance-spanning constraints can also be framed in the
more general framework of process querying, which is concerned with models
and methods to filter and transform representations of business processes [30].
Among the multiple available techniques, a subset concentrates on executing
queries on event data, i.e. the sequence of events produced by the executions of
a process [1].

3 Formalizing Hypercompliance

The presentation of related works reveals gaps in existing solutions that make
them ill-suited to handle the motivating example of Sect. 2.

Obviously, single-instance solutions (Sect. 2.1) cannot evaluate conditions
H1–H6 that correlate multiple executions. On the front of hyperproperties
(Sect. 2.2), our business process scenario fits none of the three cases handled
by Finkbeiner et al. [15]: new instances of the process can be started at any
moment, their number is theoretically unbounded, and the events they produce
can be arbitrarily interleaved. What is more, some of the hypercompliance con-
ditions of our running example involve aggregations and other constructs that
are beyond the expressiveness of existing languages such as Event Calculus [25],
HyperLTL [11] and HyperLDLf [13] (which, in the latter case, is considered for
model checking and not monitoring). It is also unclear how some of these queries
could be handled in the SQL-based approach of [3], especially for calculations
involving complex sequential relationships between events.

Our proposed approach takes a different direction, and suggests the use of
arbitrary event-stream processing calculations as the basis for expressing hyper-
compliance conditions. It calls for a more general theoretical framework, in which
arbitrary instance-spanning computations could be incrementally evaluated over
interleaved executions of a given business process. In this section, we start by
laying the foundations on which these operations will be carried.

3.1 Streams and Processors

Let Σ be a set of arbitrary events, sometimes called the “alphabet”. A sequence
σ ∈ Σ∗ is called a stream. We denote by σ · σ′ the concatenation of σ and σ′.
The empty stream is given the symbol ε. We say that σ is a prefix of σ′, and
note it σ � σ′, if there exists σ′′ such that σ′ = σ · σ′′. In addition, σ is a strict
prefix if σ′′ �= ε; this is noted σ ≺ σ′.

A stream vector over alphabets Σ1, . . . ,Σn is an n-uple 〈σ1, . . . , σn〉, with
σi ∈ Σ∗

i for i ∈ [1, n]. A stream vector �v = 〈σ1, . . . , σn〉 is a prefix of another
vector �v′ = 〈σ′

1, . . . , σ
′
n〉, noted �v � �v′, if σi � σ′

i for i ∈ [1, n]. Given two sets of
stream vectors V and V ′, we call a processor any function π : V → V ′ respecting
the progressing condition, which is that for every �v1, �v2 ∈ V, �v1 � �v2 implies
that π(�v1) � π(�v2).
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Intuitively, a processor is a function that transforms a stream vector into
another stream vector; the cardinality of the input and output vector are respec-
tively called the input and output arity of the processor. The progressing con-
dition restricts the way in which input and output are related; more precisely, if
feeding π with an input vector �v1 results in an output �v′

1, then appending zero
or more events to streams in �v1 results in the vector �v′

1 to which zero or more
events are appended. In other words, a processor that outputs events for a given
input cannot “take them back” when extending that input with further events;
it can only append further events to its existing output.

A processor is called synchronous if it satisfies the condition that, for every
pair of vectors �v = 〈σ1, . . . , σm〉, �v′ = 〈σ′

1, . . . , σ
′
m〉 such that �v � �v′, π(�v) �= π(�v′)

implies that �v ≺ �v′. Combined with the progressing condition stated above, this
entails that for such a processor to append new events to its output, at least one
new event must be appended to each stream in the input vector. This condition
is vacuously satisfied for any processor ingesting stream vectors of input arity
1. These definitions provide a uniform formal framework in which a wide range
of existing notations can be handled, such as Moore machines, Petri nets or
temporal logic.

3.2 Logs and Hyperprocessors

Let I be a set of trace identifiers. A log is denoted as a function λ : I → Σ∗, which
associates to some trace identifiers a specific trace. We denote by Λ the set of such
logs. We say that the log contains a trace for identifier i if λ(i) �= ε. The size of the
log, noted |λ|, is the number of traces it contains, i.e. |λ| � |{i ∈ I : λ(i) �= ε}|. We
denote by ∅ the unique log of size 0. A log is finite if it contains a finite number
of traces. Conceptually, each trace represent one execution of some system or
process, and the log is the collection of these executions. In the following, we shall
use the words “trace”, “execution” or “case” as synonyms. We override the symbol
� and note by λ � λ′ the fact that a log is an extension of another. Formally,
this is expressed by the fact that for every i ∈ I, λ(i) � λ′(i). Intuitively, a
log extends another one if it appends events to already defined traces, or if it
introduces a new association between an identifier and a trace.

A hyperquery is a function q : Λ → C, which given a log λ ∈ Λ, performs an
arbitrary calculation on this log and returns a result q(λ) ∈ C. A hyperproperty,
as defined in existing literature [12], can be seen as the particular case where
C = {	,⊥}. Given a hyperquery q, evaluating it on a prerecorded log is a
straightforward task. However, in a context where the contents of the log is
captured live (for example, as instances of a process are still active and generating
new events), one is rather interested in a periodical evaluation of the hyperquery.
In such a case, calculating q from scratch on each version of the log would result
in a considerable waste of computing resources. It would make much more sense
to consider the current log as an update of the previous one, and update the
value of q accordingly.

To this end, we override the symbol · to represent the update of a log. If λ
and λ′ are two logs, the update of λ by λ′, noted λ · λ′, is the log λ′′ defined
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as λ′′(i) � λ(i) · λ′(i) for all i ∈ I. A log update appends new events to zero or
more traces. An update is called unitary if it adds a single new event to a single
trace. A finite log λ of size n can be represented as the explicit enumeration of
traces associated to each identifier: {i1 �→ σ1, . . . , in �→ σn}. It also admits an
alternative representation as a sequence of successive log updates starting from
the empty log: λ = ∅ · λ1 · . . . · λm. For example, suppose that I = {0, 1} and
Σ = {a, b, c}; then the log λ = {0 �→ ab, 1 �→ c} can be expressed as a sequence
of updates in various ways, one of them being: ∅ · {0 �→ a} · {1 �→ c} · {0 �→ b}.

Given a hyperquery q : Λ → C, a hyperprocessor for q is a processor
πq : Λ∗ → C∗ ingesting a stream of log updates λ1, . . . , λm, and satisfying the
condition that if πq(λ1, . . . , λm) = σ, the last event of σ is equal to q(λ1 ·. . .·λm).
Thus, a hyperprocessor receives updates, and upon each update, is such that its
latest output corresponds to the value of q on the log obtained by the sequence of
updates observed so far (starting from the empty log). In other words, the hyper-
processor πq performs the incremental evaluation and update of the hyperquery
q.

4 Building Blocks for Hyperprocessors

The previous definitions provided the formal notation for expressing hyperqueries
and hyperprocessors. However, we still do not have an algorithm for the efficient,
and above all incremental, evaluation of a given hyper-query q. On the one
hand, a hyperprocessor πq that simply re-evaluates q from scratch after each
log update satisfies the definition and is simple to implement, but is obviously
suboptimal. On the other hand, it is unrealistic to expect end users to directly
implement a hyperprocessor specific to each hyperquery they wish to evaluate.
The approach we follow is to introduce a number of “building blocks”, i.e. a
set of basic hyperprocessors performing elementary operations on streams of log
updates, which can then be composed to create complex hyperqueries.

4.1 Operators on Log Updates

A particular case of hyperprocessor is one where C = Λ. Such a hyperproces-
sor transforms a stream of log updates into another one. Primary uses of such
hyperprocessors are for preprocessing or “maintenance” operations.

Sample. A common operation is to retain only a subset of an existing log, by
retaining a fraction of the existing traces; this process is called sampling [33].

A primitive form of sampling can be implemented by merely evaluating a
function f : Σ → {	,⊥} which decides which events are let through based on
a condition evaluated on the first event of each process instance. Given such a
function f , the sampling hyperquery is the function defined as:

qπ(λ) = {i �→ σ : f(σ[0]) = 	}
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This query evaluates a condition on the first event of each process instance.
If the condition evaluates to true (	), then all events of this instance are let
through. On the contrary, if the condition evaluates to false (⊥), then all log
updates for this process instance will be discarded (resulting in that instance
being absent from the output log).

The XES log format associates each process instance with a number of
attributes that qualify the instance as a whole. Conceptually, one can assume
that these attributes are contained within the first (or every) event of each
instance, and thus apply sampling based on these attributes. For instance, one
could sample a log by excluding cases coming from a particular city, or lighten the
log by excluding all case where the (numerical) ID does not end in a particular
number (a form of statistical sampling).

Filter. A refinement of this strategy consists of pushing updates for streams in
a log that satisfy a stateful condition. You may need to retain updates for this
stream until the condition is satisfied. Given a monitor π : Σ∗ → {	, ?,⊥}∗, the
filtering hyperquery is the function defined as:

qπ(λ) = {i �→ σ : π(σ)[−1] = 	}

Given a log, this hyperquery returns a new log that retains only the mappings
i �→ σ that are such that π produces a true verdict when run on σ.

Note that this query is parameterized by a processor π, which may need to
receive multiple events before producing a conclusive verdict. As long as it is
not the case, the corresponding trace is absent from the output log. Consider
for example the monitor π defined as π(σ · x) = π(σ) · 	 if σ · x contains an
a, and π(σ) · ? otherwise. This monitor produces the true verdict on any trace
that contains an a somewhere. On the log {0 �→ bcdc, 1 �→ b}, qπ returns the
empty log, as none of the traces satisfy the condition. However, on the log {0 �→
bcdca, 1 �→ b}, qπ returns {0 �→ bcdca}, as trace 0 satisfies the condition. Note
that in this case, the whole trace appears at once.

This definition has implications for the implementation of the corresponding
hyperprocessor. When a new trace is added to the output log, the hyperprocessor
needs to output the sequence of unitary log updates corresponding to this trace
in a single burst.

4.2 Log Combinations

The previous operators provide functionalities that transform a stream of log
updates and apply modifications to the content of the log itself. A second set
of operators applies a calculation to traces in a log, and combines the result
obtained for each instance.

Quantification. The first combination is quantification, which evaluates a condi-
tion that must apply either on all traces in a log (universal), or for one trace in
the log (existential). Quantifiers can be nested, which makes it possible to express
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conditions that involve several traces at the same time. Formally, a quantified
hyperquery is defined as follows:

qQ1...Qn

π′ (λ) �
⊗

σ1∈λ

· · ·
⊗

σn∈λ

π(〈σ1, . . . σn〉)

where each Qi is either ∀ or ∃, π′ is a n:1 processor and
⊗

i is ∧ if Qi = ∀, and
∨ if Qi = ∃. The notation σ ∈ λ means that there exists an identifier i ∈ I such
that λ(i) = σ. For example, the condition that all traces in a log have the same
length could be expressed as the hyperquery q∀∀

π′ , where π′ is the processor such
that π′(σ1, σ2)[−1] = 	 if |σ1| = |σ2|, and ⊥ otherwise.

Quantification can be seen as a generalization of HyperLTL: indeed, contrary
to this logic, the condition π′ is not limited to temporal logic operators over
atomic propositions, but can incorporate any arbitrary stateful calculation. For
example, the condition “all traces end with the same number of a events” can
be expressed using quantification, but not using HyperLTL since temporal logic
does not allow counting.

Aggregation. Finkbeiner et al. [15] show that, without additional hypotheses on
the property, a monitor for HyperLTL must retain all the events of all the traces
seen so far, which limits the applicability of such an operation. To alleviate
this issue, we introduce an alternate form of operation on a log which is called
aggregation, defined as follows:

qπA
πT

(λ) � πA

(
⊙

σ∈λ

πT (σ)[−1]

)
[−1]

where πT and πA are both 1:1 processors, and
⊙

represents the iterated concate-
nation of elements to form a trace. Intuitively, an instance of πT is run separately
on each trace σ ∈ λ; the last event of each output stream is concatenated to form
a new stream, and πA is evaluated on that stream. The last event of the output
is the value of qπA

πT
associated to the log λ.

One can see the aggregation operator as a form of “middle ground” between a
compliance condition (which does not correlate traces to other traces), and the
general quantification operation (which compares every trace to every other).
It turns out that many hyperproperties which, when expressed in HyperLTL,
require quantifiers, can actually be reformulated (and more efficiently evaluated)
as aggregations. For example, take the property stipulating that all traces end
with the same number of a events; contrary to the quantified formulation, which
performs a calculation on each pair of traces in a log and is thus quadratic in
the number of cases, the aggregated formulation combines values calculated on
each trace separately and is therefore linear in the number of cases.

4.3 Qualified Conditions

When considering a single execution of a process, one can express conditions
that can either be satisfied or violated. In contrast, a particular feature brought
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by the study of hypercompliance is the fact that the conditions they express may
allow “partial” satisfaction. For example, one may want to evaluate a hyperquery
only when a log reaches a certain size, or only on traces of some minimum
length. At other moments, it may be reasonable to tolerate a log that deviates
from a compliant state to some degree. In those situations, it is useful to see
hypercompliance as formed of two separate elements: a strict, black-or-white
condition, to which a mitigating factor is attached.

Weakening. A first way of qualifying hypercompliance is to express a condition
that needs to be satisfied for its verdict to be considered relevant. For example, it
is probably inappropriate to raise an alarm when the constraint “90% of traces
end in a success” is violated on a log that contains a single case. In such a
situation, one would typically add a condition that indicates when it makes sense
to evaluate the policy, for example by asserting that there must be a minimum
number k of completed cases in the log. We call this process the weakening of a
constraint.

Weakening can be applied at the level of individual traces, or at the level
of the whole log. The first case is handled by encasing a calculation on each
trace with a filter hyperprocessor, as already defined in Sect. 4.1. Thus, only
cases satisfying a specific condition will enter in the evaluation of the policy.
The latter case can also be expressed simply, by considering both the constraint
and its weakening condition as two hyperqueries qP and qW ; the version of qP

weakened by qW is thus the hyperquery q defined as q(λ) � qW (λ) → qP (λ).
By the semantics of Boolean implication, q(λ) produces 	 if the weakening
hyperquery is not satisfied. The key point is that this implication is made explicit
by separating the condition from the policy itself; in the example above, the
policy is violated, but the weakening condition tells us to disregard its verdict.

Dampening. A second possibility is to tolerate temporary violations of a con-
straint, a concept that we call dampening. Dampened conditions are particularly
appropriate for expressing service-level agreements (SLAs), for example by stat-
ing that “the system is never offline for more than five minutes”, or that “95%
of customer claims are processed under two days”. In the following we introduce
two types of dampening.

The temporal dampening operator considers a window of n successive evalu-
ations of the constraint, and returns a passing verdict if at most m < n of these
evaluations are negative. If λ is a sequence of (unitary) log updates and π′ is a
processor, we note by #n

π′(λ) the value |{λ′ � λ : |λ|−|λ′| ≤ n∧π′(λ
′
)[−1] �= ⊥}|;

this function determines how many of the longest n prefixes of λ are such that
the constraint is not violated. Temporal dampening can then be defined as:

ππ′(λ · λ) �

⎧
⎪⎨

⎪⎩

ππ′(λ) · ? if |λ · λ| < n

ππ′(λ) · 	 if #n
π′(λ · λ) ≥ n − m

ππ′(λ) · ⊥ otherwise

While temporal dampening allows some negative verdicts to be disregarded,
case dampening allows some cases in a log to be disregarded. For a log λ, denote
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by λ\{i1, . . . , in} the log λ′ such that λ′(i) = ε if i ∈ {i1, . . . , in}, and λ′(i) = λ(i)
otherwise. In other words, the operation erases specific traces from the log. If q
is a hyperquery, the case dampening of this query can then be defined as

q−m(λ) =

{
	 if there exists I ′ ⊆ I with |I ′| ≤ m such that q(λ \ I ′) = 	
⊥ otherwise

The dampened version q−m of q is satisfied for a log λ if it is possible to create
a log λ′ that satisfies q by removing at most m traces from λ. An advantage
of this definition is that it can also be applied to policies that do not express
a Boolean condition over individual traces. For example, in the constraint “the
average trace length is less than k”, none of the traces is in itself a success or
a violation, yet the policy can be dampened by excluding the longest m traces
of a log. Variants of this dampening operator can be obtained by changing the
condition |I ′| ≤ m, for example by replacing it with a fraction of all logs.

Note that, in the previous example, dampening is different from replacing
k by an interval, which does not alter the original condition in the same way.
It is also worth noting that a constraint may involve a combination of these
operations. Thus, one could say that the average trace length is less than k, by
allowing at most m of them to be disregarded (dampening), and by considering
only logs with a sufficient number m′ of traces (weakening).

5 Implementation and Evaluation

The hyperprocessors presented so far have been described at the theoretical
level. The question remains whether these processors can be used in practice,
and how well they scale on logs of realistic size. In this section, we report on
our efforts to concretely implement the hyperprocessors presented earlier, and
to experimentally measure their efficiency under various conditions.

5.1 A Toolbox for Hyperqueries

As the basis of our implementation, we use an actual open source event stream
processing engine, called BeepBeep [21]. BeepBeep offers a collection of simple
computation units called Processors, which correspond exactly to the definition
we gave of this concept in Sect. 3.1. Processors can then be connected to form
pipelines. Over the years, BeepBeep has been involved in multiple case studies
related to business processes, such as the tracking of packages in the Physical
Internet [6] and the detection of trend deviations in process logs [32].

BeepBeep already provides a wealth of processors to perform computations
over traces of events of various kinds, many of which can be leveraged in
the expression of hyperqueries. On top of this infrastructure, we designed an
extension providing support for hyperprocessors1. Specifically, all the operators

1 https://github.com/liflab/hypercompliance.

https://github.com/liflab/hypercompliance
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described in Sect. 4 have been implemented as a new type of object, which can
interact and be mixed with any of the existing BeepBeep processors. The end
result is a “toolbox” allowing users to express and evaluate hyperqueries in a flex-
ible and expressive manner: complex hyperqueries can be written in few lines of
code, either natively in Java, or even more concisely using the Groovy scripting
language. Figure 2 shows the pictorial representation of the processors introduced
in the previous section.

Fig. 2. Graphical representation of the hyperprocessors presented in this paper.

A range of examples of hyperqueries are implemented and available in the
online repository; unfortunately they cannot be shown here due to lack of space.
In particular, it is worth noting that this toolbox is expressive enough to account
for all the hyperqueries presented in this paper, including properties H1–H6 of
the running example of Sect. 2. Faithful to the principle of composition which is
the heart of BeepBeep, these hyperqueries are carried out by the instantiation
and the connection of elementary calculation units in the form of a pipeline.

5.2 Empirical Assessment

To demonstrate the effectiveness of our approach, we ran a number of experi-
ments measuring the time required to process a hyperquery, and the memory
consumed during the operation. These experiments are contained in an instance
of the LabPal experimental environment [20], which makes it possible to bundle
all the necessary code, libraries and input data within a single self-contained
executable file. A downloadable lab instance containing the experiments of this
paper is publicly available [22].

Synthetic Logs. A first set of experiments is made of generated logs for the
school admission process of Sect. 2, on which the hyperqueries H1–H6 are eval-
uated. To this end, we implemented the school admission process with Activiti,
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a lightweight open-source workflow and BPMN engine. The engine allows us to
model and execute multiple instances of the process. These executions are then
logged into a XES log file. We utilized Synthia [29], a data structure generator,
to generate choices for tasks and decisions in the process.

Fig. 3. Experimental results for the school admission scenario.

Figure 3 shows the cumulative running time and instantaneous memory usage
for each of the hyperqueries H1–H6, on a generated log containing approximately
10,000 updates. One can observe that total running time remains under 5 s,
although the processing time per event tends to slightly increase as the log
updates accumulate. Memory consumption increases linearly for all hyperqueries,
but in all cases remains far lower than the size of the log itself; in other words,
each pipeline of hyperprocessors does better than merely storing all events seen so
far. The most complex hyperquery, both for time and memory, is Evil Employee
(H5); this is expected, as this query contains two nested aggregations: a first for
the outcomes of each application of an employee, and the other to combine the
results of each employee.

Real-World Logs. In order to determine if this good performance extends to real-
world logs, we also evaluated hyperqueries on a sample of XES files from various
sources:

– WABO: an environmental permit application process in the Netherlands [7]
– CAP: a loan application process, from the 2018 BPI Challenge [7]
– Hospital: medical procedures in a Dutch hospital, from the 2011 BPI Chal-

lenge [36]

The largest of these logs contains over 275,000 events. We selected hyper-
queries that could be evaluated on each scenario, regardless of the nature and
meaning of the events in the log. Concurrent instances evaluates the number of
process instances that are active at any point in the log, while Average length
calculates the mean length of all instances. Mean time interval counts the aver-
age time difference between two successive events across all instances; Same
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next extracts all activities that always have the same successor in every pro-
cess instance; Directly follows associates to each activity the set of its successors
occurring in any instance. As one can observe, some of them are not hyperprop-
erties, but genuine hyperqueries, as they produce a result that is not a simple
pass/fail verdict.

Table 1. Throughput and memory consumption for various real-world logs.

Scenario Events Cases Hyperquery Throughput (Hz) Max memory (B)

Hospital 151434 1143 Concurrent instances 901392 8059
Directly follows 277351 3660379
Mean time interval 1130104 5615
Average length 369351 522071
Same next 304084 5401821

CAP 275287 13087 Concurrent instances 920692 12863
Directly follows 79700 39075895
Mean time interval 1228959 5615
Average length 7995 5991691
Same next 87698 38400801

WABO 39881 937 Concurrent instances 1375206 8055
Directly follows 419800 1873161
Mean time interval 1172970 5615
Average length 162117 278085
Same next 302128 2669627

Due to lack of space, the results can only be presented in aggregate form in
Table 1. One can observe a throughput (expressed in Hz) that often ranges in the
hundreds of thousands of events per second. Some queries are more affected by
the number of distinct cases in a log, such as Average length running considerably
slower on the CAP log, which contains more cases. The highest memory usage
also occurs on this log, and reaches close to 40 MB for the Directly follows
hyperquery. This is expected, as this log contains a large number of activities
that each have many possible successors, resulting in a large data structure.

6 Conclusion

In this paper, we introduced the notion of hyperquery, which generalizes instance-
spanning compliance constraints by allowing arbitrary calculations involving
multiple traces from a log at the same time. We presented the concept of hyper-
processor, which evaluates a hyperquery incrementally at runtime and updates
its output each time a new event is added to a log. We proposed a set of ele-
mentary hyperprocessors that can form the basis of complex hyperqueries. An
implementation of these hyperprocessors as an extension of the BeepBeep event
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stream processing library makes it possible to efficiently evaluate hyperqueries
at runtime, as confirmed by an experimental evaluation over both synthetic and
real-world logs.

The monitoring of real-time evaluation of hyperqueries also leads to a number
of interesting research questions that could be explored in future work. The
first revolves around anomaly detection. Earlier works have shown how trend
deviations in a stream can be detected in various ways [32]; however, these
assume either a fixed reference trend to which each process instance is compared.
The evaluation of hyperqueries could be explored as a complementary means of
detecting trend deviations, this time by quantifying the dissimilarity of a set of
traces in a log as they unfold in realtime.

The second is the design of explainable hypercompliance. In the same way
that the streaming model lends itself to the automated establishment of links
between specific output events of a flow graph and its inputs [19], one could imag-
ine defining similar relationships for operators evaluating hyperqueries. Com-
bined, these could prove a useful diagnostics tool, for example by pinpointing
the specific process instances (and events of these instances) that cause a viola-
tion of hypercompliance.

Finally, hyperqueries themselves could be further generalized. The hyper-
queries considered in the paper process all traces in a log regardless of their
actual moment of occurrence; yet, there exist situations where ordering those
logs would matter. For example, one could imagine a condition stating that if
a bonus is given to a specific type of customer, then all future customers of the
same type should get the bonus too. Such a property cannot be expressed over
a set of traces, but rather on an ordered sequence of traces (i.e. not 2Σ∗

, but
rather (Σ∗)∗).
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Abstract. Digital Therapeutics (DTx) are considered primarily patient-facing
software applications that promise personalized behavioral treatments whenever
and where needed. In recent years, the DTx market has seen strong growth due
to reforms promoting the digital transformation of national healthcare systems,
leading to competitive pressure among vendors and shorter times to market. To
accelerate the development of DTx and deal with their complexity, so-called low-
/no-code platforms that build on the ideas ofmodel-driven engineering havemoved
into the focus of research and practice. However, research regarding the generic
development ofDTx is still in its infancy, andprior contributionsmainly focusedon
specific modeling and development aspects. Following a design science research
approach, a synergized framework is derived based on previous conceptualizations
to provide a holistic view on DTx intervention modeling. The proposed frame-
work describes how the intervention workflow modeling can be systematically
structured, may help to organize existing intervention knowledge, and provides
the foundation for a technical instantiation. After demonstrating the framework,
implications for future research and practice are discussed.

Keywords: Digital health · Intervention modeling · Low-code development

1 Introduction

Driven by the modernization of reimbursement policies, digital health innovations have
successively become an integral part of patient care in several countries. Especially
Germany, which has long been behind in implementing a national electronic health
record, has recently transformed into a global pioneer in digital therapeutics (DTx) [1].
In general, DTx can be understood as mobile or web applications primarily used by the
patient (i.e., patient-facing) that aim to “prevent, manage, or treat a medical disease or
disorder” [2]. Given that self-management support evolved as a significant challenge
for successfully treating chronic diseases and reducing healthcare costs in the long run,
DTx promise to close a gap in care and are, therefore, a fast-growing market [3, 4]. This
growth has led to increased competition with multiple products for the same indication
by different vendors and shorter times to market access for innovations [5].
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Under the hood, DTx often provide digitalized health behavior change interventions
grounded in theoretical and empirical evidence [6]. From an engineering perspective,
DTx can be viewed as instances of “virtual coaches,” i.e., (semi-) autonomous software
agents that target behavioral transformations of the user towards a specific goal by contin-
uously adapting the coaching actions to the patient’s context (i.e., being context-aware)
[7]. Although the actual DTx design is highly disease and patient-specific, there are com-
mon elements underlying these interventions. Identifying and abstracting these mecha-
nisms could facilitate the engineering and understanding of generic low-/no-code devel-
opment platforms (LNCDPs) that incorporate design methods for building high-quality
applications for various disease contexts [8]. One typical building block of LNCDPs are
tools to model the application workflow [9]. Transferred to digital health interventions,
the workflow refers to the care pathway model, which is digitally supported by the DTx
application and represents the actual “intelligence” of the system. Research in the field
of DTx recently started to investigate specific aspects, such as modeling languages for
formally describing health coaching plans or conversation dialogs [10, 11]. However,
a holistic framework that unifies existing concepts is lacking. Such a framework may
help to structure existing intervention knowledge and the developer’s tasks systemati-
cally and may be technically supported by LNCDPs. Beyond accelerating the software
development process of DTx, such systematic guidance may help to reduce the risk of
faulty software applications that could jeopardize patient safety. Further, such a frame-
work could serve as a starting point for a deeper analysis of LNCDPs in the field of
DTx to identify shortcomings or limitations and opportunities for improvement. There-
fore, the present paper aims to investigate the following research question: How can the
intervention workflow modeling of DTx be systematically structured and guided?

The remainder of the paper is structured as follows. The next section describes the
researchmethods in detail before the literature review results summarizing priorwork are
presented (Sect. 3). In Sect. 4, the proposed framework is derived based on the concepts
identified in the literature and demonstrated (Sect. 5). The paper closes by discussing
the proposed framework and implications for future research and practice.

2 Research Methods

To develop a framework to guide the intervention workflowmodeling of DTx, the design
science research (DSR) method, according to Peffers et al. [12], is followed. In the pre-
vious section, the overall research problem has been identified and motivated. Based on
a systematic literature review, prior work’s essential modeling aspects and shortcomings
are determined to define objectives for the intended framework (Sect. 3). Therefore,
the method by Webster & Watson [13] is followed. Focus of the literature review are
existing conceptual contributions that addressed the modeling of the temporal logic in
digital health interventions at a meta-level. A qualitative content analysis method (both
inductive and deductive) is used to analyze the different contributions, as described by
Mayring [14]. Afterward, a novel integrated framework is developed as a theoretical and
conceptual artifact, demonstrated, and critically discussed.
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3 Literature Review

A systematic literature search was conducted in PubMed, Scopus, and Web of Science
to identify prior work that conceptually discussed modeling digital health interventions’
temporal logic at a meta-level. Additionally, scientific publications of projects funded by
the recently ended European Horizon 2020 grant program that investigated personalized
coaching solutions for well-being and care were included as their project scopes fit this
paper’s research goal [15].

Table 1. Search string used for the literature review.

Concept String Fields

Conceptual artifact types “model*” OR “framework*” OR
“conceptual*” OR “method*”

Title

Behavior change “behavior change*” OR “behaviour change*”
OR “behavior intervention*” OR “behaviour
intervention*” OR “behavioral intervention*”
OR “behavioural intervention*” OR “coach*”

Title, Abstract

Technology and Digital health “software” OR “digital” OR “ehealth” OR
“e-health” OR “electronic health” OR
“mhealth” OR “m-health” OR “mobile
health” OR “technolog*”

Title, Abstract

The used search string combined DSR-related artifact types of interest with a focus
on behavior change interventions in digital health (see Table 1). The literature search
was conducted in April 2023 (updated in June) and included peer-reviewed journal
articles and conference papers written in English from 2010 onwards. The literature
search yielded 2084 results (PubMed: 505, Scopus: 864, and Web of Science: 715) and
1165 after duplicate removal. In the first step, the papers were screened for relevance
based on title and abstract (n= 928 papers excluded). Afterward, a full-text screening of
the remaining papers was conducted. Articles that did not propose generic development
approaches related to patient-facing digital health applications’ temporal logical flow
(i.e., not guiding the workflow perspective specification) were excluded. Furthermore,
papers that did not propose adaptive concepts for tailoring the intervention to the context
of the patient (enabling personalized treatments) were excluded. Finally, n = 7 papers
identified from the literature search were included in the final analysis. By screening
the project websites of Horizon 2020 projects in the field of personalized coaching in
medical care, n = 3 additional papers were identified and included. Therefore, the final
analysis set comprised n = 10 papers.

To summarize prior work, identify essential concepts, and compare the different
approaches, a concept matrix was created based on the deductive categories derived
from previous research and inductively derived new categories or sub-categories based
on the analyzed literature. As mentioned at the beginning of this manuscript, DTx can be
considered an instance of the technological concept of virtual coaches (VCs) applied to
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the healthcare domain [16, 17]. A previous paper onVCs proposed a research framework
that summarizes the abstract “high-level” building blocks [7]. Based on this framework,
an initial set of categories was identified and refined with inductive content analysis.
Following the qualitative content analysis method, the recording unit referred to the
entire paper, the context unit to a paragraph, and the coding unit to a word. Six of the
analyzed papers were published in 2020 or later, indicating the increasing relevance of
generically describing the development of digital behavior change interventions. The
earliest contribution to this field included in the analysis was the so-called Behavioral
Intervention Technology Model (BIT) by Mohr et al. (2014) [18], followed by the Just-
in-time adaptive intervention (JITAI) framework by Nahum-Shani et al. (2015) [19].
Measured by the citation count, the JITAI framework [19, 20] is the most dominating
approach in the literature. It should be noted that several other contributions included
in the analysis also refer to the seminal work on JITAIs by Nahum-Shani et al. [21–
23]. The following paragraphs describe the concept matrix’s categories (see Table 2).
Note that “•” in the concept matrix means that the corresponding approach explicitly
addressed the concept. In contrast, “◯” means that the concept was recognized but is
essentially not deeply embedded within the approach. Instead, it was rather viewed as
a potential extension or opportunity for implementation. It is important to mention that
some aspects have been formulated vaguely and leave room for interpretation.

Table 2. Concept matrix.
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[19, 20] ● ● ● ● ● ● ○ ● ○ ● ● ● ● ● ●

[18] ● ● ● ● ● ● ● ○ ● ○ ● ● ● ● ● ○

[10] ● ● ● ● ● ● ● ● ● ● ● ● ●

[11] ● ● ● ● ○ ○ ● ○ ● ● ● ● ● ● ● ○

[21] ● ● ● ● ● ● ● ● ● ● ○

[22] ● ● ● ● ● ● ● ● ● ●

[23] ● ● ● ● ● ● ○ ○ ○ ○ ○ ○ ● ●

[24] ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

[25] ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

1) Temporal Flow: The first three categories of the concept matrix refer to the general
time-based intervention flow (i.e., when a specific action should occur).
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A) Triggers: A central conceptual building block of the JITAI framework are deci-
sion points (first sub-category) that can be considered events that trigger a certain
intervention logic (decision rule). Generally, the conceptual idea of decision points
can be found in all analyzed papers. As stated by Nahum-Shani et al., these decision
points may occur in a defined interval (e.g., every 2 h starting from 9 a.m. to 6 p.m.),
at a particular time of a day (midnight), a specific time after an intervention (e.g.,
X minutes after prompt) or in a random manner [20]. In addition, Mohr et al. [18]
also consider the triggering of intervention logic based on task-completion events
(e.g., finishing an educational module and receiving a reward) [18]. Furthermore,
they also explicitly incorporate user-defined workflows (interventions triggered by
the users themselves on demand) as part of their model. The approach described by
Gand et al. [11] leverages the Business Process Model and Notation for formally
describing coaching-related care pathways (BPMN4VC). They link “Timer Events”
(particular time and date, activity duration, cyclic events defined with a min- and max
frequency) to process activities.
B) Sequential Flow: The second sub-category related to the time-based intervention
flow refers to explicitly modeling the sequence of actions following a decision point
(i.e., sequential flow). In contrast to the approach by Gand et al., which models the
intervention actions as a sequential flow consisting of multiple steps aligned in a
temporal order (e.g., greeting, reminder, motivational assessment, reminder, etc.),
the JITAI framework suggests a single-step relationship after a decision point (i.e.,
trigger – action). However, modeling sequential flows based on the JITAI framework
is still not impossible. One approach for achieving thismay be to concatenate decision
rules and define decision points that trigger the following rule after the previous rule
has been executed. Nonetheless, this approach is arguably not straightforward and
significantly increases the number of decision points that need to be explicitly defined
by the modeler. Similarly to the BPMN-based approach [11], Beinema et al. [10]
proposed a newmodeling language (“WOOL”) for defining sequential conversational
flows in the context of VCs. Likewise, several other papers suggested a sequential
intervention flow modeling [18, 21–23, 25].
C) Time-scales: Overall, the different intervention elements may impact health out-
comes at different time scales and may systematically vary during the intervention
(e.g., stepped care). For example, the actual weight loss of an obese patient can be
considered a distal outcome, and clinically significant changes occur over weeks and
months. In contrast, the daily steps can be impacted on a tighter time scale (prox-
imal outcome). Furthermore, when the VC instructs a physical activity workout, a
new exercise may be prompted every minute, and the workout schedule is dynami-
cally controlled based on continuously monitored parameters (e.g., heart rate). Con-
sequently, the different intervention sub-models are linked to each other along the
time-axis up to an aggregated and thus highly complex model including all features.
The general idea of disassembling the disease-related mechanisms into sub-models
linked to each other can be found in the work by Nahum-Shani et al. [19]. However,
rather than representing the actual coaching intervention flows along these different
time scales (hour, day, week, month, and year) as aggregating models, they use this
“disassembling approach” to systemize and understand the dynamic relationship of
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different psychological and behavioral outcomes (proximal and distal). Mohr et al.
also speak of “blocks of time” with corresponding workflows [18]. Likewise, Zhang
et al. [23] recognized the need for different temporal scales based on a thorough anal-
ysis of several psychological theories. They proposed two levels: an “action level”
and amore overarching “reflection level”. Although the work by Gand et al. [11] does
not explicitly suggest representing the coaching intervention as temporal aggregating
BPMN models (e.g., the weekly pathway is broken down into a daily pathway), they
consider the inclusion of sub-pathways and target variables (outcomes) along differ-
ent time dimensions as an essential requirement (e.g., daily and weekly goals). The
idea of time-scaling can also be found in the work by Beristain Iraola et al. [25].

2) Intervention and Communication Option (ICO) Repository: The actual reposi-
tory of possible intervention options represents, along with outcome measures (inter-
vention goals) and tailoring variables, the core of every DTx application. Therefore, it
seems not surprising that all of the analyzed papers refer to it in some way. Generally
speaking, the intervention options can be regarded as the technological instantiation of
traditional behavior change techniques (e.g., feedback, monitoring, goal-setting, sugges-
tions, education, motivation, and social support) [18, 26]. Driven by fast technological
progress in the field of artificial intelligence (AI) in recent years, so-called conversational
agents (CAs) are frequently used for the interface of VCs, including DTx [7, 17]. CAs
aim to mimic interpersonal communication between the user and the system via text
(chatbot), speech (voice-based), or combine verbal- and non-verbal behavior (embodied
conversational agents or avatars) [27]. When using CAs, more generic messages, such
as greeting the user or responses to frequently asked questions, become apparent but
often do not directly impact the intervention outcomes. Therefore, the overarching term
“communication options” will be used in the remainder of this paper.
3) Representation Configuration: A) CA-related Cues:Directly coupled with the use
of CAs is the intervention and communication representation configuration in terms of
social cues (e.g., giving the agent a name, providing an avatar with a specific design,
animated gestures,…). However, only two analyzed papers describe the use of CAs
and the deliberate configuration of CA-related cues [10, 21]. Overall, integrating social
cues is much researched in information systems, and a growing knowledge base can be
consulted for designing CAs within DTx [28].B)Media, C) Delivery Channel, and D)
Other: Several papers describe the representation configuration in terms of media (e.g.,
textmessage, audio, video, tactile, chart, etc.), the delivery channel (e.g., app notification,
smartwatch, link to other resources,…) or the definition of other content representation
characteristics such as complexity, intensity, dosage or aesthetic aspects [18, 20]. This
implies that the ICOs are “tagged” with attributes that describe them appropriately.
4) Dynamic Intervention andCommunicationOptionCharacteristics:However, the
ICOs may also be described in terms of attributes that change their values during the
course of the intervention. For example, Zhang et al. [23] consider activation, habit, goal,
and attribute values as dynamic characteristics of intervention options. This corresponds
to the idea that the DTx application may explore algorithmically which intervention and
communication options should be preferred for the user to personalize and optimize the
interaction by assigning some kind of “utility values”.
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5) Decision-Making: Rule-based and Machine-learning approaches are discussed in
the literature for selecting a specific ICO (i.e., decision-making). In general, selecting
an ICO may occur on a categorical level (i.e., selecting the most suitable intervention
option category and then randomly drawing a message) or on an instance level (directly
selecting a particular message). While rule-based approaches are the most straightfor-
ward context adaptation mechanism concerning interpretability and clinical safety [29],
machine-learning approaches could address their disadvantages of formally explicating
the adaptation knowledge first and their missing possibility to automatically re-adapt the
intervention logic to the user during the trajectory [20]. Although several authors (n =
6) mention machine learning approaches, most do not describe them as an integral part
of their framework for modeling the intervention flow.
6) Exceptions and Constraints: Although one may define exceptions to explicitly not
send an ICO to the user (“provide nothing”) as part of decision rules (e.g., [20]), this
concept may also be regarded separately, as was done by Gand et al. [11]. Consequently,
exceptions and constraints can be considered a particular class of rules that forbid an
intervention if the specified conditions are met and may propose an alternative action.
7) Value Functions: Closely related to determining a suitable ICO are value functions
that serve as input for the decision-making algorithm or algorithmically adapt particular
variables. They can be part of the algorithmic data pre-processing before inserting the
data into a decision model, be part of any analytical decision model, or are executed
afterward. In particular, a) aggregation functions (e.g., calculating a sum), b) functions
for getting the most recent data and c) historical data, and d) functions to set a new value
for a specific variable have been identified in the literature.
8) Outcomes: As mentioned, outcomes are one core component of every DTx applica-
tion and represent the direction the system needs to act with suitable actions. In general,
different types of outcomes are distinguished in the literature. For example, the frame-
work by Nahum-Shani et al. [19] differentiates between proximal outcomes that are
considered short-term goals (e.g., reducing daily stress level) and distal outcomes to
be achieved in a larger time window (e.g., weight reduction, increased quality of life).
Another perspective can be found by Mohr et al. [18]. They distinguish between clinical
outcomes and usage-related outcomes. The latter addresses the idea that a digital behav-
ior change intervention can only have an impact when the patient uses the application
regularly (technology adherence). To tailor the intervention based on the outcomes, the
specified constructs are operationalized and then measured passively (via sensors) or
actively (via questionnaires) [4].
9) Tailoring Variables: Typically, the derivation of tailoring variables used by the deci-
sion models for selecting a suitable action goes hand in hand with the specification of
outcome measures [20]. For example, the application may send the user a feedback
notification (praise) when the daily step goal has reached a specific value. Nonetheless,
there are often further tailoring variables that are not directly derived from the outcomes
[18]. This can be (among many other examples) a particular time or weekday (e.g., pro-
pose a specific behavioral activity only on Monday), the weather forecast (e.g., suggest
a running workout on a sunny day), or the user’s preferences (e.g., user likes cycling
more than running). Likewise, demographic baseline data can also be used to tailor the
intervention (e.g., gender, age, etc.).
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10) Templating: Notably, the work by Gand et al. [11] introduced the idea of “templat-
ing”. They differentiate between templates of the intervention flow (pathway templates)
and instantiations for individual patients (pathway instances). According to the under-
standing by Gand et al., pathway templates refer to the general intervention schedule
and have an overarching character. In contrast, pathway instances develop adaptations
to fit the individual patient’s needs that may occur during model execution.
11) External Flows & Services: The framework described in [7] considers external
knowledge bases and services as viable sources to set up and control the system’s
behavior. For instance, a DTx app may be used in a blended-care program combin-
ing on-site behavioral therapy (e.g., group therapy) with automated coaching elements
for the remaining part of the patient’s daily life. Therefore, the appointment timeline
of the hospital information system may be integrated and synced with the DTx app to
optimize the entire intervention workflow. However, the literature analysis revealed that
only someworksmentioned this concept by deriving events from (external) sources such
as electronic medical records [18, 21], using interoperable data exchange standards [11].

4 Proposed Framework

As shown in Table 2, several aspects, such as integrating external services, templating,
temporal scaling, using CAs, machine learning-based approaches, and value functions,
are significantly underrepresented or have been not dedicatedly addressed. In particular,
to the best of the author’s knowledge, the interplay of the aspects above has yet to be
studied on a conceptual level, underscoring the need for a novel holistic framework that
synergizes and extends prior work. Based on the prior contributions, a novel framework
was developed that integrates existing concepts. The derived concepts were transferred
into central structuring levels for modeling the intervention workflow and structural ele-
mentswithin these levels.Overall, three dimensions (structuring levels) are distinguished
in the proposed framework: workflow-related specifications of DTx, time-aggregation
(TA), and patient pathways (PP) (together “DTxTAPP”) (see Fig. 1). In the following
subsections, the different dimensions and the included structural elements are explained
in detail.

4.1 Dimension 1: Workflow-Related Specifications of DTx

The first dimension comprises general workflow-related aspects that underly DTx and
is divided into seven layers which are closely coupled to each other:

• The specified intervention outcomes and tailoring variables,
• decision rules for selecting an intervention and communication option (ICO), along

with constraints and exceptions to restrict ICOs,
• advanced analytical models and algorithms for enabling an automatic adaptation and

complex processing tasks that go beyond decision rules (if needed),
• the intervention and communication flow (IC flow),
• the configuration of representation characteristics,
• the intervention and communication option repository (ICO repository), and
• external flows and services.
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Fig. 1. The DTxTAPP-Framework.

In particular, the IC flow represents the most central aspect in this dimension and
is the starting point for interaction with other levels mentioned above. About formally
describing the IC flow, the works by Gand et al. [11] (BPMN4VC), Beinema et al. [10]
(WOOL), and Mohr et al. [18] (finite-state machine notation) proposed new or adapted
modeling notations. One drawback of the BPMN4VC approach by Gand et al. [11] is
that the decision logic associated with certain activities (e.g., determining which type
of feedback message [positive, negative, neutral] should be sent) is not explicitly repre-
sented in the model. One workaround could be to model these decisions directly with
BPMN as part of the process flow. However, when decisions become complex, this may
result in “spaghetti models” and is considered a misuse of BPMN in the literature [30].
An alternative and already used practice in other domains could be directly associating
decision models with activities in the intervention process model. This aligns with the
idea of using BPMN and DMN (decision model and notation) together [31]. In contrast
to BPMN4VC, the WOOL approach directly models the rules and message texts of the
CA within the model nodes, representing the different dialogue steps. Although this
approach may improve model readability, the intervention options are scripted within
the model nodes. Although scripting the messages of the VC directly within the model
nodes is straightforward, the flexibility of re-arranging or extending dialogue fragments
(and their internal rules) may be reduced. The work byMohr et al. [18] proposed an app-
roach based on finite-state machines, which models the different intervention elements
as states and intervention steps as transitions. For transiting to the next intervention
step (i.e., executing an intervention after a trigger or fulfilled condition), they propose
a formal transition function (“intervention planner”). This transition function takes the
intervention aims, the workflow, and data into account and then outputs an intervention
element with certain characteristics (e.g., a specific coaching message). Conceptually,
this idea can be regarded as similar to invoking the decision model (DMN) from the
BPMN process when entering an activity node after a trigger occurred. Based on these
considerations, the present manuscript proposes an approach corresponding to the idea
of using BPMN and DMN in tandem, as this may reduce the complexity when model
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adjustments are needed (change decision logic independently of the overall intervention
flow). Similar to the approach described by op den Akker et al. [24], a sequence of steps
is executed to decide on an ICO. The decision model has access to the current (most
recent) and historical values of tailoring variables via dedicated functions (GetCurrent,
GetHistorical). These functions may have the variable name of interest as an argument
and, in the case of historical time-series data, a specific time range of interest (e.g., last
week, last month). The data can be pre-processed with a particular function (e.g., aggre-
gation withCalcSum, CalcMean, etc.) before applying rules or inserting it into any other
analytical function (e.g., machine learning model). The decision rule output could be
either a specific intervention and communication option category (ICC, e.g., “Encour-
agingPhysicalActivityMessage”), a specific instance (ICI, e.g., “Let’s try something new
today! A short walk can do wonders for your energy and mood.”) but may also be a set
of attributes with corresponding values (e.g., activity = patient.activityPreference,…)
that are used to look up an ICO from the repository. Additionally, the decision output
could trigger a SetValue function to update a corresponding variable (e.g., update the
daily step goal for the patient).

Fig. 2. Interplay of IC Flow, Decision Layer, and Representation Configuration.

For appropriately making a decision, current and/or historical data is used and aggre-
gated (if needed). Based on the decision rule output, the SelectInterventionCommuni-
cationOption function is invoked (similar to the “intervention planner” by Mohr et al.
[18]) that also takes the representation characteristics and the constraints and exceptions
into account to deliver an ICO to the user (or provide nothing if indicated). Within the
IC flow layer, the decision points (triggers) are specified and serve as a starting point
for a sequence of activities. In doing so, having multiple decision points with associated
IC flows in this layer is also conceivable. Regarding the specified levels of intervention
outcome and tailoring variables, it should be noted that these may be defined by the
intervention modeler (e.g., health professional), the patients themselves (e.g., set indi-
vidual daily step goals), the system automatically, or in a hybrid manner. The process
of generically describing how the patients could define these values (e.g., via question-
naires) is beyond the scope of this work. However, in addition to manually defining or
adapting the variable values, the intervention modeler may also define rules or functions
that automatically update them via the SetValue function. Figure 2 depicts the interplay
of the different layers for making a decision.

Furthermore, the time-based availability of ICOs may be controlled in a dedicated
layer. For example, certain ICOs (e.g., educational content) could be activated based on
specific events (e.g., successful completion of the previous module). Likewise, detailed
patient questionnaires may pop up event-based depending on the disease scenario (e.g.,
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everymonth) and only be available until successful completion.Beyond the ICflow layer,
this layer is closely coupled with the representation configuration layer to determine
where the ICOs should be presented (e.g., in a specific module of the DTx app).

When considering integrating CAs for the interface of DTx, the overall dialogue
flow can be modeled in the IC flow layer. In this case, there is a continuous interplay
between system outputs and user inputs, where the system outputs immediately depend
on the previous user inputs. It can be helpful to deliberately use decision nodes (e.g.,
BPMN gateway) directly in the IC flow layer when the historical dialogue steps are
relevant for future dialogue actions. Another option might be to define dialogue frag-
ments separately from the IC flow as an ICO and then instantiate the fragments as one
aggregated IC flow action (see Fig. 2). While the framework by Dhinagaran et al. [21]
focuses on the development of rule-based CAs, the framework proposed in this paper
could also describe how machine learning-based CAs (using machine learning-based
natural language processing techniques) can be used within DTx. Particularly, user-
driven dialogues may be started by defined triggers (e.g., the user asks a question or
prompts the system to do something). The input may then be directly forwarded to the
layer comprising advanced analytical models and algorithms, which may be associated
with the external flows and services layer (external application programming interface,
API). Using corresponding APIs, the external service may then return the analyzed user
intent from the inserted text (via natural language understanding). The returned intent
(e.g., a specific frequently asked question) may then be further processed rule-based
(e.g., selecting the most suitable ICO based on the intent).

As indicated in the previous paragraph, a separate conceptual layer is dedicated
to external flows and services that interfere with the other layers (notably the IC flow
layer). One use case may be integrating the DTx app into conventional on-site care
programs. For example, after a clinical visit on a particular day, a sequence of events
conducted by the DTx app may be executed (e.g., repeat specific educational content
from on-site group therapy with a quiz). Likewise, educational content may be unlocked
incrementally as the patient progresses through the care program.Another example could
be to match medication plans (dosing schedules) managed in the hospital information
system with the DTx application. Based on the medication plan, reminders may be
triggered within the IC flow layer to ensure medication adherence. To enable a seamless
matching between an on-site program and the DTx app (blended care), this assumes
interoperability between the systems involved. This may be achieved by rigorously
building on established healthcare data exchange standards such as the Health Level 7
Fast Healthcare Interoperability Resources (FHIR) standard. From the analyzed papers,
only the work by Gand et al. [11] explicitly refers to interoperability (FHIR) and thus
provides at least the foundation for blended and integrated care scenarios.

Another aspect of the presented framework is the differentiation between decision
rules for selecting an intervention and constraints and exceptions for deliberately reduc-
ing the selection space. These constraints set limits on ICOs and are either valid for the
corresponding time window (locally, i.e., year, month, week, day, hour, or globally) or
time-independent. Although these constraints can be, in principle, merged into the selec-
tion rules, a logical separation may allow for more flexibility and clarity when managed
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in a dedicated place. Consequently, the approach presented in this work endorses decou-
pling the constraints from the actual decision models whenever possible. For example,
one may define a constraint on the daily level for the ICC “GoodMorningMessages”
to ensure that only one good morning message is delivered to the user. This may be
particularly relevant when multiple delivery channels are used for the intervention (e.g.,
chatbot and app notification). On a technical level, this implies keeping a record of the
model execution state and performing aggregation operations on this record (e.g., cal-
culating count for a specific ICC). This approach is related to the idea of integrating
“exceptions” into pathway models by [11] or “provide nothing options” [20]. Within the
context of the proposed framework, exceptions go beyond mere thresholds that forbid
an ICO (“simple constraints”, e.g., frequency of good morning messages should be less
than or equal to 1) by proposing in a rule-based manner an alternative action. Note that
this exception handling could be a “provide nothing” option.

4.2 Dimension 2: Time Aggregation

All of the mechanisms described in the first dimension of the DTxTAPP framework
can be specified concerning a specific time window. This framework dimension is par-
ticularly inspired by Nahum-Shani et al. [19], who proposed to define disease-related
factors and outcomes depending on their time-scaling (year,month,week, day, and hour).
From the perspective of the interventionmodeler, onemay broadly distinguish between a
“top-down” (starting with the highest time resolution), a “bottom-up” approach (starting
with the most fine-grained resolution), or “in-between” for modeling the intervention.
Within the presented framework, levels of specific outcomes and tailoring variables can
be specified with a validity character for a particular time dimension. This time-scaling
approach enables the modeling of specific days and assembling them into “higher level”
weekly or monthly intervention building blocks. After this time window (e.g., after the
first month), a re-adaptation may be necessary to map the patient to the IC flow to be
executed in the next block. For example, the intervention outcomes (e.g., stress reduc-
tion in the last month) are evaluated, and the coaching strategy is changed or pursued
depending on the patient’s progress. A novel concept of the proposed framework, not
found in the analyzed literature, is the differentiation between a global and local model
scope about the time dimension. When mechanisms of the first framework dimension
are specified globally, the IC flow and the associated layers are active across the entire
course of the intervention. For instance, if specific decision points do not change over
the course of the intervention, it would make sense to specify the IC flow with a global
scope. In contrast, an example for a local model scope (i.e., active only for a specific time
window) may be an “onboarding process” when the user opens the DTx app for the first
time (trigger). The app may show particular questionnaires (e.g., demographic data, user
preferences) for onboarding users. Consequently, this IC flow should be modeled with
a local scope, as the onboarding process typically occurs once during the course of the
intervention. Furthermore, a time-independent specification may also be differentiated
in which there is no fixed modeling time window.
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4.3 Dimension 3: Patient Pathway Templates and Instances

The third dimension of the proposed framework incorporates the idea of building general
intervention templates that are instantiated for a particular patient [11]. This instantiated
workflow of a specific patient (i.e., the patient pathway) includes dynamic characteristics
(e.g., preference values for certain activities), specific constraints defined for this patient
(e.g., sending no messages between 9 a.m. to 5 p.m. because the patient is at work
and not receptive) along with adaptions from an original template (adaptations may
be expert-, user- or system-defined). By building intervention workflow templates for
different disease scenarios (e.g., obesity, diabetes, hypertension, depression) based on
the framework, one could also address multimorbidity scenarios within one DTx app by
merging them (“meta app” [17]). Since multimorbidity poses a significant and growing
challenge [32], approaches that address these needs become relevant.

5 Demonstration

The proposed framework is intended to be applied across various health contexts. This
case study example will illustrate how the framework could be used to model the inter-
vention workflow of a virtual coaching application for obesity patients described in prior
work [33]. The software application delivers a behavior change intervention focusing
mainly on physical activity promotion and a healthy diet. Figure 3 exemplary shows a
conceptual instantiation of the DTxTAPP framework for the first day of the fifth inter-
vention week. Within the IC flow, four decision points are depicted. When the user
opens the app, the virtual coach greets the user (depending on the time of day). There-
fore, multiple rules are defined in the dedicated layer to select the most suitable greeting
message category (ICC) based on the tailoring variable “TimeOfDay”. The greeting
message is randomly drawn from a corresponding message bank defined in the ICO
repository. After a greeting message has been sent, multiple ICIs are sent to the user
(day 29 specific message, a specific message to ask for the completion of a quality of
life questionnaire along with an argument and link). Furthermore, the greeting message
is linked with a waving gesture to be performed by the animated avatar representing the
coach. On the right side of Fig. 3, greeting message constraints are defined, enforcing
that a good morning message is only sent once per day. Further exceptions are defined
if the patient significantly exceeds the recommended step goal (to avoid overexertion)
and not exceed the daily calorie goal. Particularly noteworthy is the dialogue with ID 2,
whose decision point is defined in an interval manner. If the decision point is triggered
(every 2 h from 4 p.m. to 10 p.m.), a decision rule is executed, linked to an advanced
analytical model for selecting a physical activity message. In this case, the analytical
model is a bandit algorithm (a reinforcement learning algorithm) [29] that dynamically
updates preference values based on the effect of a previously suggested ICO to suc-
cessively learn which type of ICO should be preferred to improve the physical activity
outcomes. It should be emphasized that this is only one example of howmachine learning
could be used within the DTxTAPP framework. Virtually any aspect within the different
layers could be dynamically controlled using machine learning or other analytical func-
tions (e.g., determining a suitable trigger timing or representation characteristics). In the
external flows and service layer, a trigger is defined, associated with a reminder for the
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on-site group therapy (e.g., one week before the appointment). It should be noted that
the depicted model refers to a patient pathway template of an obesity treatment program.
However, assigning the patient’s preference values to the ICOs pertains to the patient
pathway instance perspective. Although Fig. 3 represents the daily level, decisions may
also be made on the weekly or monthly level. For example, after the first month of
the intervention program, it is evaluated if the patient’s relative weight loss exceeds a
defined threshold. Depending on this decision, the intervention workflow model “Week
5a” or “Week 5b” are executed, which differ in their strategies. Likewise, rather “unpre-
dictable” events, such as decreasing system usage may be evaluated on the weekly level
in order to intervene accordingly.

Fig. 3. Exemplary instantiation of the DTxTAPP framework (daily level).

6 Discussion and Conclusion

The present paper unified and extended existing approaches in a cohesive framework.
Therefore, this work may be a further step toward the generic modeling of DTx. How-
ever, while the focus of this work was proposing a cohesive framework based on existing
conceptual contributions (i.e., “theory-driven”), a dedicated analysis of the first exist-
ing LNCDPs in the field (e.g., [34]) should be addressed in future work. The proposed
framework could then be used to guide a systematic analysis. Additionally, the frame-
work needs to be evaluated beyond the described case study to justify its applicability
in practice. The framework may support the modeler on both a conceptual and a tech-
nological level. On one hand, it could serve as a foundation to provide tool support in
LNCDPs for the concepts unified in the framework. On the other hand, the framework
may also help to organize the existing knowledge around the intervention workflow. The
present work is part of broader research efforts on frameworks for guiding digital health
behavior change interventions, such as recently reviewed by Pelly et al. [35], and particu-
larly addresses the technical perspective regarding timing and adaptivity. Future research
may propose a formal domain-specific modeling language addressing the framework’s
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dimensions. Likewise, the proposed framework may be a part of an overarching devel-
opment method to be derived in future work. Overall, this work contributes to a growing
body of literature on DTx and may facilitate the development of effective interventions
that could help patients in their daily lives.
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Abstract. In this paper, we propose an architecture for a security-aware
workflow management system (WfMS) we call SecFlow in answer to the
recent developments of combining workflow management systems with
Cloud environments and the still lacking abilities of such systems to
ensure the security and privacy of cloud-based workflows. The SecFlow
architecture focuses on full workflow life cycle coverage as, in addition to
the existing approaches to design security-aware processes, there is a need
to fill in the gap of maintaining security properties of workflows during
their execution phase. To address this gap, we derive the requirements for
such a security-aware WfMS and design a system architecture that meets
these requirements. SecFlow integrates key functional components such
as secure model construction, security-aware service selection, security
violation detection, and adaptive response mechanisms while considering
all potential malicious parties in multi-tenant and cloud-based WfMS.

Keywords: Security-aware workflows · Cloud-based workflows ·
Business and Scientific workflows · Workflow Adaptation

1 Introduction

In recent years, workflows are the commonly used application model to describe
both business and scientific workflows. A workflow defines a series of computa-
tional tasks logically connected by data- and control-flow dependencies [1]. Using
workflows to specify complex processes makes the management of such processes
easier and more consistent in a structured, distributed, and automated manner.
Workflows are managed by Workflow Management Systems (WfMSs) that are
responsible for receiving the workflow input from its users and producing the
output of each workflow execution (a.k.a. instance), and at the same time pro-
viding essential functionality to enable the execution of workflows such as task
scheduling, service composition, managing the data- and control-flow dependen-
cies, resource provisioning, and fault tolerance [2,3]. In addition to workflow
modeling and execution, WfMSs play a crucial role in managing and analyzing
operational processes. They serve as essential tools for enhancing effectiveness,
efficiency, cost-effectiveness, quality, and productivity improvements [4,5].
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The recent developments towards supporting data- and compute-intensive
applications led to the need for flexible and scalable workflows and WfMS to
fulfill users’ requirements. Cloud-based WfMS is an effective solution providing
the ability for the system to scale up or down resources as needed to meet
changing demands. Besides, cloud-based solutions can also compensate for the
limited processing capabilities of the users by outsourcing all or part of client-side
operations to the cloud.

Cloud security significantly impacts the utilization of cloud services and
infrastructures, particularly for workflows involving sensitive data and tasks [6,
7]. In fact, when a workflow or part of it is outsourced to the cloud, it will lead to
increased security risks and make them vulnerable to malicious attacks. Deploy-
ing the entire WfMS on a semi-trusted or untrusted cloud further exacerbates
the situation. Consequently, the security properties of workflows are inevitably
affected. Therefore, it is crucial to identify potential malicious entities and other
security threats within such systems and establish a secure architecture that
efficiently addresses these risks through effective security mechanisms. This con-
clusion is based on the findings of a recent literature review of the security
and privacy concerns in both scientific and business workflows [6] in which we
investigated the current state of the art and its limitations. Our findings show
that currently available research does not address security throughout the entire
workflow lifecycle although it is essential in order to prevent cascading effects and
the increased difficulty and cost associated with detecting and containing secu-
rity issues in later phases. Furthermore, we could conclude that there is a widely
unexplored area of research connected to detecting, predicting, and reacting to
security violations during the execution time of cloud-based workflows.

To bridge this gap in the literature and tackle the challenges mentioned,
our paper introduces SecFlow, a security-aware WfMS designed to address the
essential requirements of such a system, with a primary focus on security and
privacy. Towards this goal, the contributions of this paper are summarized as
follows:

– We provide a classification of the possible security attacks on cloud-based
workflows in our multi-tenant WfMS and thus establish the security require-
ments for a secure WfMS.

– We propose a security-aware functional architecture for a WfMS that meets
the identified requirements and evaluate its performance.

By addressing the identified gaps in the state-of-the-art [6], our contribu-
tion focuses on developing a WfMS that effectively mitigates security risks in
a multi-cloud environment. SecFlow provides comprehensive security measures
throughout the entire workflow lifecycle and considers all potential malicious
parties, thereby addressing a critical need in the field.

Our paper has the following structure: firstly, in Sect. 2, we will present the
classification of the security vulnerabilities of a cloud-based WfMS and then
discuss the potential countermeasures against them known from the literature.
After that, the existing cloud-based and security-aware WfMSs are discussed in
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Sect. 3. In Sect. 4, the proposed architecture is described in detail. We evaluate
the proposed architecture in Sect. 5. Finally, Sect. 6 presents our conclusions.

2 Security in Cloud-Based Multi-tenant WfMSs

In this section, we examine the security vulnerabilities of a WfMS, following the
Open Web Application Security Project (OWASP) terminology [8]. We begin
by emphasizing the importance of sensitive resources, referred to as Assets,
in multi-tenant WfMS and explore potential threats from attackers, known
as Actors, within these environments. Furthermore, we analyze the impact of
various attacks on the respective targets and explore the preventive measures,
referred to as Preventions as well as the Mitigations commonly employed to
minimize the impact of such attacks. To provide a clear overview of these secu-
rity concerns, preventions, and mitigations, we present Fig. 2 as a concise visual
representation of this classification.

2.1 Assets of Tenants

In multi-tenant WfMSs, the assets of tenants, which consist of sensitive resources,
are the primary targets for potential attacks. This section discusses three valu-
able assets owned by each tenant.

The Tenant’s Metadata includes sensitive data such as account informa-
tion and the number of users. Unauthorized disclosure of this information can
compromise the overall security of the tenant.

Each tenant has different users who need to undergo the authentication pro-
cess to access tasks and resources. Compromising Users’ Metadata, such as
legitimate user account credentials, can lead to violations of Confidentiality,
Integrity, and Availability (CIA) of the users’ tasks.

The Workflow is the most significant asset in the WfMS and needs to be
protected at different levels of abstraction. It encompasses the following assets:

Tasks: workflows consist of various types of tasks, including user tasks and
service tasks. These tasks can be performed by users or outsourced to the cloud.

Intermediate data : another critical asset of workflows is the intermediate
data generated by the tasks, which includes the data that the workflow exchanges
with external services and users via a network.

Logic: workflow logic represents another important asset that should be
protected from reconstruction and disclosure by third parties.

2.2 Potential Actors

In multi-tenant and cloud-based WfMS, various entities have the potential to
compromise the assets of tenants at different phases of the workflow lifecycle.
This section discusses the details of these potential actors. Figure 1 illustrates
our adversary model within the system.
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Fig. 1. Adversary model in cloud-based and multi-tenant WfMS

Workflow users encompass all parties involved in the workflow tasks,
including roles, organizational units, or the entire organization. It is important
to acknowledge that these users have the capability to engage in both intentional
and unintentional malicious activities.

In a multi-tenant environment, tenants themselves have the potential to
become threat actors. Malicious tenants can launch various attacks to com-
promise the assets of other tenants. Their objectives may involve unauthorized
access to sensitive information, manipulation of tasks and data, or causing dis-
ruptions.

The cloud-based WfMS is responsible for providing essential functionality
to manage the execution of the workflows which are submitted by tenants. While
it is assumed to be semi-trusted and compliant with protocols, it may attempt to
gather as much information as possible about tenants and their sensitive data.

Cloud providers, whose infrastructure and services are utilized by the
WfMS for executing workflow tasks, can also be considered potential threat
actors as semi-trusted parties. They have the ability to exploit tenants’ assets,
thus posing a significant security risk.

The shared nature of cloud infrastructure, where multiple users utilize com-
puting and storage resources, introduces vulnerability to attacks. External
Attackers, including malicious cloud provider users or individuals outside the
cloud network (e.g., network attackers), exploit the Internet to execute disrup-
tive attacks, thereby impacting the services available to legitimate users. In our
specific case, these actors can target tenant assets during their execution within
the cloud providers or even during data transfer processes.

2.3 Attacks and Countermeasures

This section categorizes potential attacks in cloud-based WfMS into three levels
and examines the two existing groups of countermeasures that focus on preven-
tion and mitigation controls against these attacks.

The potential categories of attacks in cloud-based WfMS [9] (see Fig. 2) are:
a) Application-based attacks: the applications running on the cloud, such as the
engine and tasks, are vulnerable to various attacks, including malware injection
and protocol vulnerabilities. b) Network-based attacks: the internal network (a
virtual private network) connecting cloud machines and the external network
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Fig. 2. A classification of the possible attacks in the cloud-based and multi-tenant
WfMS organized according to assets, levels, effects, and prevention and mitigation
approaches.

(internet) connecting the cloud front-end to users can be compromised. These
attacks can violate the CIA of tasks and data. c) VM-based attacks: these attacks
exploit vulnerabilities in Virtual Machines (VMs), compromising the CIA of
tasks and affecting cloud services.

In what follows, we discuss the possible attacks as well as the possible pre-
vention and mitigation approaches.

Malware injection attacks, including SQL/Service injection, Cross-site script-
ing (XSS), and Cross-site request forgery (CSRF), as well as attacks at the level
of services or protocols are common threats that significantly impact the CIA
of tasks. These attacks can also manipulate the control flow of victim processes.
To mitigate these risks, clients should utilize secure interfaces/APIs when inter-
acting with cloud systems. Furthermore, employing a secure implementation of
protocols, robust encryption mechanisms, and HW-assisted Trusted Computing
methods are crucial for improving security [9]. Implementing a web application
firewall (WAF) can effectively address common web application-related attacks
such as XSS and SQL injection [10]. Techniques for input validation and neutral-
ization should be applied to sanitize user input [11]. Additionally, it is essential
to have application-based intrusion detection systems (IDS) deployed on both
the cloud and middleware side to detect abnormal user activities.
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Network penetration and packet analysis are potential attacks that compro-
mise the execution results of tasks, leading to eavesdropping, data leakage, and
the unauthorized alteration of task contents before they are passed to the next
task. To enhance security in such scenarios, employing secure socket methods
like the SSL (Secure Sockets Layer) protocol [12] is recommended to ensure
secure electronic transactions. Additionally, implementation of firewalls, such
as packet-filtering, stateful and proxy firewalls, can effectively detect and pre-
vent unauthorized access to sensitive intermediate data [10,13]. Furthermore,
the application of machine learning techniques for detecting anomalous traffic
[14] on both the cloud side and middleware side can provide further security
enhancements.

Logic/data inference by a malicious cloud provider is another possible attack.
It can occur when a dishonest provider administrator or high-privileged mali-
cious cloud software combines knowledge of workflow logic to infer sensitive
information. This knowledge can be collected by combining data from differ-
ent workflow tasks or fragments, or by combining data from different workflow
instances belonging to the same user/tenant. One solution to mitigate these
attacks is splitting sensitive information among different clouds as a prevention
control.

Account hijacking and metadata spoofing present significant threats to the
sensitive data of users and tenants. These attacks can compromise the CIA of
user and tenant responsibilities. Another attack to be aware of is Economic
Denial of Sustainability (EDoS), which targets customers’ economic resources
by fraudulent billing for resource consumption [15]. These attacks can manifest
at various levels, including the application, network, and VM levels. To miti-
gate these threats, prevention controls such as utilizing strong and unique pass-
words, implementing multi-level authentication mechanisms, employing encryp-
tion methods, and ensuring robust VM isolation [11,16] can help.

3 Related Work

In this section, we briefly present the existing cloud-based WfMSs that possess
some kind of security awareness and how they can handle security requirements
during different phases of the workflow lifecycle. More detailed discussion of
these systems is available in [6].

A framework of a “mimic cloud workflow execution system” is proposed
in [17] featuring three strategies: heterogeneity (diversification of physical
servers, hypervisors, and operating systems), redundancy (Lagged Decision
Mechanism), and dynamics (switching workflow execution environment). This
system only covers the execution and monitoring phases of the workflow life
cycle and cannot carry out adaptation of the process instances to react to secu-
rity violations.

[18] developed a secure big data workflow management which they called Sec-
DATAVIEW, based on DATAVIEW [22]. This system leverages the hardware-
assisted trusted execution environments (TEEs) such as Intel Software Guard
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Table 1. Different WfMSs regarding security concerns in the cloud.

Feature [17], 2018 [18], 2019 [19], 2015 [20], 2016 [21], 2019

Workflow Type Scientific Scientific Scientific Business Business

Multi-Tenancy No No No No Yes

Workflow Targets Intermediate
Data

Intermediate
Data, Task

Intermediate
Data

Intermediate
Data

Intermediate
Data, Task

Covered Security
Requirements

Data
Integrity,
Data Confi-
dentiality

Data/Task
Integrity,
Data Confi-
dentiality

Data
Integrity

Data
Confidentiality,
Data Integrity,
Authentication

Data
Confidentiality,
Task
Confidentiality

Considered
Attackers

Providers,
External
Attackers

Providers,
External
Attackers

External
Attackers

External
Attackers

Tenants

Covered Attacks
Categories

Network-
based,
VM-based

Network-
based,
VM-based

Application-
based

Network-based,
Application-
based

Application-
based

Covered Phases of
the Workflow
Lifecycle

Execution,
Monitoring

Execution,
Monitoring

Execution,
Monitoring

Modeling,
Deployment

Execution,
Monitoring

eXtensions (SGX) and AMD Secure Encrypted Virtualization (SEV) to protect
the execution of big data workflows and the data used by them. They also pro-
posed a secure architecture and the WCPAC (Workflow Code Provisioning and
Communication) protocol for securing the execution of workflow tasks in remote
worker nodes. This system is vulnerable to attacks like network traffic analy-
sis, denial-of-service, side-channel attacks, and fault injections. Furthermore, it
only protects workflows from possible attacks during execution, and if an attack
occurs, it terminates the workflow execution. In other words, there is no alter-
native way to adapt the workflows to the detected violation in this system.

[19] extended the Kepler provenance module and added the Security Analysis
Package (SAP) to it in order to analyze provenance information in the security
context using three security properties: input validation, remote access valida-
tion, and data integrity. This module can only detect some of the Application-
based attacks and does not offer any way of reacting to security violations during
workflow execution. Besides, it does not consider providers as malicious actors.

[20] proposed a system named BPA-Sec4Cloud, which aims to provide
a “holistic and integrated cloud-based solution” to address the automation of
security-aware business processes from modelling to their deployment. The sys-
tem does not cover the monitoring, analysis, and adaptation phases of the life-
cycle. Similar to [19], the providers are not considered as malicious actors.

[21] presented a cloud workflow engine based on an extension of jBPM4 [23]
that can support privacy protection between different tenant workflow instances
in the cloud workflow systems. This system considers only malicious tenants as
possible attackers and leaves out of scope attackers like service providers and
users. Similarly, the solution cannot detect security violations in workflows and
like others, does not allow for adaptations in the workflows as reaction to such
violations.
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We compare these WfMSs from different perspectives in Table 1 which shows
that there is no WfMS that can protect all of the mentioned potential targets
from all different types of actors (see Sect. 2).

4 System Architecture

This section introduces the architecture of our security-aware WfMS, SecFlow,
which is specifically designed to protect workflows from various security viola-
tions throughout their whole lifecycle. Figure 4 provides a detailed view of the
proposed architecture, highlighting its key modules such as the Tenant’s Kernel,
the Middleware, and the multi-cloud environment. We assume that the tenants’
resources are cleanly isolated from each other and may be on the same cloud
node; we also assume that the middleware is a logically centralized component
that can be hosted by a third party. This deployment option we selected for our
work offers the following benefits: (a) It separates workflow instances of different
tenants at runtime, meeting their specific functional and non-functional require-
ments [21], within isolated environments (i.e. the Tenant’s Kernel). This model
also limits the amount of information the engine possesses about individual ten-
ants. (b) It simplifies the cloud infrastructure for tenants. This is achieved by
designing a logically centralized component – the Middleware, which facilitates
informed decision-making for all tenants. The middleware component can be
designed so as to be able to integrate with other middlewares, e.g. such that are
used as communication backbones or service-oriented middlewares.

Other options of deploying SecFlow are also possible but not in the scope of
this work.

To meet the requirements of a security-aware WfMS, our work focuses on
implementing a comprehensive monitoring procedure to detect potential attacks
in the considered deployment model. Figure 3 provides a basic overview of this
monitoring procedure, illustrating the locations of monitoring modules and their
areas of responsibility. This monitoring approach aims to preserve privacy, safe-
guard sensitive information, and provide the capability to detect all possible
attacks. In this procedure, tenants play an active role in monitoring their users.
Similarly, the Middleware component supervises the behavior of both the Clouds
and the tenants, using behavioral patterns learned from both sides.

Fig. 3. General Overview of the Monitoring Procedure
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Fig. 4. The architecture of SecFlow

In the next sub-sections, we will describe the functionalities of the compo-
nents of the SecFlow architecture (excluding the multi-cloud environment).

4.1 Multi-tenant Environment

Based on our assumption that each tenant has a cleanly separated version of the
WfMS, the Tenant’s Kernel provides an isolated environment for each tenant
where they can model, analyze, execute, monitor, and adapt workflows based
on their requirements and strategies. This ensures that the decisions and data
of one tenant are protected from other tenants. It consists of the following five
sub-modules.

1) Workflow Modeller: The Workflow Modeller module enables tenants to
model their workflows in a secure and efficient way. During the modelling
process, the security requirements (CIA) of each task are defined.

2) Security Evaluator: This module is responsible for defining the possible
adaptation actions for each task in the workflow. It involves establishing a
set of adaptation strategies, such as skipping, re-working, re-sequencing, and
re-configuration, of each task in the workflow instances that determine which
actions are feasible for each task in the event of a security violation. Fur-
thermore, it assesses the potential impact of each adaptation action on the
overall value of the workflow. To illustrate this, let’s consider the scenario of
skipping a certain task within a workflow to mitigate the impact of a specific



290 N. Soveizi and F. Turkmen

detected violation. Some tasks may be less critical, and skipping them may
have minimal impact on the overall value of the workflow. However, for other
tasks, such as authentication tasks, skipping is not a viable option in case
of a violation, as they are crucial for maintaining the security of the work-
flow. By incorporating task-specific adaptations into the security evaluator
module (after the modeling phase), it becomes possible to estimate the cost
of each adaptation action in terms of execution time and select the optimal
adaptation strategy that has the lowest cost and maximal value.

3) Task Anonymizer: This module employs obfuscation techniques to securely
handle sensitive data and removes unnecessary information for task process-
ing. The obfuscated information is retained in intermediate results for future
tasks, as required. Tenants within this module utilize client-side obfusca-
tion techniques, such as data removal, noise injection, and data splitting,
along with conflict detection methods to address conflicts between data-
minimization and security requirements [24].

4) Tenant’s Detection module (Local Detection): Each tenant assumes
the responsibility of training a machine learning model to detect malicious
behavior among its users and monitors them based on this model. This app-
roach not only ensures the security of each tenant’s data associated with their
users but also allows for customization based on the individual preferences of
each tenant.

5) Tenant’s Adaptation module (Local Adaptation): This module is
responsible for selecting suitable adaptation actions according to the ten-
ant’s preferences and the run-time monitoring information, and performing
these actions at the tenant level. The module comprises three sub-modules: a)
Adaptation Decision Engine to assess the cost of potential adaptation actions
and prioritize those with the lowest impact on the system. It considers fac-
tors like price, time, mitigation impact, and overall value to the workflow in
response to the detected attacks. Dependencies between tasks are also con-
sidered to prevent the propagation of violations so that the subsequent tasks
are appropriately adapted. Tenant or middleware level actions are invoked
based on the nature of each adaptation (e.g., q1 and q2 in Fig. 4). b) Tenant
Adapt Module designed to perform the adaptations selected by the decision
engine while still allowing for customized adjustments (e.g., skipping tasks,
re-sequencing processes, introducing new tasks to mitigate the impact) per
violation. The submodule can also respond to identified instances of malicious
user behavior through appropriate adaptation measures. These measures may
include lowering the user’s trust level or imposing restrictions on their access
to specific tasks.

4.2 Middleware

This module is essential for ensuring the efficient management and scheduling of
tasks for all tenants’ kernels in the cloud environment. It monitors the behavior
of the tenants and the cloud environment in order to detect any malicious activ-
ities that could potentially compromise the security of the workflow, and take
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appropriate actions based on the specific requirements of the submitted tasks.
The module consists of three key components:

1) Trust-aware Scheduling planner: The primary function of this module is
to efficiently schedule workflows and allocate appropriate cloud resources for
each task, taking into consideration the specific requirements of individual
tenants, such as cost, time, and security. The module integrates the regu-
larly updated trustworthiness information of the providers received from the
Provider Trust module into the scheduling process. It is also responsible for
anonymizing the tenants’ task specifications before transmitting them to the
cloud for execution. This process is similar to the Task Anonymizer module,
which operates on the tenant side.

2) Global Monitoring and Detection: This module is responsible for real-
time monitoring of cloud behavior by analyzing the cloud log file and the
network traffic data. It includes two main modules: a) Service Model Trainer:
The main purpose of this submodule is to train a robust machine learn-
ing model that can detect any malicious behavior in the cloud by analyzing
the real-time network traffic data and cloud log files. The model is trained
by using various parameters such as protocol type, duration, and number of
packets from the network traffic data sets. The cloud log file is also analyzed to
extract information on CPU utilization, bandwidth consumption, and RAM
utilization. b) Service monitoring: The Service Monitoring submodule uses
the machine learning model trained by the Service Model Trainer module to
detect any malicious activity in the cloud services and providers and network
attacks. It continuously analyzes the real-time network traffic data and cloud
log file, comparing them with the expected behavior derived from the trained
model. In case of anomalies or suspicious activity, the module immediately
raises an alert to the adaptation module of the corresponding tenant so that
the appropriate measures are taken. c) Tenant’s Rule-based Intrusion Detec-
tion System (IDS) encompasses a collection of predefined rules in identifying
potential attacks originating from the tenants by using submitted workload
patterns and specific thresholds established for each tenant. The IDS can
detect any suspicious or malicious activities exhibited by tenants during spe-
cific time intervals. When a tenant’s behavior matches the predefined rules,
indicating a potential attack, the IDS promptly triggers an alert (shown as
q4 in Fig. 4).

3) Global Adaptation: The Global Adaptation module is critical for ensuring
efficient adaptation at the level of the middleware in response to the detected
violations or security threats. It comprises three submodules described in
detail below:
a) Service Adaptation Module: This submodule enables the adaptation of

services chosen by the Adaptation Decision Engine. Operating at the
middleware level, this module is responsible for implementing the neces-
sary actions to meet the evolving requirements of tenants. These actions
may involve modifying the selected services within the same provider or
exploring alternative services from different providers that align with the
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tenant’s specific needs. Then, based on the detected violation, the trust
score/level of the service and provider will be updated (shown as q3 in
Fig. 4).

b) Provider Trust Module: This submodule updates the trust level of the
providers based on any detected violations or security risks. The updated
trust values are utilized by the Trust-aware scheduling planner to schedule
upcoming workflow instances, thus enhancing the overall security and effi-
ciency of the system. Additionally, this module may modify the Provider
Prediction model to improve the monitoring of malicious provider behav-
ior with greater precision.

c) Tenant Trust Module: Since the response to an attack in a tenant varies
based on the attack’s severity/impact, this submodule updates the ten-
ant’s trust level and takes corresponding actions, such as ignoring the alert
(if trust falls below the defined threshold), isolating affected resources or
activity blocking.

5 Evaluation

We implemented SecFlow1 by extending the jBPM (Java Business Process Man-
agement) [23] engine and integrating it with the Cloudsim Plus [25] simulation
tool. jBPM offers a pluggable architecture that allows for easy replacement of
different module implementations. Additionally, the integration of the simulation
framework Cloudsim Plus has allowed us to accurately model the complexities
of a multi-cloud environment.

5.1 Experimental Setting

To evaluate our system, we utilized three distinct categories of process mod-
els: Small (3–10 tasks), Medium (10–50 tasks), and Large (50–100 tasks). Our
scenario assumed the availability of 5 cloud providers, each offering 3 differ-
ent services for the service tasks. The specifications of these services fell within
the following ranges: Response time [1, 50], Cost [0.1, 10], and confidentiality,
integrity, and availability [0, 1].

Table 2 provides an overview of the relative price and time associated with
each adaptation type compared to the original task’s response time (R) and
price (P ). The weights (W ) are determined based on the workflow requirements
provided. We utilize this table as a reference to determine the appropriate actions
for each attack type (mitigated attackType) and its mitigation. To identify the
optimal choice with minimal cost, we use Eq. 1 for computing the associated
cost of each potential adaptation action. This equation factors in the price, time,
and risk mitigation score specific to each adaptation action, while incorporating
weights assigned by the tenant to prioritize their preferences.

1 Our code will be available soon at https://github.com/nafisesoezy/SecFlow.
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AdaptationCost(aa, t) = Wprice · (AdaptPrice(aa) + PriceOverhead(aa, t))+
Wtime · (AdaptT ime(aa) + TimeOverhead(aa, t))−
WSecurity · MitigationScore(aa, t)

(1)

In Eq. 1, AdaptPrice, AdaptT ime, and MitigationScore represent the price,
time, and risk mitigation score of the adaptation action aa, respectively. Addi-
tionally, PriceOverhead and TimeOverhead represent the adaptation price and
time overhead specific to the adaptation action aa for a given task t.

The calculation of MitigationScore(aa) follows Eq. 2. It considers the secu-
rity requirements of task t (represented by objt), the impact of the detected
attack ai on the CIA aspects (represented by objai

), and the mitigation impact
of the adaptation action on each aspect (represented by objaa).

MitigationScore(aa, t, ai) =
∑

obj∈{C,I,A}
(1 − objt · objai

) ∗ objaa (2)

In our experiments, we considered each adaptation action’s mitigation impact
(Table 2) and each attack’s impact (Table 3) on the CIA.

Table 2. Cost of Different Adaptation Types

AdaptType Late Skip ReExecute Redundancy Reconfig

Time T ∗ TLate 0 TBackupSrc TBackupSrc T ∗ Treconfig

Price P 0 PBackupSrc P + PBackupSrc P ∗ Preconfig

Mitigation
Impact(C, I, A)

(0.7, 0.6, 0.8) (0.5, 0.4, 0.6) (0.8, 0.9, 0.7) (0.9, 0.8, 0.9) (0.6, 0.7, 0.5)

AttackType
Mitigated

DOS Probe DOS, Probe,
U2R, R2L

DOS, U2R DOS, Probe,
U2R, R2L

Table 3. Security Impact of different attackTypes

Attack type DoS Probe U2R R2L

Impact on C, I, A 0.56, 0.56, 0.56 0.22, 0.22, 0 0.56, 0.22, 0.22 0.56, 0.56, 0.22

5.2 Main Results

Figure 5 presents a snippet from the system’s logfile, providing insights into
the activities of two tenants. At timestamp 46:08, the logfile entry reveals that
tenant0’s userTask1 exhibits no indications of malicious behavior, as verified by
the conducted user monitoring. Additionally, the logfile captures an occurrence
of a violation within tenant1’s serviceTask6, associated with the utilization of
service4 from the available multi-cloud services. The detected attack type is
identified as a Denial of Service (DoS) attack. In response to this threat, the
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architecture selects the adaptation strategy of Reexecute. This excerpt from
the logfile showcases the architecture’s capability to dynamically detect attacks
originating from diverse entities. It showcases the architecture’s adaptive nature,
as it seamlessly adjusts its response strategy according to the type, severity, and
characteristics of the detected attack, as well as the specific task in which the
attack occurs.

Fig. 5. Logfile Snippet in SecFlow

The results of our study are presented in Fig. 6, which shows figures of the
normalized average time, price, and mitigation score. These metrics were evalu-
ated across 100 executions of three process categories (small, medium, and large)
at varying attack rates.

Fig. 6. Normalized Average Time, Price, and Mitigation Score for Different Process
Sizes with Varying Weights
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In Fig. 6a1, a2, and a3, we assigned weights of 0.1, 0.1, and 0.8 to time, price,
and security respectively. Similarly, in Fig. 6b1, b2, and b3, the weights for time,
price, and security were set as 0.4, 0.4, and 0.2, respectively.

Comparing these two sets of figures (Fig. 6), we observe that the adaptation
actions in b1, b2, and b3 have a shorter time and lower price compared to a1,
a2, and a3. This reflects the tenant’s higher prioritization of time and price in
b1, b2, and b3. However, the mitigation scores in b1, b2, and b3 are lower than
that of a1, a2, and a3, indicating a lower emphasis on the selected adaptation
actions’ mitigation effectiveness.

The findings highlight the effectiveness of the Adaptation Decision Engine
Module in enabling tenants to tailor their adaptation strategies to meet their
unique needs. By considering factors such as time, cost, and the mitigation score
associated with various adaptation actions, tenants can strike a well-balanced
approach that aligns with their requirements.

6 Conclusion

In this paper, we introduced SecFlow, a security-aware architecture designed for
WfMS in a multi-cloud environment. Unlike previous studies, SecFlow compre-
hensively addresses security and privacy concerns throughout the entire workflow
lifecycle, with particular emphasis on the detection and reaction to violations
that are positioned in the adaptation phases of workflows. By considering threats
from various parties, SecFlow provides an extensive monitoring functionality of
malicious behavior at different levels (e.g., tenant and middleware) and detects
abnormal activities. By leveraging the collected monitoring information, many
adaptations become possible for safeguarding user privacy and/or tenant confi-
dentiality. The proposed architecture was implemented by extending the jBPM
engine and integrating it with the Cloudsim Plus simulation tool. Experimental
results demonstrate that SecFlow dynamically detects and responds to attacks
while exhibiting good performance in terms of time, price, and mitigation score
across workflows of different sizes.

As future work, we plan to extend the system’s functionality to incorpo-
rate adaptive learning from past reactions and adaptations to violations. This
enhancement will improve the overall effectiveness and responsiveness of SecFlow
when securing and managing workflows in multi-cloud environments.

Acknowledgments. This work is partially funded by the HORIZON-KDT-JU-2022-
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Abstract. Many software professionals think about Business Process Modeling
(BPM) as a way of representing all of the steps and details of a daily work execu-
tion. BPM is nevertheless also devoted to defining the broad outlines of a partic-
ular process and how internal improvements (like automation or worker support)
can align with an organization’s business strategy. Business processes in their
aggregated form (i.e. one entire business process represented by one black box
element) do provide information on their scope (so can be seen as a tactical-level
source of information) and, if mixed in a common representation with business
objectives and goals, we can trace the impact of their execution, reengineering
or IT-support on the strategy. Most of the work on the ability of novice mod-
elers to represent a business process has focused on the operational perspective
rather than the latter tactical and strategic ones. Evaluating the quality of higher
level representations is also, to a large extend, an open issue. This paper aims to
overview the performance of novice modelers when representing such tactical-
level elements and tracing their strategic impact through a quasi-experiment.
More specifically, subjects are given a complex case and have to draw a Busi-
ness Use-Case Diagram which is a representation combining all of these ele-
ments. Results show that: (1) the proposed quality assessment is suitable when
compared to a domain and modeling expert’s solution; (2) the cognitive style of
modelers has no impact on the quality of the representations they produce.

Keywords: Strategic Modeling · Tactical Modeling · Traceability ·Model
Quality

1 Introduction

A Business Process (BP) refers to the set of activities and tasks whose aim is the produc-
tion of an output which brings value to the customer [1]. While BP representations are
often associated with operational execution, they can also be envisaged in a more aggre-
gated (tactical and strategic) fashion in order to model complementary dimensions. For
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differentiating functions, their careful IT support can indeed become an important tool
to both create and maintain a competitive advantage as it plays a key role in a firm’s
daily operations and customer support. Packaged as IT services themselves components
of the information system, software can support and automate custom BP execution [2].

The human component in both the creation and the understanding of BPs has been
and continues to be a topic where much research is done [3–7]. As humans are prone to
error and typically struggle with abstraction, errors during the modelling process could
easily happen [7], which can cost both significant amounts of time and money in a soft-
ware development process [8]. This is especially a significant issue when non-expert
(i.e. novice) modelers are involved in projects [1]. Since there are a lot of ‘moving
parts’ (i.e. large amounts of textual (interview-based) descriptions provided) when it
comes to modeling BP, the way a person gathers and processes information, could con-
ceivably play a role in their ability to produce high quality BP modeling. There is a
limited number of studies regarding the link between the modeler’s modeling style and
BP model quality. This is especially the case when it comes to higher abstract lev-
els (so non-operational). This paper will focus on the ability of novices on producing
qualitative models at strategic level. To this end, we overview what quality elements
could be applied to evaluate such representations, we conduct an experiment based on
a real life case with master-level students in Business Information Management (BIM)
at KULeuven campus Brussels with a basic training on software modeling to overview
their performance in such representations. For this, we evaluate their performance on
the basis of standard elements present in the case and a reference solution made by
an expert; we also overview if the Cognitive Style (CS) of subjects has an impact on
their performance. It could indeed be reasonable to hypothesize that the way someone
gathers and analyses information (e.g. when presented with a business modeling exer-
cise and a complex textual description) has a real effect on the output they create in
the form of the quality of a produced model [9] especially for non-experienced mod-
elers. This way of gathering and processing information can then be operationalized
by their CS. This paper thus aims to answer two research questions: RQ1: “How suc-
cessful are novice modelers in producing tactical and strategic conceptual elements
representations and ensuring their in-between traceability when compared to an expert
solution?” and RQ2: “Does the CS of a novice modeler have an impact on the quality
of their produced tactical and strategic-level BP models?”.

2 Background and Related Work

2.1 Strategic and Tactical Modeling Using the Business Use Case Model

Goal-oriented requirements models can be used to model strategic and tactical ele-
ments. These models are more geared towards ‘why’ and ‘what’ questions instead of
‘who’, ‘what’ and ‘how’ in the operational layer. Models like i* [10] and KAOS [11]
are semantically rich and suitable wrt this but not widely adopted. Based on the liter-
ature, the Unified Modeling Language (UML) [12] is by far the most industry adopted
modeling notation. The Rational Unified Process (RUP) is a well known customizable
and iterative software development process framework originally created by Rational
Software and now maintained by IBM. The RUP aims to guide practitioners through
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the effort of software development with the help of a series of guidelines, artifacts etc.
[13]. The RUP effectively acts as a guide on how to use UML. Specifically the Busi-
ness Use-Case Model (BUCM) which is specified in the RUP documentation [14] is
of interest as it can be used to represent both the strategic and tactical layer. BUCM is
presented in the Rational UML Profile for business modeling, which is an extension of
the UML use case model by adding business semantics [14]. It is defined as “a model
of the business goals and intended functions” [14] and is valuable to anyone who aims
to understand how the business interacts with its environment.

The BUCM consists of several elements. The business goal (BG) is defined as a
certain business requirement that has to be satisfied which allows the planning of the
activities of the business [13]. It represents the strategic abstraction level and can be
further abstracted as the business objective (BO). The main difference between the two
is that BGs can be measured by key performance indicators, while a BO is too abstract to
do so. A BG thus refines a BO [14]. An example of this would be the BO of sustainable
management, which is then refined in the BG of ‘reduce waste management by 20%’.
The Business Use-Case (BUC) represents the tactical level in the BUCM and is defined
as “a set of business use-case instances, where each instance is a sequence of actions
a business performs that yields an observable result of value to a particular business
actor” [14]. BUCs are essentially BPs that involve both stakeholders in and outside of
the business and focus on the value provided to these stakeholders and the business
[13–15]. Business actors (BA) and business workers (BW) are connected to the BUCs
and can be comprised of humans or software systems. The BA role is placed outside of
the business but interacts with it through BUCs. A typical example is a customer. The
BW plays a role inside the business and takes part in the BP that make up the BUCs
(e.g. a procurement department employee). Both are linked to BUCs that they interact
with through association links, indicating a relationship between the two [13–16].

2.2 Traceability and Levels of Abstraction

Traceability is defined in the RUP knowledge base as “the ability to know and recognize
that a particular model or code at any abstraction level, derives from something else,
at a higher level of abstraction” [13]. Traceability between different models allows for
consistency [15] and facilitates changing requirements during software development
[13]. The Strategic Level is the highest level of abstraction and provides an answer to
the ‘why’ questions posed during development. It indicates general direction and long
term strategy through goals and objectives of the organization or project. Additionally,
it is important as it provides a good oversight or context for all stakeholders involved
and facilitates the communication [17,18]. Weske [19] also identifies the BGs as long
term objectives and the business strategy as an overarching plan to reach those goals.
In the context of this research, the strategic level will be modeled by means of the
BUCM, allowing the use of BOs and BGs. The Tactical Level provides and answer
to the ‘what’ and ‘who’ questions posed during development. The tactical level models
the BP and resources that are available to the organization which will be used to achieve
the BOs and BGs in the strategic level. It also shows how the different processes and
roles interact with each other and provides an organizational view [16,17,20]. This level
could be modeled by means of use-case diagrams as defined by UML, but in the context
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of this research, the tactical level will be modeled by means of the BUCM, allowing the
use of BUCs. The Operational Level concerns specific tasks performed in realization
of the (business) use cases or processes in the tactical level. This level answers the ‘how’
question and models the specific tasks for each stakeholder [17,20]. UML and BPMN
[21] are most often used for the modeling of this level.

2.3 Modeling Quality Framework

The measurement of quality of conceptual and BP models remains a significant topic.
Different guidelines, frameworks, and standards have been proposed over the years with
the objective of measuring or improving model quality. Unfortunately, there is a lack in
generally accepted way of measuring model quality especially at the strategic level [5].

Quality of BP models can be hard to define and many different definitions are pro-
posed [22]. In the context of this research paper, quality will follow the interpretation of
Dzepina & Lehner [23], equating the term of quality with the ‘suitability for use’. They
also state that “To assess or evaluate quality, the assessors judging the quality (novices
or experts in process modeling) as well as the intended purpose of the process model,
need to be considered. Otherwise the same model can be understood in various ways,
depending on who is evaluating it and for which purpose it is intended” [23].

Despite the existence of different frameworks, there is still no generally accepted
universal way of measuring BP model quality [5,24]. Finding suitable quality metrics
can be challenging as researchers often use different definitions for quality and quality
metrics [5]. A recent systematic literature review by De Meyer & Claes [25] combined
recent literature on process model quality in their own Comprehensive Process Model
Quality Framework (CPMQF) and found no less than 39 quality dimensions and 21
quality metrics used in various research papers to measure process model quality.

One of the modeling frameworks that is often discussed in research papers specifi-
cally addressing process modeling quality is SEQUAL [25]. The main idea behind it is
that since models are essentially statements being made in a language, semiotic (or lin-
guistic) quality properties can be applied to them to evaluate said models [26–28]. The
framework is based on sets of statements, each representing different aspects of mod-
eling. This include the goals of modeling (G), the language extension or syntax (L),
the domain (D) of the modeling context, the externalized model (M), the knowledge of
stakeholders (K), social actor interpretation (I) and technical actor interpretation (T).
These statements can then be compared in relation to each other in order to define the
conceptual modeling quality of a certain model on different levels [28–30]. However,
the framework has some shortcomings. Usually it is hard for participants to make reli-
able quality evaluations based on the statement sets and thus, there are raising concerns
about the reliability of such a quality evaluation [31].

These different levels of quality can be divided up in physical quality, which relates
to how well the modeler was able to externalize their domain knowledge in the model
and how well the reader of the model can understand it. The empirical quality indicates
the comprehensibility of the model (e.g. the layout). The syntactic quality, which relates
towhether all the elements in the model use the correct syntax of the modeling language.
This could for example be checked by the formula dividing the set of statements in the
M by the set of statements that apply by the correct syntax rules of the L. The semantic
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quality relates to the elements in the model being correct and relevant to the problem
(aka validity) and whether the model contains all elements that would be correct in
the context of the problem (aka completeness). The perceived semantic quality relates
to the actors model interpretation and domain knowledge. Pragmatic quality indicates
whether or not the reader of the model understands it. The social quality relates to the
agreement on the model between different actors and finally the organizational quality
relates to whether or not the original goal of modeling is actually fulfilled [29,30,32].

While the original SEQUAL framework serves as the basis for many variations and
extensions, several shortcomings of the framework were identified. Moody et al. [31]
trained participants of their experiment in the application of the framework, but found
that it was hard for participants to make reliable quality evaluations based on the state-
ment sets explained earlier and thus raising concerns about the reliability of such a
quality evaluation. Krogstie et al. [29] added to this that it is likely only feasible to
measure the syntactic quality level objectively, as other measures rely on participant
opinions and are thus hard to evaluate objectively. They add to this that this would be
a challenge for basically any framework trying to measure objective quality measures
beyond the syntactic level [29]. In the context of this research and the case that will be
given to respondents, the semantic and syntactic quality measures are the most relevant
and feasible to measure. Specifically the semantic validity and correctness will be mea-
sured, as well as the syntactic correctness of the modeled BUCM elements. This paper
will focus on the SEQUAL modeling framework as it is often discussed in research
papers specifically addressing process modeling quality [25].

2.4 Modeler Experience Impact on Modeling Quality and Cognitive Style Index

Traditionally, conceptual models including BPmodels are made as an interplay between
the domain expert and a system analyst (an expert in modeling techniques) [33]. Typ-
ically, unlike system analysts, domain experts have higher, detailed knowledge of the
domain but often, slight powers of abstraction beyond that knowledge. Recently, BP
modeling projects have expanded to company-wide initiatives in which novice model-
ers are increasingly active. The trend towards a growing involvement of novice mod-
elers in process modeling projects results in various quality issues [34]. Recent stud-
ies reveal considerable weaknesses of process models from practice with reference to
understanding and error probability [24,35–38]. The way someone gathers and analy-
ses information (e.g. when presented with a business modeling exercise and a complex
textual description) has a real effect on the output they create in the form of the quality
of a produced model [9].

The CSI, designed by Allinson & Hayes [39] is a 38-item self-report questionnaire
that allows a straightforward way of measuring ones CS. Every question is oriented
towards the intuitive or analytic style and respondents simply have to respond whether
they agree or disagree with the statements proposed. If they do not lean either way, they
indicate that they are uncertain. Two points are given depending on the polarity of the
question and a total of 76 points are able to be scored. Respondents can then be grouped
into one of the five categories of CS, depending on their score [40].

People on the left side of the scale are considered to be intuitive (0–28) and the
people leaning towards intuitive are considered quasi-intuitive (29–38). The adaptive
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category sits in between the intuitive and analytical categories (39–45) and indicates
the ability to adapt to the situation, expressing qualities of both extremes. People lean-
ing towards the analytic category are considered to be quasi-analytic (46–52) and the
analytic category finds itself on the right side of the scale (53–76) [40]. The difference
between intuitive and analytic is based on left and right brain theory [41]. The right side
of the brain relates to the intuitive side of the CSI scale and to feeling-based judgements
and open ended, creative approaches to problem solving and a global perspective. The
left side of the brain relates to the analytic side. It relates to reasoning, attention to detail
and analytical people prefer a methodical approach to problem solving [7,39].

It can definitely be argued that both intuitive and analytical minded modelers have
their place in an information systems development context. The interesting fact about
this divide between intuitive and analytical is that it could be argued that due to intuitive
people being better at seeing the ‘big picture’, might have an easier time to produce
strategic BP models in particular as they allow a higher level of abstraction. However,
in the context of this paper and the experiment that will be conducted, the hypothesis is
that analytical respondents should have an easier time following the case instructions,
are better suited to analyze the complex textual description and ultimately produce a
higher quality model. This hypotheses will be tested in the paper.

3 The Experiment

3.1 Experiment Design

The experiment took place in a physical setting and respondents were given a general
introduction as to what was to be expected. The attendance for the experiment was
not obligatory and thus students were incentivized to attend by offering a maximum
of 1,5 bonus points on their final grade for their BP Management and Integrated Soft-
ware Systems (BPMISS) course. A half point was to be earned by simply attending and
completing the entire experiment, whilst an extra point could be earned by creating a
high quality model. Students were expected to need two hours to complete the entire
experiment, however if needed could take longer if they wanted to.

Before starting the modelling experiment, students received the CSI questions to fill
in part 0. In part 1, students were surveyed about their occupation, educational back-
ground, age and gender as well as their familiarity with UML, the business modeling
discipline of the RUP and the BUCM. In part 2, respondents were provided a theory
section concerning the RUP/UML BUCM which detailed all the necessary constructs,
to be used as a reference while solving the TransLogisTIC case [42,43] depicted in the
next section. The whole experiment including part 1, part 2 and part 3 can be found
in Appendix C1. Subjects were expected to have some basic knowledge of the BUCM
as it was part of the course curriculum for the BPMISS course where some theoreti-
cal background was given. Also, all students had followed and passed a course about
UML during the preceding semester. However it was to be expected that the majority of
students would not actually have created a BUC diagram by themselves based on a com-
plex textual description at that stage of the academic year. Because of this, a top-down

1 The online appendix can be found at: https://data.mendeley.com/datasets/ccn327m4g4/1.

https://data.mendeley.com/datasets/ccn327m4g4/1
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approach with six steps was provided during the explanation of the BUCM constructs
to give the respondents guidance as to how to approach the creation of a BUC diagram.
The following steps were: (i) Identify the BO(s) and BG(s); (ii) Identify the BUCs (and
which BG they support); (iii) Identify the business actor instances; (iv) Identify the busi-
ness worker instances; (v) Identify the relationships between the different components;
(vi) Bring everything together in a diagram.

Following the theoretical examples based on the RUP/UML profile for business
modeling, a small example (‘Knitting shop’) was provided and solved along the same
six above steps. A physically drawn solution was provided as well. To end part two,
respondents were surveyed about the clarity and understandability of the theory.

3.2 TransLogisTIC Case

The modeling exercise was provided by one of the authors and is based on a real
life case he has been working on. Respondents were given the following introduction:
“You’re hired as a business analyst working for a consultancy firm. You are currently
working on a project, for which you’re asked to model the strategic and tactical ele-
ments of the organization’s BP on the basis of the following textual description. You
need to model these levels using the BUCM. A summary of all elements (modeling con-
structs and links/relationships) that are needed is provided for you to use as a reference
when modeling (see part 2)”.

The case revolved around the TransLogisTIC project relates to an organization
adopting new IT system for managing its outbound logistics processes. Respondents
were given a two-page textual description further clarifying the project to be repre-
sented. The first page mainly included information about the BOs and goals (i.e. the
strategic level). The second page provided more information about business actors and
workers involved in supply chain process and the BUCs they were involved in (i.e. the
tactical level). The complete textual description can be found in Appendix C. In consis-
tency with the top-down approach provided in the theory part, respondents were given
steps that can guide them through modeling a high quality BUCM. These steps were:
(i) Identify the BO(s) and BG(s) from the point of view from TransLogisTIC; (ii) Identify
at least 2 BOs and or goals which are not explicitly stated in the text, but are relevant in
the context of the case (also include these in the drawing of your model in step 6); (iii)
Identify the BUCs (and which BG they support); (iv) Identify the business worker(s);
(v) Identify the business actor(s); (vi) Identify the relationships between the different
components; (vii) Bring everything together in a diagram.

To end the experiment, respondents were surveyed about the clarity of the case
instructions, the perceived difficulty of modeling and finally their perceived ease of use
and usefulness of the BUCM method.

3.3 Data Collection Through Variables

Modelers’ Background. The first questionnaire of the experiment informed about the
modeler’s demographic characteristics and familiarity with modeling. Students were
asked what their primary occupation was at the time of the experiment (occupation),
what their educational background was (edu), their age (age) and gender (gender).
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Familiarity with Modeling. This was then followed by questions inquiring about the
familiarity with the UML (fam UML), familiarity with the business modeling discipline
of the RUP (fam BMRUP) and finally the familiarity with the BUCM (fam BUCM).
Responses were recorded by means of a five-point Likert scale ranging from 1 to 5.
With (1) ‘Not at all’, (2) ‘Slightly’, (3)‘Moderately’, (4) ‘Very’ and (5) as ‘Extremely’.
The coding of this Likert scale is the same for every subsequent subsection.

Clarity of Theory. After reading through the provided theory regarding the creation
of a BUCM and the ‘Knitting shop’ example, respondents were asked to what extent
certain concepts were clear to them. Responses were recorded by means of a five-
point Likert scale ranging from 1 to 5. The questions inquired after the clarity of
BOs (clarity BO), BGs (clarity BG), BUCs (clarity BUC), business actors and workers
(clarity BA clarity BW), association and dependency links (clarity association; clar-
ity dependency) and finally the clarity of the provided example case (clarity example).

Model Quality and Evaluation Metrics. As discussed earlier, several levels of quality
are commonly used to perform quality assessment of conceptual models. In the context
of this research and its limitations, the quality assessment of the produced BUCMs will
be mainly focused on the semantic quality goals of validity and completeness. This
means that the models will be graded based on whether or not the elements in the
model are correct and relevant to the problem proposed in the TransLogisTIC case and
whether or not the models show a sufficient degree of completeness compared to all the
model elements that would be considered relevant and correct. Additionally, the proper
notation of the language extension was graded in the form of checking for any illegal
links between the modeling constructs (e.g. connecting a BA to the BO) as a measure
of syntactic correctness or quality.

In order to have a representation of a model that is considered to be complete, a
reference diagram was used as recommended by España et al. [44]. This reference was
furnished by Yves Wautelet (see Appendix D), an expert in the context of the model-
ing notation and case. It is important to note that there is not one single correct model,
however for the purpose of this research the reference diagram is considered to be cor-
rect and complete provides a high quality solution to the case. Having such a reference
allowed the subject’s answers to be graded in a consistent way.

Six semantic quality metrics were used to grade the models. The correct identifi-
cation of the BO (BO identification), the BGs (BG identification), the BOs or goals
which were not explicitly stated in the case but would be relevant in its context
(BOBG2 identification), the BUCs (BUC identification), the links between the BUCs
(BUClinkstoBG), the business actors and workers (BABW identification) and finally the
syntactic metric in the presence of any illegal links between the elements (Links illegal).
As said, different interpretations of the case could result in different but equally correct
solutions of the case. As a result, respondents could identify more elements in their
diagram than there were in the reference one. More points than the reference diagram
would have had could be obtained by providing elements that are correct and relevant
for the case. This would, however, prove to be exception.
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Regarding the BOs, BGs, BUCs and BWs, a point was given for every single cor-
rectly represented element (meaning it had the right description and was modeled cor-
rectly). Alternatively, a partial score of a half point was given when the modeled element
was considered to be correct but not specific enough, overlapping with other elements
or when for example a BA was correctly identified but modeled as a BW. The assess-
ment of every single element on a separate basis was done to provide a more detailed
score of the modeled elements. As the case proved to be complex, using a more strict
method of scoring (e.g. giving zero or one when all use-cases were identified) would
likely result in extremely low scores as most respondents would likely not able to repli-
cate the completeness of the reference model. For the assessment of the links between
the BUCs and BGs and the presence of illegal links a score was given on one, again
with the possibility of receiving partial points. Partial points were for example given
when most links were present and correct but some obvious connections were clearly
missing or when arrows between elements were pointing the wrong way.

When applying this scoring method to the reference model, a total of 29 points were
achievable with a higher score indicating a more complete, correct and thus higher qual-
ity model. A problem with simply summing up the points of all the variables was that
certain elements like the BAs and BWs would be proportionally too large. To create
a global score on 10 that properly measures the modeling of the strategic and tacti-
cal levels, the different scores of every variable were thus divided by the scores of the
reference model, creating scores for every variable on 1 (or slightly more if respon-
dents managed to be more complete than the reference model). This then allowed the
application of weights that could put more importance on the BOs, goals and use-cases,
as these are the core of the BUCM. Finally, the scores were converted to ones on 10
(Quality score). An overview of the weights applied can be seen Table 1.

Table 1. Weights of scoring variables

Metrics Weights

BO Identification 5.5%

BG Identification 22%

BO/BG2 identification 5.5%

BUC Identification 33%

BUC links to BG 11%

BA/BW Identification 11%

Illegal Links 11%

To add validity to the assumption that the total quality score is actually an appro-
priate indicator of model quality, an additional expert review score (Expert review) of
subject’s awareness was provided by Yves Wautelet. Each model was independently
graded, with a strong focus on correct interpretation and consistency in the models, not
making use of the reference diagram. A correlation analysis was conducted between the
quality score and expert review score with the assumption that if the calculated quality
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score actually is a good indicator of quality, it should also be highly correlated with the
scores given by an expert reviewer.

Clarity of Case Instructions. Once the respondents finished the drawing of
their model, they were asked to what extent the case instructions were clear
(case instructions) and to what extent the description of the TransLogisTIC case was
clear (case description) once again by means of a five-point Likert scale ranging from
1 to 5.

Perceived Ease of Modeling. The perceived difficulty of modeling the different com-
ponents that make up the BUCMwas also surveyed. On a five-point Likert scale respon-
dents were asked to indicate how easy they found the modeling of BOs (ease BO), BGs
(ease BG), BUCs (ease BUC), links between BUCs and BG (ease BUCtoBG), busi-
ness actors and workers (ease BA; ease BW) and identifying the relationships between
components (ease relationships).

4 Results

The following two hypothesis are proposed as a basis for the experiment: H1: If the
proposed quality score is a suitable measurement for the model quality, then it will
be strongly correlated to the score given by an expert reviewer. H2: Analytical mod-
elers will achieve higher quality scores, compared to intuitive and adaptive modelers,
because it is easier for them to follow the structured experiment approach and they are
able to process complex information more easily.

4.1 Respondents’ Profile

Background. All 29 respondents (12 females and 17 males) indicated that their main
occupation was student. When asked about their educational background or highest
previous degree, nine respondents indicated having an academic bachelor in business
administration with two other respondents having an academic bachelor in business
engineering. Five respondents already obtained a master degree with two specializations
in digital marketing, one in management and 2 master degrees were unspecified. Twelve
students indicated having a professional bachelor with specializations in accountancy
& tax (1), business & IT (1), marketing (2), financial management (1), teacher math &
economics (1), event management (2), international entrepreneurship (1), logistics (1),
office management (1) and two unspecified degrees.

Familiarity with Modeling Variables. As to be expected, not a single student consid-
ered themselves to be extremely proficient in any of the three variables presented. The
familiarity with the UML is indicated to be at least moderately to very high for 89.7%
of respondents with only 3 respondents (10.30%) indicating they were slightly familiar
with the UML. Three respondents (10.30%) indicated not being familiar with the busi-
ness modeling discipline of the RUP at all. The familiarity with the BUCM is moderate
overall with 62% of respondents indicating being moderately or very familiar. Eleven
respondents (37.90%) claimed to be only slightly familiar with the BUCM.
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Cognitive Style of the Respondents. Following the theory presented by [39], 31%
of the respondents are intuitive, 34.50% of them adaptive and 34.50% are analytic.
Moreover, females are deemed to be more analytical than males. Allinson & Hayes
[40] state that this difference in CS between male and female students does occur more
often, but tends to reverse when students graduate and enter the workforce.

4.2 Analysis of the Representations

Individual Quality Metrics. This section is focused on the discussion of quality met-
rics. First, the descriptive statistics are discussed and an analysis per metric between the
different CS groups is made. Following this, a correlation analysis of the global quality
score and the score given by the expert reviewer is performed which is then followed
by testing if any significant differences exist in the quality scores between the different
CS groups. This is shown in Table 2.

In a nutshell, regarding the strategic level and identification of the BO, respondents
did quite well with a mean of 0.62, indicating that the average respondent got the BO
at least partially right. Identifying BGs proved to be a much more difficult task with
a mean of 2.09. This means that of the seven BGs that were present in the textual
description, respondents on average only managed to model slightly over 2 goals. For
most respondents this was the result of confusing the objectives with goals, resulting
in overlap of the two metrics. When presented with the question to model two BOs or
BGs not explicitly in the text (BO/BG2 identification), respondents managed to find, on
average one BO or BG that was relevant and correct in the context of the case. When
looking at the tactical level, the modeling of the BUCs produced divergent results. On
average respondents managed to model about half of the possible use-cases, however
some people did not manage to model a single BUC, whilst other respondents managed
to identify 11 BUCs. Linking BUCs to the correct BGs proved difficult as well. Not
a single respondent managed to appropriately link their BUCs and BGs. Respondents
tended to either draw their links either too fine-grained or course-grained, or simply
made clearly false connections. Identifying the different BAs and BWs proved to be
the easiest for respondents. The average respondents identified an average of 6.47 BAs
and BWs. Finally, most respondents successfully avoided to draw illegal links (e.g.

Table 2. Individual Quality Metrics

Min Max M SD

BO identification 0 1 0.62 0.42

BG identification 0 6 2.09 1.57

BO/BG2 identification 0 2 0.97 0.84

BUC identification 0 11 4.86 3.65

BUC links to BG 0 0.5 0.17 0.24

BA/BW identification 1 10 6.47 2.87

Illegal links 0 1 0.85 0.36
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connecting a business actor to a BO). Most errors were made by either not providing a
direction to the links between constructs or simply missing links, causing for example
a BUC to not be connected to anything in their model.

Table 3 shows the quality metrics by their respective CS category. A notable differ-
ence in the ability to identify the BGs can be seen between the analytical respondents (M
= 2.55, SD = 1.54) and intuitive respondents (M = 1.22, SD = 0.97). Another remark is
that connecting BUCs to the correct BG clearly did not go well for the intuitive respon-
dents (M = 0.05, SD = 0.17).

In the following subsections the specific variables retained from the different parts
of the experiment are specified. The complete experiment can be found in Appendix C,
a complete list of variables can be found in Appendix B.

Table 3. Descriptive statistics quality metrics by cognitive style category

Cognitive Style Intuitive Adaptive Analytic

M SD M SD M SD

BO identification 0.61 0.42 0.55 0.44 0.70 0.42

BG identification 1.22 0.97 2.40 1.82 2.55 1.54

BO/BG2 identification 0.83 0.93 0.95 0.86 1.10 0.77

BUC identification 5.22 3.27 4.40 3.94 5.00 4.00

BUC links to BG 0.05 0.17 0.25 0.26 0.20 0.26

BA/BW Identification 6.61 2.40 5.95 3.01 6.85 3.31

Illegal Links 0.89 0.33 0.90 0.32 0.75 0.42

Total Quality Score. Because simply adding up the scores attained for every separate
quality metric would result in certain metrics having too much weight (e.g. the identifi-
cation of business actors and workers would make up 8 ‘easy’ points of the maximum
attainable 29 points), every score was divided by the amount of elements that were
present for every metric in the reference model. This then allowed for the usage of
weights to be applied to the different metrics and the conversion to a total quality score
on 10. Next to this global score, an additional ‘expert review’ of student’s represen-
tations score was provided by Yves Wautelet. The use of an expert reviewer can help
immensely in assessing the quality of a model [44] and is routinely used in practice.
While the calculated total quality score based on the provided quality metrics relies
heavily on the semantic quality metrics validity and completeness, the score provided
by Wautelet focused more on consistency and correctness of the models. Subsequently,
it could be argued that if the correlation between both quality scores is high, it adds reli-
ability and validity to the total quality score variable as a measurement for the quality
of the produced representations.

The minimum and maximum for the total quality score were respectively 0.3 and
9.31. For the expert review score this was respectively 1 and 8 out of 10. In Table 4, the
means and standard deviations are presented for both all the respondents between the
three CS categories. When looking at the means of the total quality score between the
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Table 4. Descriptive statistics of total quality score and expert review score. Note that N = 29,
scores on 10.

n Total quality score Expert review

M SD M SD

All respondents 29 5.11 2.30 5.04 2.16

CSI 3 categories

Intuitive 9 4.87 1.42 5.39 2.23

Adaptive 10 5.08 2.86 4.35 2.37

Analytic 10 5.37 2.53 5.40 1.93

three CS categories, a slight slope in average score is noticed. Analytic respondents (M
= 5.37, SD = 2.53) scored slightly higher on average than adaptive respondents (M =
5.08, SD = 2.86) which in turn scored slightly higher than the intuitive respondents (M
= 4.87, SD = 1.42). While this initially looks promising and to be a first indication of
support for our second hypotheses, the same cannot be said for the expert review scores.
Both the intuitive and adaptive respondents score more than a point higher on average
compared to the mean of the adaptive respondent (M = 4.35, SD = 2.37).

Table 5. Pearson correlation analysis total quality score, expert review score and CSI score. Note
that N=29, CSI score on scale of 0 to 76. Quality scores on scale from 0 to 10. ∗p < 0.1, ∗ ∗ p <
0.05, ∗ ∗ ∗p < 0.01

Variables (1) (2) (3)

(1) Total quality score 1.000

(2) Expert review score 0.793*** 1.000

(3) CSI score 0.017 0.002 1.000

As can be seen in Table 5, the Pearson correlation between the total quality score and
expert review score can be considered to be strong and positive (r = 0.793, p < .001).
No significant correlation was found between the two quality scores and the CSI score.
This confirms H1. With both the KS and SW normality tests indicating that the total
quality score variable follows a normal distribution, a one one-way ANOVA test can
be performed to test whether there is a significant difference in the mean quality scores
between the three CS groups. It revealed that there is no statistically significant dif-
ference in quality score between the three different CS groups (F(2, 26) = 0.105, p =
.900). Two more tests were performed in search of a possible significant effect between
groups, this time making use of the CS variable with two categories and the expert
review score. First, an independent samples t-test was conducted to compare the total
quality score for both intuitive and analytic respondents. No significant differences were
found (t(27) = 0.501, p = .621) in scores for intuitive respondents (M = 5.34, SD = 1.69)
and analytical respondents (M = 4.91, SD = 2.79). Because the KS and SW normality
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tests indicate that the expert review score does not follow a normal distribution, a KW
test can be used to test the expert review scores between the three different CS cat-
egories. The results of the KW test (H(2) = 1.534, p = .464) indicate that the expert
review scores do not differ significantly based on the modelers CS either. After con-
ducting the above tests, H2 cannot be confirmed.

5 Discussion

RQ1: “How successful are novice modelers in producing tactical and strategic con-
ceptual elements representations and ensuring their in-between traceability when com-
pared to an expert?”. We can point out that there was some diversity in the ability of
novice modelers to effectively produce a valid diagram but that, on average, the score
was positive. Also, the proposed method of quality assessment for the produced models
correlated strongly with the scores given by the expert reviewer. This indicates that the
quality assessment could be deemed appropriate for its purpose.

RQ2: “Does the CS of a novice modeler have an impact on the quality of their pro-
duced tactical and strategic-level BP models?”. To answer this, it was hypothesized
that analytical modelers would be more capable than intuitive and adaptive modelers at
producing a high quality model, as a result of being better at gathering and processing
complex information and being more at comfort with a methodical, logical approach.
The analysis of the data shows that there is a significant difference in the perceived
clarity of the experiment case description, as analytical modelers found the TransLo-
gisTIC case description to be more clear than intuitive modelers. However, based on
the findings, the significantly higher perceived clarity of the case description that the
analytic respondents had did not result in a higher quality of their strategic level BP
models compared to their intuitive counterparts.

The rest of this section presents the threats to the validity as presented in [45].

Construct Validity. The choice of the case can impact the results. TranslogisTIC is a
rather advanced case with a natural language description, also students are not familiar
with industrial work environments can impact the quality of their representations. The
results did nevertheless not show too many issues in the modeling process and a total
of 5 preliminary tests involving qualitative interviews were made with PhD students in
conceptual modeling to envisage the feasibly and pinpoint the potential problems.

Internal Validity. The total paperwork furnished to the subjects was up to 5 pages
for the CSI questionnaire, 6 pages for the case description and the questions and 8 for
the experiment itself. A documentation and survey of this size can lead to fatigue with
subjects finally trying to simply fill-in rather than trying to furnish their best possible
answer. This was dealt with through: i) applying correctional penalties for guessing;
ii) improving the subject’s motivation by the possibility of gaining an additional bonus
point on the basis of their performance for a course related to conceptual modeling.

External Validity. The group of respondents that took part in the experiment is com-
posed of students only. While originally 33 respondents took part in the experiment,
only 29 cases were ultimately available to analyze due to two respondents not being
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able to produce a representation and two cases containing missing values in the col-
lected data. The sample size for this research is considered to be extremely low and any
(in)significant results should be interpreted carefully as they could and probably should
be considered to be unreliable. A second limitation concerning the group of respondents
was the fact that every respondent was a student from the same master degree program
in business information management, with presumably the same modelling background
knowledge. If this experiment was conducted with business professionals, it could very
well be that the results of both the BP model quality and modelling experience were
significantly different.

6 Conclusion

Different reasons could cause the design of low quality models. One factor, rarely dis-
cussed in existing literature is the CS of the modeler creating the model. It is hypothe-
sized, in this research, that analytical respondents would be more capable of producing
high quality models as a result of paying more attention to detail and preferring a struc-
tured, methodical approach to dealing with complex descriptions. To test whether the
CS had an effect on the quality of produced strategic BP models, an experiment was
conducted. There were no significant differences between the familiarity of modeling
between the three CS and all respondents were considered to be slightly to moderately
familiar with modeling in general. The clarity of the theory provided, the perceived ease
of modeling the case, the perceived usefulness and ease of use of the BUCM method
all did not differ significantly between intuitive, adaptive or analytical respondents.

The main conclusions from this analysis are threefold. First, the proposed method
of quality assessment for the produced models, correlated strongly with the scores given
by the expert reviewer. This indicates that the quality assessment could be deemed
appropriate for its purpose. Second, there was a significant difference found between
the perceived clarity of the case description between intuitive and analytical respon-
dents. The analytical respondents found the case description to be more clear. This,
however, did not result in any significant difference in the quality of the models that
were produced by analytical respondents compared to intuitive respondents, nor in any
difference between the three categories. In conclusion, the effect of CS on the quality
of produced strategic-level BP models did not present itself in this research, however
due to the caveat of limited sample size, definitive conclusions should not be drawn and
further research regarding this topic should be pursued.
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Abstract. With the steadily increasing amount of software in modern
cars, traditional electric/electronic (E/E) architectures reach their limit
when it comes to deploying complex applications, which often require
the integration of various sensors, processing units, and software compo-
nents, as well as higher bandwidth and processing power. To cope with
this issue, more powerful computing platforms are being employed. One
of the many new software projects that try to solve the challenges asso-
ciated with these new platforms is Chariott, which provides a metadata-
driven communication middleware that fosters the communication of
distributed in-car applications through a common interface. Software
components can register with Chariott to advertise their functionality.
Software components that are registered with Chariott, referred to as
providers, can then be found via service discovery. Alternatively, Chari-
ott offers an intent-based approach where a broker maintains a mapping
of intents and providers that can fulfill requests for these intents. Con-
trary to interfaces that define required implementation details, intents
capture only the high-level purpose of a request as well as the required
data. In this demo paper, we present our massage seat use case that was
specifically designed to evaluate the suitability of Chariott for distributed
in-car applications as well as our evaluation results.

Keywords: In-Car Applications · Eclipse Chariott · Distributed
Systems · Service-Oriented Architecture

1 Introduction

The rapid growth regarding the amount of software in cars started already
more than fifteen years ago [2]. This trend continues and the current elec-
tric/electronic (E/E) architectures, based on dedicated electronic control units
(ECUs), are not capable of meeting the increasing requirements of complex appli-
cations like advanced driver assistance systems (see Shaout et al. [7] for an
overview of ADAS systems). Hence, newer architectures will incorporate embed-
ded high-performance computing (eHPC) platforms [1]. Such eHPC platforms
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offer more computing power than traditional ECUs. Since such platforms usu-
ally comprise multiple eHPCs interlinked by some networking technology, each
is likely assigned a different functionality. Consequently, deploying the involved
software components where most effective is possible and complex features will
be designed as distributed applications introducing related challenges like service
discovery to the in-vehicle application development domain.

Eclipse Software Defined Vehicle [5] (Eclipse SDV) is a working group that
focuses on providing a platform for the development of software as the basis for a
scalable, modular, extensible, industry-ready vehicle software platform provided
under an open-source license. To this end, the members of the working group
can contribute software projects that aim to solve individual challenges. Eclipse
Chariott [3] is a project organized within Eclipse SDV that provides a metadata-
driven middleware that offers a common way to access the cars’ hardware and
sensors and provides a way for consumers to discover available functionality.
Since Chariott is a new project, there are currently no known real-world scenarios
where Chariott has been employed as a communication middleware and thus
there is a lack of evaluation that further motivates our investigation.

Chariott implements the service-oriented architecture (SOA) paradigm,
where service providers publish their services through a service discovery. Clients,
which Chariott refers to as applications, can then look up these services [4]. To
this extent, Chariott implements two approaches: (i) plain service discovery and
(ii) intent-based brokering. Providers can register with Chariott by providing a
namespace as well as additional metadata required for communication, e.g., the
endpoint for direct communication with the provider. The registered providers
can then be looked up by their namespace in order to open a direct communica-
tion channel. Furthermore, providers can specify the intents they support when
they register. Chariott maintains a mapping of namespace and intent to the
provider that can fulfill requests for that intent. Whenever a fulfillment request
for a specific namespace and intent is sent to Chariott, the request is brokered
and forwarded to the correct provider accordingly. Currently, Chariott supports
the following intents:

– Discover: The discover intent can be used to retrieve the native interfaces
of a provider. This is useful in case direct communication is preferred or even
required, e.g., to minimize latency. Also, this intent has to be used in order
to retrieve the streaming endpoint since Chariott does not support brokered
streaming of events.

– Inspect: The inspect intent can be used to retrieve functionality, properties,
and events of a provider.

– Invoke: The invoke intent can be used to invoke a method on a provider. In
comparison to direct communication based on the result of a service discovery,
the request is brokered through Chariott.

– Subscribe: When a streaming channel is opened by calling the native stream-
ing endpoint of the provider a channel id is returned. In order to receive events
through the channel identified by that id, a fulfillment request for the sub-
scribe intent has to be sent.
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– Read: The read intent can be used to read the value of a provider’s property.
– Write: The write intent can be used to write a property to a provider.

To evaluate the suitability of Chariott for distributed in-car applications, we
implemented an automotive scenario using Eclipse Chariott as communication
middleware. The scenario was specifically designed to make use of multiple ECUs
and is, thus, being used for validation purposes in this paper. Overall, we want
to determine whether employing Chariott is an alternative to hard-wiring all of
the involved software components.

2 System Overview and Use Case

The system architecture of our demonstration is depicted in Fig. 1. We chose
a user-controllable massage seat as an evaluation basis for Eclipse Chariott.
The seat contains a set of addressable air-filled bubbles with a modifiable filling
level. Changing the filling level of specific bubbles over time creates the massage
sequence. In a car, user-facing functionality is driven by a display. In our use
case, this display is simulated by a web front end. Its main tasks are (i) to display
a list of sequences that are available, (ii) to offer a button that starts a specific
massage sequence from that list, and (iii) to visualize a changing filling level
for verification purposes. The available sequences are stored on a controller.
Its task is to return a list of available sequences to the display upon request
and to initiate a specific massage sequence when requested through the display.
The communication with the actual hardware happens through the Hardware
Abstraction Layer (HAL). The actual seat is replaced by a seat simulation cov-
ering the required seat functionality. In summary, our application conceptually
consists of four parts: (1) the web front end with the simulated display, (2) the
Controller, (3) the Seat-Mock, and (4) the HAL. In a production environment,
the events that reflect the changes concerning the air-filled bubbles would be
brokered through the HAL as well. To simplify the implementation and because
of the current architecture of Chariott, the described design was applied instead.
The Controller has been implemented in Go whereas Python has been chosen as
the programming language for the Seat-Mock and the HAL.

For the implementation, we define the following requirements: (i) Since not
every car has a massage seat, our web front end must be capable of rendering
a state where no massage functionality is available. Also, it must be possible
to detect when such functionality becomes available and to react accordingly.
(ii) Changes regarding the filling level of the air-filled bubbles must be made
available in the correct order and with the delay between the individual steps
taken into account. (iii) The list of available sequences must be available to the
web front end. (iv) The web front end must be able to start the playback of an
individual sequence.

The detection of the availability of the massage functionality has been imple-
mented by regularly issuing a fulfillment request for the discover intent until the
Seat-Mock becomes available. As soon as the service discovery of the massage
functionality returned the Seat-Mock, the web front end renders the massage
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Fig. 1. Architecture and components of the massage seat use case.

functionality and needs to retrieve a list of available sequences. To this end, a
fulfillment request with the invoke intent is issued to Chariott with the command
name and potential parameters as metadata. Chariott then redirects the request
to the Controller and returns the response with the list of available sequences
back to the web front end. Starting a specific massage sequence is handled in the
same fashion. As soon as a massage sequence is started, the Seat-Mock sends
updates regarding the filling levels of the air-filled bubbles via the streaming
channel to the web front end. This way, the delay between the individual steps
of the massage sequence can be taken into account.

3 Discussion

Our goal was to evaluate whether Chariott can support the implementation
of a distributed in-car application. Overall, it was possible to implement our
massage seat use case based on Chariott as an alternative to hard-wiring all
the components. Although the implementation was overall possible and Char-
iott implements useful concepts, we identified limitations that leave room for
improvement.

Currently, Chariott does not offer a way to detect when new functionality
becomes available. For this use case, this restriction was bypassed by regularly
issuing a fulfillment request for the discover intent until the Seat-Mock is included
in the response. The Seat-Mock has been chosen as a marker for the availability
because the communication metadata of the Seat-Mock that is returned with the
response is required later. Since service providers have to register with Chariott
and Chariott is thus aware of new services as they register, Chariott can notify
applications using well-established paradigms like pub/sub.

Furthermore, to receive sensor data via event streaming, Chariott requires
that a direct communication channel between the application and the service
provider is opened. This involves that the endpoint of the service provider is
extracted from the response to the fulfillment request with the discover intent.
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For more complex scenarios, this means that an application will need to main-
tain more than one streaming channel to receive all events it is interested in. The
request brokering approach of Chariott can be extended such that events are also
brokered between service providers and applications. Comparably, Guner et al.
[6] propose a software architecture for context-aware IoT application develop-
ment that employs a message broker to communication between requestors and
providers. Additionally, receiving events requires a fulfillment request with the
subscribe intent per opened channel and event source. When brokering events
through Chariott, the amount of these requests can be reduced.

4 Conclusion and Outlook

We present our distributed in-car massage application that uses the Eclipse
SDV project Chariott as communication middleware. Our goal was to evalu-
ate whether employing Chariott as communication middleware can replace the
hard-wiring of all of the involved software components. Chariott offers support
for service discovery but can also act as a message broker. Our use case comprises
four software components and was used to evaluate both concepts. Remote pro-
cedure calls to retrieve the available sequences were brokered through Chariott,
whereas service discovery was used to determine the availability of the massage
functionality in general, as well as the endpoints of software components that
require direct communication. Overall, it was possible to replace the hard-wiring
of the components with Chariott as communication middleware. Although Char-
iott implements useful concepts, there is still room left for improvement.

As a next step, Chariott could integrate a message broker to allow applica-
tions to subscribe to events of a provider without having to discover its endpoint
upfront. This mechanism could also be used to inform applications about the
availability of services after they register themselves with Chariott.

Furthermore, this evaluation did not cover all aspects that are relevant when
applying a communication middleware technology in real-world scenarios. Fur-
ther investigation could cover aspects related to the fields of security, latency,
and scalability as well.

Acknowledgements. This publication was partially funded by the German Federal
Ministry for Economic Affairs and Climate Action (BMWK) as part of the Software-
Defined Car (SofDCar) project (19S21002).
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Abstract. Digital twin platforms enable the creation, management, and
analysis of digital twins. However, most of the available platforms are dis-
tributed as proprietary software. Considering that available digital twin
platforms often generate from former IoT platforms and that visualiza-
tion and simulation are among the main characteristics of digital twins,
we present an extension we developed to the ThingsBoard open-source
IoT platform to support the design and development of 3D simulations.
Here, we describe such a simulation mechanism and its application on a
smart classroom use case. Our work represents a first step towards an
open-source digital twin platform.

Keywords: digital twin · digital twin platform · 3D simulation

1 Introduction and Motivation

A digital twin is a virtual representation of a physical object, process, or system.
It uses real-time data and simulations to mimic the behavior, characteristics, and
interactions of its real-world counterpart [5,6].

The concept of a digital twin allows organizations to gain insights into the
performance, maintenance, and optimization of physical assets and processes. It
brings together various technologies, such as the Internet of Things (IoT), data
analytics, artificial intelligence (AI), and cloud computing, to create a compre-
hensive and dynamic representation of the physical entity in the digital realm.

A digital twin platform is a technology solution that enables the creation, man-
agement, and analysis of digital twin models [8]. Essentially, Digital Twin plat-
forms allow to combine data retrieved from the physical entity with the models
that represent the physical entity. Several models can be defined to describe the
physical entity such as 3D models, behavioral models, physical models, mathemat-
ical models, etc. Through interactive controls, users can manipulate the digital
counterpart, explore different perspectives, and gain a better understanding of its

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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structure and functioning. In addition, those kind of models enable the possibil-
ity to conduct simulations to test various scenarios and identify potential issues
before they occur in the physical world. In fact, by simulating the behavior of the
physical entities, in different conditions and scenarios, users can predict how the
entities will behave before implementing any change or making any decision. We
report in Fig. 1 a conceptual representation of a Digital Twin Platform.

Fig. 1. Concept of a Digital Twin Platform

Several Digital Twin platforms have started to appear in the market such as
Azure Digital Twins, AWS IoT TwinMaker, iTwin Bentley, and many others.
They often generate from former IoT platforms and have different characteristics
and provide different supports for Digital Twins [7,8]. However, to the best of
our knowledge, a comprehensive open-source DT platform is not made available
yet [4]. It is towards the development of such a DT platform that in this work we
present an extension of the ThingsBoard IoT platform1, to start integrating some
of the main features of Digital Twins, especially referring to the support for 3D
simulation. As recognized by recent works, ThingsBoard is among the most well-
known open-source platforms for IoT applications [2,3], it provides a powerful
set of tools for building and managing connected devices and applications. The
platform implements a wide range of functionalities (device integration, big data
storage, data processing, visualizations) defined to support both developers and
businesses to quickly create scalable IoT solutions without the need for extensive
coding. Thingsboard has been recognized as a good candidate for supporting
digital twins [1]. Especially, it has been compared with other platforms and it
emerged that ThingsBoard already implements a good portion of digital twin
characteristics, but with a limited support for visualization and simulation [1].
Therefore, we extended ThingsBoard by adding the possibility to support and
visualize 3D models associated with digital entities registered in the platform
and with the possibility to design and execute 3D simulations.

The rest of the paper is structured as follows. Section 2 describes in detail the
3D simulation mechanism we defined. Section 3 describes the steps necessary to
design a 3D simulation. Finally, Sect. 4 closes by reporting concluding remarks.
1 https://thingsboard.io/.

https://thingsboard.io/
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2 3D Simulation with ThingsBoard

The 3D simulation design and execution rely on a simulation widget we devel-
oped. The widget allows to create and simulate real-world scenarios and analyze
the behavior of IoT systems in a virtual environment. ThingsBoard widgets2

are additional UI modules that easily integrate into any dashboard that can be
created in ThingsBoard. They provide end-user functions such as data visualiza-
tion, remote device control, alarms management, and display of static custom
HTML content. ThingsBoard allows also the development and integration of
customized widgets that add functionalities to the platform. Figure 2 represents
the 3D simulation widget with the various components involved in the design
and execution of a 3D simulation.

Fig. 2. Schematization of the 3D Simulation Mechanism.

ThingsBoard has a mechanism to define digital representations of IoT
devices, we refer to them as Digital Devices. Such digital devices are enriched
with attributes, treated as key-value pairs, that describe characteristics of the
physical device such as name, description, firmware version, latitude, longitude,
etc. In addition, telemetry data coming from the physical devices can be associ-
ated with the digital devices, i.e., in the case of an HVAC system such telemetry
data can regard temperature, humidity, status (on/off), etc.

Among the components required to design and run a 3D simulation, we
also included Simulated Digital Devices, see Fig. 2. Those devices inherit all the
characteristics of digital devices, but they are the ones actually used for running
the simulations. This distinction is required to avoid simulated telemetry data
from overwriting real telemetries coming from the physical world and reflected
on the digital device.

For creating a 3D simulation, the Simulation Designer needs to specify the
digital devices and the simulated digital devices that he would like to involve
2 https://thingsboard.io/docs/user-guide/ui/widget-library/.

https://thingsboard.io/docs/user-guide/ui/widget-library/
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in the simulation. Then, by means of the 3D simulation widget, the user can
design a 3D simulation including the digital devices reported on the ThingsBoard
platform. Some familiarity with the Three.js3 library used for designing the 3D
Scene as well as the cannon-es4 library used for handling the physics is required.

The device behavior is simulated by means of the ThingsBoard rule engine
which is a tool for processing and analyzing data generated by physical devices
and associated with digital ones. It allows users to define complex rules, named
Rule-Chains in terms of connected control flows where certain conditions can
trigger specific actions based on the data received. In our case, we proposed
adopting such a tool for encoding the behavior of a digital device and associating
such behavior to a simulated digital device.

When a simulation is activated by a user, simulated events in the simulated
environment may occur. Such simulated events are published on a communi-
cation bus and received by the corresponding simulated digital devices which
handle the event by updating their telemetry. If a rule-chain that predicates on
that event is available then the rule-chain fires and the simulated behavior of the
simulated digital device starts. Also, the execution of a rule-chain might cause
the update of some telemetries associated with the simulated digital device. Such
telemetries are then published on the communication bus and received by the
simulation widget that will reflect those updates in the simulated environment.

3 Use Case

We used ThingsBoard and the 3D simulation mechanism previously introduced
to simulate a smart classroom scenario inspired by the SAFE project [9] which
involves smart furniture equipped with PIR devices for the detection of people
in case of a seismic event.

By following the mechanism defined in Sect. 2 we first created the digital
devices that represent the physical PIR devices of the SAFE scenario (PIR-1,
PIR-2, and PIR-3 in Fig. 3 part-a). Then, we defined the corresponding sim-
ulated digital devices (SIM-PIR-1, SIM-PIR-2, and SIM-PIR-3 ) to which we
associated the simulated behavior encoded as ThingsBoard rule-chains.

To instantiate the widget, we followed the ThingsBoard’s standard approach
which required us to create a new dashboard specifying the digital devices we
wanted to use in the simulation. Then, we added the new instance of the 3D
simulation widget and we started the design process. In Fig. 3 part-b, we reported
the widget configuration that we defined acting as simulation designers which
includes the import of the 3D models5 and the coding of the simulation scenario.

Using the 3D models of the devices and of the environment these devices
populate (a classroom), we designed, by means of scripting, a 3D scene like the
one reported in Fig. 4 and we programmed parts of its behavior to drive the
3 https://threejs.org/.
4 https://pmndrs.github.io/cannon-es/.
5 3D models have been created by means of third-party tools such as Blender and

exported in glTF format.

https://threejs.org/
https://pmndrs.github.io/cannon-es/
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Fig. 3. Design a 3D Simulation with ThingsBoard: a) reports a list of digital devices
and simulated digital devices; b) reports the configuration of the 3D simulation widget.

simulation’s execution. In our use case, as shown in Fig. 5, the scene we designed
intends to simulate the occurrence of a seismic event showing the change in the
behavior of the simulated PIR devices when the presence of a person taking
shelter under the smart furniture is detected. This kind of simulation allows for
rapid prototyping of possible classroom scenarios, envisioning different furniture
dispositions or different positions of the PIR devices. Especially, the simulation
enabled us to evaluate the PIR behavior by inspecting the rule chains execution,
assessing whether the devices behaved as expected.

Fig. 4. 3D model of the scene Fig. 5. Running 3D simulation
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4 Conclusion and Future Work

We presented a 3D simulation mechanism for extending the ThingsBoard plat-
form so to start its transition towards a digital twin platform. A user can design
his own 3D simulation of a cyber-physical system, include the digital devices
of interest, and start the simulation from real telemetry data. We have shown
the steps necessary to implement a 3D simulation by means of a smart class-
room use case. Currently, designing a graphical simulation requires program-
ming skills, therefore we envision to define alternative approaches to facilitate
this step. We also plan to conduct an evaluation with users. Further details and
the source code are available at https://pros.unicam.it/digitaltwin/dtplatform.
A screencast showing the design of the 3D simulation introduced in this paper
is available at https://youtu.be/up2fwEMH7Vg.

Acknowledgements. This work has been partially supported by the European Union
- NextGenerationEU - National Recovery and Resilience Plan, Mission 4 Education and
Research - Component 2 From research to business - Investment 1.5, ECS 00000041-
VITALITY - Innovation, digitalisation and sustainability for the diffused economy in
Central Italy.

References

1. Corradini, F., Fedeli, A., Fornari, F., Polini, A., Re, B.: DTMN a modelling notation
for digital twins. In: Sales, T.P., Proper, H.A., Guizzardi, G., Montali, M., Maggi,
F.M., Fonseca, C.M. (eds.) EDOC 2022. LNBIP, vol. 466, pp. 63–78. Springer, Cham
(2022). https://doi.org/10.1007/978-3-031-26886-1 4

2. Corradini, F., Fedeli, A., Fornari, F., Polini, A., Re, B.: FloWare: a model-driven
approach fostering reuse and customisation in IoT applications modelling and devel-
opment. Softw. Syst. Model. 22, 1–28 (2022)

3. Corradini, F., Fedeli, A., Fornari, F., Polini, A., Re, B., Ruschioni, L.: X-IoT: a
model-driven approach to support IoT application portability across IoT platforms.
Computing 105, 1–25 (2023)

4. Fei, T., et al.: makeTwin: a reference architecture for digital twin software platform.
Chinese J. Aeronaut. 37, 1–18 (2023)

5. Grieves, M.: Intelligent digital twins and the development and management of com-
plex systems. Digital Twin 2(8), 1–8 (2022)

6. Grieves, M., Vickers, J.: Digital twin: mitigating unpredictable, undesirable emer-
gent behavior in complex systems. In: Kahlen, J., Flumerfelt, S., Alves, A. (eds.)
Transdisciplinary Perspectives on Complex Systems: New Findings and Approaches,
pp. 85–113. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-38756-7 4

7. Lehner, D., Pfeiffer, J., Tinsel, E., Strljic, M.M., Sint, S., Vierhauser, M., Wort-
mann, A., Wimmer, M.: Digital twin platforms: requirements, capabilities, and
future prospects. IEEE Softw. 39(2), 53–61 (2022)

8. Pfeiffer, J., Lehner, D., Wortmann, A., Wimmer, M.: Modeling capabilities of digital
twin platforms - old wine in new bottles? J. Object Technol. 21(3), 3:1–14 (2022)

9. Pietroni, L., Mascitti, J., Galloppo, D., et al.: The SAFE project: an interdisci-
plinary and intersectoral approach to innovation in Furniture Design. In: DS 118:
Proceedings of NordDesign 2022, Copenhagen, Denmark, 16th-18th August 2022,
pp. 1–12 (2022)

https://pros.unicam.it/digitaltwin/dtplatform
https://youtu.be/up2fwEMH7Vg
https://doi.org/10.1007/978-3-031-26886-1_4
https://doi.org/10.1007/978-3-319-38756-7_4


Adaptive Process Log Generation
and Analysis with Next(Log) and ML.Log

Dyllan Cartwright(B), Radu Andrei Sterie(B),
Arash Yadegari Ghahderijani(B) , and Dimka Karastoyanova(B)

Information Systems Group, University of Groningen, Groningen, The Netherlands
{a.yadegari.ghahderijani,d.karastoyanova}@rug.nl

Abstract. In this paper we present a tool for adaptive process log gen-
eration and analysis of the correlation between KPI (Key Performance
Indicator) values and changes in adaptive processes. The tool features
a component called Next(Log) helping users to generate initial business
process logs using any preferred method and subsequently allows them
to adapt these logs based on their own defined rules while ensuring an
intuitive and coherent user interface. The adapted logs are then used
for log analysis with the ML.Log component, which employs machine
learning techniques to find patterns of matching KPI values and adap-
tation injections in the logs. The tool therefore supports the research
on the challenges imposed by the lack of sufficient amount of data from
adaptive process logs and the open issues in identifying at what KPIs
values changes are required and what kind of changes would have the
best impact on the process performance at run time.

Keywords: Runtime process adaptation · Adaptive process log
generation · KPI-to-adaptation correlation · Synthetic process event
logs

1 Introduction

Runtime process adaptation is one of the ways to enable autonomous process
performance improvement [3] for augmented processes [2] enacted by process-
aware information systems. Significant research results of the fields of process
mining, predictive and prescriptive process monitoring [6] have established the
fundamentals of learning from available process event logs for discovering pro-
cesses and identifying potential KPI violations in process behaviour. One of the
significant challenges this kind of research faces is the lack of available process
event logs, and in particular such that containing known adaptations of any of
the process dimensions - control and data flow, activity implementations and
changes in (human) resource availability. The other challenge the community is
facing is the matching of the reasons for changes made in processes to concrete
adaptation actions. If we can learn what reasons for changes have been and their
impact on the process performance, only then we can recommend (automatically
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. P. Sales et al. (Eds.): EDOC 2023 Workshops, LNBIP 498, pp. 331–337, 2024.
https://doi.org/10.1007/978-3-031-54712-6_21
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or not) a specific adaptation action to be enacted into the affected running process
instance.

In this paper we present a tool that has two main objectives: 1) to generate
synthetic event logs of adaptive processes to alleviate the impact of the challenge
mentioned above and 2) to analyse the adapted logs to identify correlations
between the adaptations made and the KPIs values for which an adaptation
was needed. The process logs it generates, using its Next(Log) component, are
based on existing process event logs and are subsequently extended with control
flow adaptation events following rules that users can define using the tool. The
analysis of the extended logs the tool can perform, using its ML.Log component,
is based on several well-known ML (Machine Learning) algorithms and identify
the value of the KPIs that present a reason for an adaptation.

Our tool allows for user friendly adaptive log generation by easy import
of original process logs and intuitive adaptation rule definitions based on for-
mal grammar implemented in a rule editor. Furthermore, the tool automates
the adaptive process log analysis pipeline and its architecture allows for future
extensions of the algorithms used for that purpose.

We present our tool along the following paper structure: The tool’s archi-
tecture and implementation are presented in Sect. 2. We show an example of
adaptive process log generation and analysis in Sect. 3 and in Sect. 4 we discuss
the limitations of the current version of the prototype. We conclude the paper
and point to future improvements in Sect. 5.

2 Tool Components and Implementation

The key components of the tool1 (see Fig. 1) are the Next(Log) component for
generating adaptations in process logs based on predefined rules and the log
analysis tool ML.Log that can use adaptive process logs to discover correlation
between adaptations on the one hand and the reasons for the adaptations, like
specific values of KPIs, on the other.

Next(Log) is a flexible tool designed to generate and adapt business process
logs2. Its key component is a ‘Rules Editor’ page, which allows users to define
custom rules for log adaptation. The tool provides a user-friendly interface, mak-
ing it intuitive to define these adaption rules. Users can create rules that apply to
specific traces and are built upon the trace’s KPI metrics, for example, duration
and cost.

Next(Log) was written in Python and used PySide6 for creating the user
interface, a Python binding for the Qt framework. The PLY (Python Lex-Yacc)
library was used to create a simple parser for the user-defined rules. Finally, the
xml library in Python was utilised to interpret both the MXML and BPMN
files, which are currently the only allowed input formats for process models and
process event logs.
1 The tool is available in https://github.com/aryadegari/Next-ML-Log/.
2 The initial logs will need to be provided in MXML format. Next(Log) has only been

tested on synthetic logs generated by the BIMP simulator.

https://doc.qt.io/qtforpython-6/index.html
https://www.dabeaz.com/ply/
https://processmining.org/old-version/mxml.html
https://www.bpmn.org/
https://github.com/aryadegari/Next-ML-Log/
https://bimp.cs.ut.ee/simulator
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Fig. 1. Architecture of the Tool.

ML.Log is an application for using machine learning methods on adaptive
business process logs. It automated the data processing pipeline and thus enables
the user to easily use different machine learning models, find the best parameters,
save the models for future use and test saved models on different logs.

ML.Log was also written in Python with PySide6. The software utilises the
popular Python library Scikit-learn to build various machine learning models,
including Decision Trees, Random Forest Classifiers, and K-Nearest Neighbours
(KNN). Additionally, the sklearn-glvq module was employed to develop GLVQ
models. For visualisation, Graphviz and Matplotlib were used.

3 Example of Generating and Analysing an Adaptive
Process Log

In the following section, we will demonstrate a very straightforward example of
adapting business process logs using Next(Log), followed by ML.Log’s analysis
of the adapted logs. A demonstration video is available3.
Log Adaption with Next(Log)

Suppose we had the process model shown in Fig. 2, with the following user-
defined rule4 focusing on time as KPI:

if C#duration > 575 then insert K (#duration ?N(100 15));

The above rule can be interpreted as follows: For each trace in the initial
logs, if the duration of event C was greater than 575 s, then introduce a new
event K immediately after C. The duration of event K is sampled from a normal
distribution with μ = 100 s and σ = 15 s.
3 https://doi.org/10.6084/m9.figshare.24082083.v1.
4 To see all possible rules that can be made and their notation/formal grammar, please

refer to [1].

https://scikit-learn.org/stable/
https://sklearn-lvq.readthedocs.io/en/stable/glvq.html
https://graphviz.org/
https://matplotlib.org/
https://doi.org/10.6084/m9.figshare.24082083.v1


334 D. Cartwright et al.

Fig. 2. Sample process model ( X#duration ∼ N(500, 50) ∀ X ∈ {A,..,F})

In Tables 1 and 2 we present the original process log and the adapted log using
the adaptation rule from above. The presented results have undergone filtering,
resulting in the exclusion of numerous traces and columns. This selection aims
to try highlight elements for demonstration purposes.

Table 1. Original Logs

trace_id C#duration D#start_time K#duration _End#start_time _End@duration _Path
184 520.272 2023-07-19T22:02:36.535 0 2023-07-22T22:51:24.642 2877.945 “_Start,A,B,C,D,E,F,_End”
27 576.532 2023-07-18T08:37:50.625 0 2023-07-19T17:25:32.212 2981.662 “_Start,A,B,C,D,E,F,_End”
30 478.811 2023-07-18T09:52:33.449 0 2023-07-19T19:59:50.737 3013.945 “_Start,A,B,C,D,E,F,_End”
167 603.946 2023-07-19T18:43:35.746 0 2023-07-22T20:14:34.943 3018.123 “_Start,A,B,C,D,E,F,_End”

Table 2. Adapted Logs

trace_id C#duration D#start_time K#duration _End#start_time _End@duration _Path _Label
184 520.272 2023-07-19T22:02:36.535 0 2023-07-22T22:51:24.642 2877.945 “_Start,A,B,C,D,E,F,_End” 0
27 576.532 2023-07-18T08:39:32.704908 102.079 2023-07-19T17:27:14.291908 3083.741908 “_Start,A,B,C,K,D,E,F,_End” 1
30 478.811 2023-07-18T09:52:33.449 0 2023-07-19T19:59:50.737 3013.945 “_Start,A,B,C,D,E,F,_End” 0
167 603.946 2023-07-19T18:45:20.822520 105.076 2023-07-22T20:16:20.019520 3123.19952 “_Start,A,B,C,K,D,E,F,_End” 1

Traces 27 and 167 trigger the specified rule. The “_Path” column updates
correctly, indicating the adapted sequence of events. The “_Label” column is
also updated to indicate whether an adaptation occurred or not. Additionally,
the insertion of event K is observed, with its duration randomly sampled from
N(100, 15). Furthermore, _End#start_time and _End@duration are updated
appropriately in response to the adaptation.

Adaptive Process Log Analysis with ML.Log
After adapting the logs shown in Table 2, we conducted an analysis using

the machine learning techniques implemented by ML.Log. The results of this
analysis are presented below (see Table 3).

Figure 3 represents the decision-making rule that has been retrieved by the
Random Forest model as the best performing one and as visualized by the tool,
while in Fig. 4 we show the results of the KNN algorithm.

For a detailed analysis of the results, you may refer to [5], which evaluates
the performance of all four models using different metrics such as F1 score,
recall, and accuracy, providing a quantitative measure of their performance with
different logs.
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Table 3. Classification Reports for Given Logs.

Model precision recall f1-score support
Random Forest class 0 1.00 1.00 1.00 276

class 1 1.00 1.00 1.00 24
macro avg 1.00 1.00 1.00 300
weighted avg 1.00 1.00 1.00 300

Decision Tree class 0 1.00 0.99 0.99 276
class 1 0.92 0.96 0.94 24
macro avg 0.96 0.98 0.97 300
weighted avg 0.99 0.99 0.99 300

KNN class 0 0.99 1.00 0.99 276
class 1 1.00 0.83 0.91 24
macro avg 0.99 0.92 0.95 300
weighted avg 0.99 0.99 0.99 300

GLVQ class 0 0.95 1.00 0.97 276
class 1 1.00 0.33 0.50 24
macro avg 0.97 0.67 0.74 300
weighted avg 0.95 0.95 0.93 300

Fig. 3. Visualisation of a found Tree
using a Random Forest Classifier in
ML.Log.

Fig. 4. Visualisation of the Labels
assigned by a KNN model found within
ML.Log.

4 Maturity

Both components of the tool have some limitations which we will discuss here.
Firstly, Next(Log) assumes that user-defined rules do not overlap (i.e. maxi-

mum of one rule may apply to each process case), as overlapping rules may lead
to unpredictable and ambiguous outcomes. Secondly, while it is designed to work
with any standard BPMN and MXML files, it has been predominantly tested
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with files generated by specific tools (bpmn.io and BIMP), and minor issues may
arise when using other generative tools. Moreover, the tool assumes there are no
loops within the process models, and is limited to parallel and exclusive (XOR)
gateways. Additionally, it does not support nesting of gateways within process
models.

The current implementation of ML.Log includes GLVQ, KNN, Decision
Trees, and Random Forest as the four implemented machine learning models,
evaluated using various metrics for performance assessment. However, the lim-
ited selection of models and performance metrics may not encompass the full
range of possible insights.

5 Conclusions

In this paper we presented a tool for adaptive process log generation and anal-
ysis. The current version of the tool has two components: i) Next(Log): based
on a BPMN process model and a corresponding process log it allows for extend-
ing the logs with different process adaptation, simulating the fact that process
instances have been adapted during their execution; ii) ML.Log automates the
data processing pipeline for analysis of the adapted process logs - currently the
analysis is based on several ML algorithms.

More specifically, the objective of Next(Log) was to enable users to generate
initial business process logs using their preferred method and subsequently adapt
them based on custom rules. As demonstrated earlier and in [1], all adapted logs
performed as intended. While the current version lacks the ability to create more
complex adaptations, Next(Log) is designed so that it can be extended further.
With improvements, it could serve as a valuable platform for developers and
researchers to test, build and integrate with analysis tools like ML.Log and be a
catalyst for exciting research in the field.

The objective of ML.Log was to find connections between adaptations and
their impact on KPIs in adaptive business process logs using multiple machine
learning techniques.

As the tool is currently requiring a BPMN process model as input in addition
to a corresponding process log, in order to improve its usability, in future the tool
can be extended with a process discovery component based on existing process
discovery algorithms like PM4PY, so that the process model is discovered from
the process event logs. Integration with approaches like e.g. [4] and [6] will draw
upon works in prescriptive process monitoring and analytics.
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Abstract. Climate change risks permeate all economic sectors [1]. As
Environmental, Social, and Governance (ESG) initiatives expand and
reporting obligations adapt to the dynamic evolution of ESG, several
challenges arise. There is a pressing demand for tools that address
these ESG-related deficiencies, data infrastructure challenges, and tech-
nical constraints while enhancing domain expertise engagement. In our
research, we design top-down architecture and framework to serve and
satisfy ESG user requirements among jurisdictions and guide bottom-up
ESG data infrastructure. In addition, we define the nature of the ESG
analytic data pipeline, embedding models and metrics. Our contribution
will lay on three aspects. First, our research shed light on sustainable
financial systems’ framework and architecture development, especially
ESG services for decision-making and disclosure. Second, our ESG ana-
lytics data pipeline design assists ESG data infrastructure development.
Last but not least, our research mitigates misrepresenting the ESG
concept and fragmentation of ESG terminology.

Keywords: ESG Metrics · ESG Indicator · Ontology-Based Data
Pipeline · Sustainable Financial System Framework · Risk Management

1 Introduction

Environmental, Social, and Governance (ESG) considerations are now central
to global decision-making, given the severe consequences of climate change and
the pressing need to cap global warming within 2 ◦C of pre-industrial levels [2].
Recognizing the vital interplay of emissions, global temperatures, and macroe-
conomic consequences, as shown in models like DICE and scenario like NGFS,
there’s a drive toward sustainable integration both at the macro and micro lev-
els [3]. This shift is evident in investment management, where ESG criteria are
becoming pivotal. Stakeholders are seeking consistent, transparent, and action-
able climate-related information to inform their decisions.

However, a myriad of challenges persists. Diverse reporting obligations stem-
ming from varying regulators and standard setters [4,5], combined with corpo-
rate commitments to various frameworks complicate the landscape [6]. These
complexities lead to misrepresentations, greenwashing, and confusion in ESG
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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disclosures, highlighting the need for standardization and streamlined processes.
Additionally, the current ESG landscape faces five primary engineering prob-
lems, ranging from inconsistency in terminology to challenges in data pipeline
and framework development [7–9].

To address these challenges, our research endeavors to bridge the gap between
theoretical requirements and practical applications. We seek to refine ESG
nomenclature, design data pipelines at a high level, and formulate compre-
hensive frameworks that foster transparent ESG decision-making. Ultimately,
our work aims to promote ethical business conduct, efficient financial analysis,
and informed decision-making, ensuring alignment with globally recognized ESG
standards and initiatives.

2 Literature Review

2.1 ESG Background

The investment industry has experienced a significant shift towards incorporat-
ing Environmental, Social, and Governance (ESG) considerations, primarily due
to the far-reaching implications of climate change across all economic sectors
[1]. This transition is guided by an array of initiatives (UNEP, UNEP FI and so
on) [2], including governmental and regulatory efforts, international and regional
standards, industry-led endeavors, and developments within stock exchanges.

The burgeoning interest in ESG issues, fueled by key initiatives, has led to the
widespread adoption of ESG reporting frameworks (IFRS SI, TFCD and so on)
[5] in recent years. However, this rapid proliferation presents unique challenges
for regulators and entities adhering to these frameworks. These challenges arise
from variances in the reporting frameworks, differing definitions, diverse metrics,
and disparities in data availability.

In an increasingly diversified range of scenarios and reporting frameworks
guiding the formulation and execution of ESG benchmarks, engagement with
pertinent ESG data emerges as a central issue. The primary ESG data refers
to the raw information collected directly from its source. Secondary ESG data
is information that has been interpreted or processed, deduced or calculated in
some way from the primary ESG data [8].

2.2 ESG Metrics

In the context of this study, our main focus is on ’secondary Data’, which encom-
passes aggregated ESG metrics. These metrics adhere to the standards mandated
by ESG reporting frameworks like TCFD, TNFD, and PRI Climate Metrics,
among others. We employ macro-level [10] scenario requirements as a roadmap
for devising these metrics. This composite dataset comprises three core compo-
nents: ESG Metrics, ESG Indicators and ESG Models. ESG indicators are the
specific, measurable data points contributing to broader ESG metrics. An
ESG model is a structured framework that helps businesses and investors eval-
uate a company’s ESG performance, alongside traditional financial metrics, to
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make informed decisions and strategies grounded on sustainability and ethical
practices. It encompasses assessments of a company’s impact on the environ-
ment, its social responsibilities, and the quality of its governance policies.

ESG metrics refer to a set of metrics that aim to capture as accurately
as possible a firm’s performance on a given ESG issue [11]. These metrics are
inherently multi-dimensional and could encompass aspects such as greenhouse
gas emissions, water usage, incidents related to worker safety, board diversity,
executive compensation, and more. The exact metrics employed may vary based
on the company, sector, and the adopted ESG framework or standard.

2.3 The Challenge of ESG Metrics

The current ESG metrics are plagued with challenges stemming from busi-
ness necessities and contentious research outcomes as evidenced in the works
of Widyawati (2021), Christensen (2022), and Kotsantonis (2019) [6,9,11]. The
specific issues are as follows:

– ESG Metric Disagreements: the uncertainty or standard deviation in ESG
ratings among providers arises from controversial ESG research results.

– Lack of Future-oriented Indicators: the current ESG metrics lack a clear tax-
onomy, complicating the categorisation of ESG issues under the environmen-
tal, social, or governance domains.

– Measurement and Modelling Complexity: the opacity in ESG measurement
and modelling can lead to misconceptions and misinterpretations.

– Indicator-Metric Discrepancies: there is a conflict between input indicators
and output metrics, such as a low correlation between low carbon emissions
and high ESG scores.

Our research emphasizes the engineering of ESG metrics and the construction
of a data pipeline. In doing so, we identified the following challenges associated
with building the data pipeline:

– Interconnectedness and Semantic Depth: ESG metrics often interrelate in
complex ways, demanding more than surface-level connections.

– Harmonization Across Sources: ESG data comes from global sources, each
with different reporting standards and formats, necessitating a common
ground.

– Dynamic Evolvability: the ESG landscape is evolving. New issues emerge,
and standards shift, requiring a system that can adapt.

– Transparency and Traceability: stakeholders demand clear data lineages and
sources due to the significant implications of ESG scores.

– Addressing Ambiguities: ESG data is subjective. Different regions and orga-
nizations might rate the same metric differently.

– Multidimensionality: ESG covers a broad spectrum of metrics, from carbon
footprints to workplace diversity, all of which need integration.
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3 Research Framework

3.1 Identify Research Questions and Objectives of Solution

Utilizing the Design Science Research (DSR) Methodology [12], our approach
emphasizes designing and assessing innovative solutions tailored to real-world
issues (Fig. 1).

Fig. 1. ESG Design Iteration Process [12]

From a thorough literature review, we’ve derived the following research ques-
tions and their corresponding objective of solution:

– Q1: How can we define and govern ESG metrics models in a manner that is
independent of specific data sources or ESG Providers?
Our method involves using an ESG Framework and Scenario as guidelines,
employing a top-down methodology to define metrics and models, which in
turn guide the computation using indicators.
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– Q2: How can we empower a domain expert to design a data pipeline support-
ing large-scale ESG data analytics?
We propose an agile technique customized to facilitate domain expert involve-
ment in the modelling and implementation process.

– Q3: How can a flexible architecture and framework be designed for an ESG
metric management system?
Our approach includes an analysis of business requirements to design a top-
down data pipeline, engagement of bottom-up indicator experts, and using
Macro scenarios and micro ESG frameworks as guides. This architecture
accommodates the integration of transformer, statistical, and ML models to
ensure technical feasibility.

3.2 Research Steps

Within the scope of DSR, the following artifacts will be crafted during our
research:

– A data model for effective representation of indicators, metrics, and models.
– A method that facilitates domain experts in constructing a top-down data

pipeline.
– An architecture and framework that underpins the data model and pipeline-

building method.

Demonstrating the utility of ESG metrics through case studies where they
have helped in making informed decisions. Evaluation involves performance
Assessment, Feedback and Adjustments. For communication, engaging with
stakeholders, including investors, asset managers, and other stakeholders, to
communicate the organization’s commitment to ESG principles and the steps
being taken in that direction.

Leveraging the Design Science Research (DSR) methodology, we iteratively
refine our design based on business requirements and existing knowledge. This
iterative process involves model enhancement, data pipeline development, and
architectural refinements to eventually construct microservices demonstrating
with case studies and evaluating via feedback and adjustment with the engage-
ment with stakeholders.

This research aims to devise an innovative, collaborative tool for ESG metric
management, which will facilitate identifying and tracking metrics essential for
fostering sustainable financial systems.

4 Conclusion

Our research provides a comprehensive exploration of the Environmental, Social,
and Governance (ESG) arena, combining industry insights with academic view-
points. We aim to simplify ESG data by demystifying metrics, indicators, and
dimensions, with an emphasis on disclosure-based information. We are develop-
ing a method that facilitates domain experts in constructing a top-down data



348 M. Yu

pipeline. Additionally, we are constructing a universally applicable framework
to enhance ESG integration services and minimize fragmentation in corporate
decision-making and risk management.

The expected outcomes of this study will mitigate ESG integration risk and
sustainable portfolio analysis challenges. We aim to simplify complex report-
ing obligations arising from diverse jurisdictional regulations and tackle the
widespread issue of inconsistent metrics and unclear measurements in ESG inte-
gration. Our goal is to standardize and clarify these elements, addressing signif-
icant barriers in ESG data management and reporting.
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Abstract. Financial institutions are subject to stringent regulatory reporting
requirements tomanageoperational risk in international financialmarkets. Produc-
ing accurate and timely reports has raised challenges in current data processes of
big data heterogeneity, system interoperability and enterprise-wide management.
Data quality management is a key concern, with current approaches being time-
consuming, expensive, and risky. This research proposes to design, develop, and
evaluate a Financial Reporting Data Quality Framework that allows non-IT data
consumers to contextualize data observations. The framework will use anomaly
algorithms to detect and categorize observations as genuine business activities or
data quality issues. To ensure sustainability and ongoing relevance, the framework
will also embed an update mechanism.

Keywords: Big Data · Data Quality · Financial Regulatory Reporting ·
Anomaly detection algorithms ·Machine Learning

1 Introduction

The 2007–08 Global Financial Crisis spurned the need for more robust financial mar-
kets, with increased requirements for operational management contingencies. The Basel
Committee on Banking Supervision (BCBS) noted international deficiencies in banks’
operations to perform accurate and timely aggregation of risk exposures. This sentiment
was echoed by domestic, government-endorsed agencies that are the primary regulators
of financial institutions (FIs) within the jurisdiction they operate.

Regulators require FIs to submit regulatory reports (RRs) that demonstrate operation
is within mandated risk-accepted levels maintainable during a crisis. Regulators, aware
of the reliance on quality data processes for accurate RRs, have introduced data manage-
ment frameworks and requirements. The Bank of International Settlements (BIS), used
as primary guidance for domestic regulators, released the BCBS239 standard in 2013 to
identify data aggregation used for decision-making as a risk management area requiring
improvement [1].

While there are many challenges as FIs attempt to meet current regulations, finan-
cial regulators have emphasized that future data risk management regulations will be
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even more stringent. The BIS envisions a global standard for data infrastructure to
operate in real-time, providing granular insights to reduce operational risk management
internationally as domestic financial markets become more intertwined [2].

To address this, the research will design a framework that uses artificial intelligence
to identify anomalous data points throughout a financial regulatory Big Data process
and then categorize these observations as either data quality (DQ) issues or not, i.e.,
provide context to the observation. The framework will integrate into existing FI data
architectures andmaintain relevance as processes evolve. The overall contribution of this
research is to offer a scalable and sustainable alternative to the current state manual/static
approaches toDQdetection (DQD).AsFIs become increasinglymoredata-driven, robust
data processes underpin the stability of financial markets worldwide. Current and future
regulatory expectations highlight the risks of inadequate data management and the need
for better DQ management in our financial systems. The rest of this paper is structured
as follows: Sect. 2 contains a summarized literature review and research questions to
be addressed; Sect. 3 details the proposed research methodology, expected outcome
and evaluation criteria; and Sect. 4 offers concluding remarks on the research, expected
benefits and next steps.

2 Literature Survey

As mentioned in the introduction, many FIs are pivoting towards a data-drive mindset,
embedding data strategy into IT infrastructure to ensure regulatory requirements are
met. A key aspect is data quality management and monitoring (DQMM) as modern
financial markets have led FIs to deal with ‘Big Data’. Coupled with complex enterprise
data architecture, low interoperability, and a mix of internal and third-party systems,
strategic, cost-effective, and efficient enterprise DQMM is difficult [3].

‘Big Data’ refers to a large volume of heterogenous data that grows rapidly [4].
Adjacently, DQ is defined as data fit for use from the data consumer’s perspective and
is typically represented dimensionally and measured through metrics [4]. DQMM has
been driven by academic and industry-based frameworks that have utilized different
dimensions or industry-specific data processes [5]. These DQMM frameworks provide a
high-level approach, but industry application is limited. Specific dimensions and metrics
may not be equally significant in the dataflow [4] and focus too much on structured data,
which may negate these approaches as unstructured data becomes more common in the
financial sector [5]. There is also a reliance on data sampling and profiling to reduce
processing which may distort enterprise level DQMM [4].

DQMM is further challenged due to many handover points and roles in the dataflow
and limited upstream visibility. Data consumers first need to raise data observations to be
contextualized, i.e., what does an observation represent. To categorize the observation as
a DQ issue requires engagement between many technical and business teams, delaying
data validation and issue resolution [6]. Automated DQ assessment and improvement
methods have been developed for enterprise data systems to reduce time consuming
and manual DQD processes. However, implementing across an enterprise’s big data
infrastructure is difficult due to data heterogeneity, system interoperability and confi-
dentiality [7]. Current industry-developed solutions successfully use anomaly detection
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algorithms as a sustainable solution in big datasets [8]. However, compared to in-house
solutions, industry products raise concerns around enterprise interoperability, scalabil-
ity as data needs grow, ongoing licensing and maintenance costs, security of data, and
customization to suit all data users [3, 9].

Another key challenge for DQMM is that an FI will typically have highly heteroge-
nous data sources due to new or changing regulations, products, and technology [10].
Equally, data use is extremely varied, leading to many data consumers with varying DQ
requirements. FIs typically support risk management, data controls and data integration
with a centralized enterprise data architecture. This leads to a bow-tie architecture, where
data flows from producer to processing to consumer [10], relying on elastic computation
for horizontal scalability, transparency, and parallel and efficient pre-processing. Orches-
tration and metadata management also become integral to overcome data heterogeneity
of data producers and consumers.

Since BCBS239, the design of an FI data architecture that supports DQMMhas been
an academic and industry focus. The BIS’s BCBS239 implementation review found no
FIs were fully compliant [7], sighting difficulties in integrating legacy IT and third-party
systems, complex lineage and inherent non-standardization when aggregating data [3].
Proposed solutions focus on BCBS239 compliance, data standardization, open-source
frameworks, technological longevity and reducing cost [2, 9].

A common challenge of these solutions is understanding data transformations with a
complex lineage and identifying genuine DQ issues throughout the architecture to sup-
port business and reporting functions [11]. Typical DQ issues include missing/incorrect
data used for key reporting functions, inconsistency between data sources, and changes
in metadata throughout data transformations [12]. These issues are exacerbated in larger
datasets, leading to more data roles and complex organizational management [13]. As
FIs become more data-driven, there is an increasing reliance on big DQMM. Coupled
with the ever-increasing nature of big data and typically complex data architectures, FIs’
current approach is not viable in the long-term.

Table 1 summarizes the identified challenges and research questions.

Table 1. Identified existing challenges and research questions.

Identified existing challenges Research question

A lack of context when data consumers
observe data anomalies, which can lead to
mislabeling these observations as DQ issues
or non-DQ issues

RQ1: How can the context be represented when
FIs use anomaly detection for DQ detection as
a means for data consumers to contextualize
data observations in big datasets used for
regulatory reporting?

A lack of focus on novel data architecture to
support big DQD

RQ2: How can an FI’s data architecture
integrate DQ detection as proposed in RQ1?

A lack of control, modification, and
maintenance of a DQ detection process used
by non-IT experts

RQ3: How can the architecture (proposed in
RQ2) be maintained as business context
(proposed in RQ1) changes without requiring
continual or manual update?
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3 Research Methodology and Expected Outcome

This researchwill apply theDesignScienceResearchMethodology (DSRM) framework,
utilizing iterations, where interim evaluations act as a primary guidance to address design
questions [14]. DSRM has been chosen as the research aims to develop an artifact in
the form of a framework with solution elements that address the research questions. The
solution framework is the ‘Financial Reporting Data Quality Framework’ (FRDQF). It
will have four high-level components:

1. An approach that will focus on how to integrate anomaly detection into an existing
financial reporting data architecture,

2. A knowledge base with a model repository and representation of historic data
anomalies, data transformations and data elements,

3. An implementation mechanism where each model represents an anomaly catego-
rization algorithm that determines if data observations are DQ issues or not and a
change management mechanism to update the knowledge base as processes, datasets,
regulations, and requirements evolve, and

4. A user experience solution for data consumers to interface with the framework,
including capabilities to explore the categorized anomalies and provide any business
knowledge regarding anomaly observations.

These components will interact as shown in Fig. 1. The final product of this research
will be the conceptual framework design and implementation in a prototype environment
to demonstrate and evaluate its performance.

Historical and current data generated that 

is used by reporting teams

Anomaly detection model is selected and 

applied to define irregular data points

Knowledge base 

(transformations, 

data elements, 

anomaly detection 

and categorisation 

models) Anomaly categorisation model is selected 

and applied to contextualise anomaly

Anomaly is categorised 

as genuine business 

activity

Anomaly is categorised as DQ 

issue occurring at specified point 

in dataflow

Required 

updates to 

knowledge base 

identified

Data consumer is informed of detected 

anomaly and category

Data consumer accepts or rejects model 

output

User interface

Legend

Database or 

information store

Data consumer provides business 

knowledge to be used a model input

Anomaly categorization model output

Components and 

activities operating 

within existing FI 

architecture

Fig. 1. High-level representation of the Financial Reporting Data Quality Framework (FRDQF)
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DSRM will be applied in three steps. Initially, the problem is identified to define the
solution objectives that address the gap identified in the literature review and inform the
design and development of the framework, followed by demonstration and evaluation.
Interim evaluations will be completed for the design, development, and integration of
each component into the framework. Evaluation will be completed by testing the frame-
work performance in a prototype environment and validated comparatively to current
industry practice. The overall research steps are detailed in Table 2.

Table 2. Research steps to produce the FRDQF

Iteration DSMR step Action

#1 Design and development Component 1
Part of component 2 - initial knowledge base
development
Part of component 3 - anomaly detection model

Demonstration Using large public financial dataset in a prototype
enterprise environment

Evaluation Does the solution design detect anomalies, comparably
to traditional methods, that are reflective of DQ issues in
financial data?
Is the solution interoperable with typical FI architecture?

#2 Design and development Link components 2 and 3 developed in iteration #1
Part of component 3 - anomaly categorization model

Demonstration Using subset of financial enterprise-like data in a
prototype environment

Evaluation Iteration #1 criteria
Does the solution allow data consumers to contextualize
the data?

#3 Design and development Part of component 3 - knowledge base update
mechanism
Interaction between knowledge base and all models (C2
and C3)
Component 4

Demonstration Using subset of financial enterprise data in a prototype
environment with an existing architecture

Evaluation Iteration #2 criteria
Is the solution deemed by industry experts to be more
strategic and scalable than current DQMM methods for
financial reporting data processes?
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4 Conclusion

Financial data processes are key for FIs to operate within prescribed risk levels andmain-
tain worldwide financial market stability. Regulators have raised concerns with current
and future enterprise DQ management in these processes, citing issues of interoperabil-
ity, big data, skill diversity and longevity as regulation, markets and products evolve.
This research proposes the Financial Report Data Quality Framework to address these
concerns and provide FIs with a scalable and sustainable solution.

Thework completed to date has focused on evaluating current academic and industry
approaches and defining the high-level components of the framework. Next steps will
further develop the framework, demonstrate its application, and evaluate its performance
in a realistic financial enterprise data process used for regulatory reporting.

The benefit of this framework is to provide data consumers with full transparency
to contextualize the data received. This research will view a DQ issue as a categorized
anomaly, in that the solution will detect unusual data patterns then determine what the
observation represents. At a high-level, the data observation (i.e., anomaly) can be a real
event originating from the source data or a data quality issue.
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Abstract. This short paper positions my doctoral research within the field of
information systems, and, more specifically, to the EDOC community in prepa-
ration for the doctoral symposium. The research topic of my doctoral research
is the design and implementation of Intelligence Amplification (IA) applications.
Although extensively researched, there is no consensus in literature regarding
the definition of IA, design knowledge is scattered across disciplines, and no
routine design exists for IA applications. Therefore, the main aim of my doctoral
research is two-fold to (1) establish a knowledge base for IA, as a foundation to (2)
develop a design and action theory for IA. The knowledge base will be developed
using established design science research methodologies and frameworks. Design
knowledge regarding IA will be identified, analysed, and synthesized based on a
systematic literature review using the PRISMA 2020 statement. The knowledge
base will serve as a foundation for the design and action theory for IA. Action
design research will be utilized to iteratively develop and evaluate an IA design
method and practical design tools to help professionals and practitioners design
and implement IA applications in the context of Industry 5.0 and Society 5.0.

Keywords: Knowledge Base · Design Theory · Design Method · Intelligence
Amplification · Information Systems · Design Science Research · Systematic
Literature Review · Action Design Research · Society 5.0 · Industry 5.0

1 Introduction

In today’s information society, the physical, social, and digital worlds are converging and
increasingly interconnected. Real-time data from sensors drive big data analytics and the
development of highly personalized, Artificial Intelligence (AI)-infused, smart products
and services. Technological advancements provide opportunities for innovation, which
result in transformation challenges for organizations (e.g., changing work structures,
processes and skill sets of workers), and are increasingly affecting the daily lives of
people. The latter is, amongst other developments, illustrated by ‘citizen-AI tools’ like
ChatGPT.

The above-mentioned societal transition towards a “supersmart society” has been
described as Society 5.0. Society 5.0 was first introduced in Japan as part of its Fifth Sci-
ence and Technology Basic Plan [1]. Here, Society 5.0 is defined as: “a human-centered
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society that balances economic advancement with the resolution of social problems by
a system that highly integrates cyberspace and physical space.” In Europe, a similar,
but somewhat different, transition is currently in progress from the current industrial
revolution (Industry 4.0), based on cyber-physical systems, towards a “sustainable,
human-centric and resilient European Industry” (Industry 5.0) [2].

A recent comparison study of [3] emphasizes that, although the main perspectives
and realization paths may be different, human-centred design and the large-scale use
of (emerging) technology are instrumental to realize human-cyber-physical systems
(Industry 5.0) and the super smart Society 5.0. In this context, Intelligence Amplification
(IA) is an interesting topic, which connects the context to the topic of this paper.

The term IA can be traced back to the 1950s and was first introduced by William
Ross Ashby in his work Introduction to Cybernetics [4]. In the last chapters of this
seminal work, Ashby relates the concept of power-amplification to the amplification
of sound, regulation, the human brain, and intelligence. Over time, various definitions
and disciplinary views have been developed regarding IA. Common synonyms, amongst
others, are augmented intelligence, extended cognition, and human-centredAI.Although
extensively researched, at present, there is no general accepted definition for IA (P1) and
design knowledge is scattered across literature and (sub-)disciplines (P2). At present, no
routine design exists for the design and implementation of IA-applications (P3). These
three problems will be investigated and treated within this doctoral research project,
which is currently at the end of the second year.

Since the definition of IA varies among researchers and disciplines, it is important
to clarify how the term is defined in this doctoral research project. IA is defined as “the
effective use of information technology in augmenting human intelligence in a given
context” [5]. This definition 1) relates to the discipline of Information Systems (IS)
research, in which artifacts are studied in context as part of a broader socio-technological
environment, 2) emphasizes the augmentation of human intelligence, which clearly sets
IA apart from AI, 3) can easily be developed into or incorporated in Design Science
Research (DSR) and Action Design Research (ADR), which are the underlying research
methodologies for this doctoral research project, and 4) is short and comprehensible,
which makes it suitable for designers and practitioners to use.

The research underpinning this paper is based on the disciplinary perspective of
IS, and, more specifically, the topic of Design Science (DS) and the research paradigm
of DSR. In short, IS can be seen as a discipline that is concerned with “the use of
information-technology artifacts in human-machine systems” [6]. DS can be defined
as “the design and investigation of artifacts in context” [7]. DSR aims to contribute
to the knowledge base of foundational knowledge and methodologies [6, 8]. Design is
both studied and applied in several scientific disciplines. In parallel, design is practiced
and developed in professional communities. The focus on developing knowledge and
methodologies distinguishes DS from design practice.

A distinct feature of the IS discipline and, more specifically, the EDOC tradition,
is its mission to unite researchers and professionals. Therefore, the aim of the doctoral
research, that is positioned in this doctoral symposium paper, is two-fold to: (1) establish
a knowledge base for IA, as a foundation to (2) develop a design and action theory for
IA. Subsequently, the Main Research Question (MRQ) of the research is defined as
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following: How can a knowledge base and design and action theory for IA effectively
support IS professionals and practitioners to design, construct, implement, and evaluate
IA applications?

The remainder of this paper is structured as follows. Section 2 highlights relevant
work. Section 3 presents the research design and questions. Section 4 concludes by
summarizing the envisioned contributions and (intermediate) results of the research.

2 Related Work

This section contains related work about DSR knowledge bases and design theorizing.

2.1 DSR Knowledge Bases and Contributions

A distinct feature of DSR is its connection to knowledge bases and application environ-
ments, involving both the production and consumption of descriptive (� omega) and
prescriptive (� lambda) knowledge [6]. More specifically, the anatomy of knowledge
bases in IS comprise formal (kernel) theories, mid-range or practitioner-in-use theo-
ries, design theories, and justification knowledge [9]. Next to design theorizing, the
contribution of IS research to practice is an important aspect of DSR [6].

The DSR framework for knowledge contribution [6], depicted in Fig. 1, including its
communication scheme, were selected to position and communicate theDSR knowledge
contributions of this doctoral research project. DSR project results and outputs can be
assessed, amongst other approaches, by level of abstraction, completeness, and knowl-
edge maturity, more specifically, by assessing: (1) situated implementations of artifacts,
(2) nascent design theory, and (3) well-developed design theory about embedded phe-
nomena [6]. Significant DSR contributions typically require the involvement of multiple
researchers over several years and result in a number of (intermediate) research results
during its evolvement [6].

At present, no knowledge base exists regarding IA. Therefore, the DSR framework
for knowledge contribution and the anatomy for knowledge bases [7] will be utilized
within this research project to identify, categorize, and analyse existing descriptive and
prescriptive knowledge related to the design and implementation of IA. This will create
a foundation for the design and action theory for IA and a baseline for cumulative
knowledge development.

2.2 Design Theorizing

The role of theory and design theorizing in DSR are much debated topics [6]. One
problem is to understand how DSR relates to human knowledge [8]. Another problem
is to understand and appreciate artifacts developed by IS professionals and practitioners
as DSR contributions [8]. Here, related works exist regarding the nature of theory in IS
[6], and, more specifically, regarding the anatomy of a design theory [10].

The nature of theory consists of different forms of knowledge [6, 9] and the type
of theory that formalizes design knowledge in DSR is called a design theory [6, 8, 9].
More specifically, a taxonomy has been developed to categorizes five types of theories:
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(1) theory for analysing, (2) theory for explaining, (3) theory for predicting, (4) theory
for explaining and predicting, and (5) theory for design and action [6].

Within the current research project, the focus lies on the development of a type-five
theory, which aims to generalize prescriptive knowledge for the design and action of IA
[10]. More specifically, the anatomy of a design theory will be used, consisting of the
following eight building blocks: (1) purpose and scope, (2) constructs, (3) principles of
formand function, (4) artifactmutability, (5) testable propositions, (6) justification theory
(kernel theories), (7) principles of implementation, and (8) expository instantiation [10].

3 Research Design and Questions

This section provides a synopsis of the research design and methodology.

3.1 Extended DSR Knowledge Base Framework

In line with related work regarding DSR knowledge bases and design theorizing, this
research is based on the DSR knowledge base framework of [8], depicted in Fig. 1.

Fig. 1. Extended DSR knowledge base framework (adapted from [8]).

This research is based on a pluralistic philosophical perspective and disciplinary
knowledge regarding design theorizing in the field of IS. Established DSR methodolo-
gies have been selected to develop the knowledge base and design and action theory
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for IA. A Systematic Literature Review (SLR) is conducted using the PRISMA 2020
statement (https://www.prisma-statement.org/) regarding the design of IA. More specif-
ically, the aim of this SLR is to identify and categorise relevant descriptive (� omega)
and prescriptive (� lambda) knowledge related to the design and implementation of
IA-applications to establish a novel DSR knowledge base to serve as the foundation for
the IA design and action theory and cumulative knowledge development.

The DSR knowledge base framework is extended with a layer for philosophical
(top) and pragmatic justification (bottom). Philosophical perspectives influence, amongst
other aspects, the research design, the interpretation of results, and the communication
of truth claims [8]. Several ontological and epistemological positions and philosophical
perspectives have been developed over time [6–10]. Whereas ontological and epistemo-
logical positions differ per scientific field and DSR project, it is important to accompany
each contribution to the DSR knowledge base with philosophical justification knowl-
edge. As the IS discipline aims to unite researchers and professionals, it is important that
the DSR knowledge base provides useful, relevant, and reusable knowledge. Therefore,
ADR will be utilized to iteratively develop a IA design method and supporting tools.
Additionally, it is important to incorporate empirical research studies and perspectives
of practitioners.

3.2 Research Questions and Approach

This subsection explains which Research Questions (RQs) guided the research. Table 1
presents the RQs that were formulated based on the MRQ and research design.

First, a DSR environment was established based on the DSR framework of [8] by
identifying research problems and opportunities for knowledge contributions (see P1–3
in the Sect. 1). Additionally, the value for IS professionals and practitioners has been
positioned within the context of Society 5.0 and Industry 5.0. This first step resulted in
the MRQ, guiding RQs, and overall research design.

Second, the current state-of-the-art was investigated based on a SLR. Following the
research design, �Q1–2 were formulated to investigate knowledge sources and exist-
ing knowledge bases for informing � knowledge to provide grounding. �Q1–2 were
formulated to identify and explore existing � knowledge, including situated artifacts,
design knowledge, and (nascent) design theories. The anatomy of knowledge bases [9]
has been selected to categorise, analyse, and synthesise existing knowledge.

Third, a knowledge base will be developed using established DSR frameworks [8]
and the anatomy for knowledge bases [9], guided by KQ1. This creates a foundation for
the design and action theory for IA [10], guided by KQ2.

Fourth, practical design toolswere developed and evaluatedwith IS professionals and
practitioners using ADR and case-based research as part of this doctoral research project
(EQ1). Additionally, the established extended DSR knowledge base framework [8] is
utilized to develop understanding of the novelty and (potential) knowledge contribution
of situated artifacts from related research projects (EQ2) as well as existing empirical
research studies (EQ3).

Fifth, a philosophical perspective was developed to extend the DSR knowledge base
framework [8]. Here, the results of both the SLR and case based research were be

https://www.prisma-statement.org/
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Table 1. Overview of research questions that guided the research activities.

Dimension ID Research question

� knowledge �Q1 What is the current state of the art regarding the design of
IA?

�Q2 What are the main concepts related to IA?

� knowledge �Q1 Which situated artifacts, design knowledge and/or theories
exist related to IA?

�Q2 Which constructs, models, and methods are used to design,
construct, and evaluate IA applications?

Knowledge contributions KQ1 How can a knowledge base for IA be established?

KQ2 How can a design and action theory for IA be developed?

Practitioners perspective EQ1 How can the knowledge base, and design and action theory
support IS professionals and practitioners with the design,
construction, and evaluation of IA applications?

EQ2 How can knowledge contributions from related research
projects be incorporated in the knowledge base for IA?

EQ3 How can contributions from existing empirical research
studies be incorporated in the knowledge base for IA?

Philosophical perspective PQ1 Which ontologies, epistemologies, and philosophical
perspectives exist regarding IA?

PQ2 How can philosophical perspectives to IA be incorporated
in the DSR environment and knowledge base?

utilized to identify ontological and epistemological positions regarding IA (PQ1). Addi-
tionally, the philosophical perspectives of researchers were included as philosophical
justifications in the established knowledge base for IA (PQ2).

4 Envisioned Contributions and Intermediate Results

This doctoral research project aims to position, demonstrate, and evaluate: (1) a novel
DSR knowledge base regarding IA, that serves as the foundation for (2) a design and
action theory for IA. This section highlights (intermediate) results.

During the first year, the SLR has been preregistered [11] and completed (176 articles
in sample). Based on the analysis of 20 definitions, the main concepts related to IA have
been identified as a starting point to develop an ontology. Furthermore, an extensive body
of knowledge has been identified and categorised, including four articles with generic
constructs, 29 articles with relevant models, and 23 articles with methods. Additionally,
54 articles were found containing IA applications and 18 studies contained empirical
research studies. Four articles contain design theories.

During the second year, the problem investigation was completed and the treatment
design for the knowledge base for IA was verified. Current work in progress aims to
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instantiate the knowledge base for IA by developing an online interactive online envi-
ronment, containing the results from the SLR, to make the design knowledge better
accessible and actionable for IS scholars and professionals.

Throughout the first and second year, the first ADR cycles have been completed to
develop an IA design canvas [5], supporting IA design workshop [12], IA design canvas
tutorial [13], and IA design method [14]. The IA design canvas aims to support and ease
the design processes related to IA applications, especially during the first stages of a
DSR project, and improve communication with experts and involved stakeholders. The
IA design canvas and workshop approach have been empirically tested by means of an
in-company workshop with four practitioners and three design workshops involving 25
practitioners representing 14 organizations. Based on the workshop outcomes and user
surveys, a set of four guiding design principles were derived to effectively use the IA
design canvas. Utilizing ADR in several iterations, the workshop design was improved
and the duration was reduced from four hours to two hours while delivering similar
results.

The IA canvas has been incorporated within the Adaptive Integrated Digital Archi-
tecture Framework (AIDAF) design thinking approach to explore the potential use for
prototyping and enterprise software development [14]. Furthermore, the use of the IA
design canvas was mapped to the four design activities and six principles of the ISO
9241-210:2019 standard for human-centred design of interactive systems.

Several DSR projects have been initiated to validate and evaluate the IA design
canvas and supporting workshop, tutorial, and design method, with IS professionals and
practitioners for the design of IA-applications in transportation, logistics, and healthcare
in the context of Industry 5.0 and Society 5.0.

The current status will be presented in more detail during the doctorial symposium.
Here, the author would like to discuss the treatment design for the interactive knowledge
base system as well as possible (future) use cases for IA.
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Abstract. The abundance of data nowadays provides a lot of opportu-
nities to gain insights in many domains. Data processing pipelines are one
of the ways used to automate different data processing approaches and
are widely used by both industry and academia. In many cases data and
processing are available in distributed environments and the workflow
technology is a suitable one to deal with the automation of data process-
ing pipelines and support at the same time collaborative, trial-and-error
experimentation in term of pipeline architecture for different application
and scientific domains. In addition to the need for flexibility during the
execution of the pipelines, there is a lack of trust in such collaborative
settings where interactions cross organisational boundaries. Capturing
provenance information related to the pipeline execution and the pro-
cessed data is common and certainly a first step towards enabling trusted
collaborations. However, current solutions do not capture change of any
aspect of the processing pipelines themselves or changes in the data used,
and thus do not allow for provenance of change. Therefore, the objective
of this work is to investigate how provenance of workflow or data change
during execution can be enabled. As a first step we have developed a
preliminary architecture of a service – the Provenance Holder – which
enables provenance of collaborative, adaptive data processing pipelines in
a trusted manner. In our future work, we will focus on the concepts nec-
essary to enable trusted provenance of change, as well as on the detailed
service design, realization and evaluation.

Keywords: Provenance of Change · Reproducibility · Trust ·
Collaborative Processes · Data Processing Pipelines · Workflow
evolution provenance · Provenance of ad-hoc workflow change

1 Introduction and Motivation

Data-driven research and development in and for enterprises is currently one of
the most investigated topics with specific focus on data analysis, simulations,
machine learning algorithms and AI. In the scope of such initiatives, both, aca-
demic and industrial research and development in different domains show great
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effort in automation and deployment of data processing in enterprise computing
environments in order to leverage operational improvement opportunities and to
profit from the available data.

Automation of computations and data processing is done by using data pro-
cessing pipelines. One major challenge of this automation is the identification of
the best approach towards the actual automation of such pipelines since they can
be implemented using different methodologies and technologies. Furthermore,
integration of computational resources, the ability to use data from different
sources in different formats and varying quality properties, the flexibility of data
pipelines, the modularity and reusability of individual steps, the ability to enable
collaborative modelling and execution of data processing pipelines, as well as
their provenance and reproducibility are hard requirements. Consequently, there
are a lot of research results in literature on the application of different technolo-
gies and concepts in different domains such as eScience, scientific computing and
workflows, data science, intelligent systems, business processes, etc.

The topic of provenance1 has been researched predominantly in the field
of scientific experiments and scientific workflows, which led to the definition of
the characteristics of Findable Accessible Interoperable Reusable (FAIR) results
[1,2] and Robust Accountable Reproducible Explained (RARE) experiments [1].
In this field, scientific experiments are considered to be of good provenance if
they are reproducible. Enabling reproducibility of experiment results, typically
by means of tracking the data through all processing, analysis and interpreta-
tion steps of the experiment, has been one of the main objectives of scientific
workflow systems, in addition to the actual automation of scientific experiments.
The importance of provenance in in-silico experiments has been identified and
discussed and approaches have been partly implemented more recently in e.g.
[3–6] and are relevant to enabling the provenance of data processing pipelines.
Furthermore, there are initiatives towards standardization of representing prove-
nance information for the purposes of both modeling provenance information and
establishing an interchangeable format for such information, e.g. PROV-DM2.

To the best of our knowledge, the ability to reproduce the changes on either
workflow or choreography models or instances made by collaborating organisa-
tions in the course of running their data processing pipelines in a trusted manner,
has not been the subject of other works. Towards closing this gap in research, we
propose a solution [7], called Provenance Holder service, that has to track and
record all changes made on choreography and/or workflow models or instances
to support their provenance in a trusted manner and allow collaborating organi-
sations to retrace and reproduce their data processing pipelines exactly the same
way as they have been carried out, including all changes made on both data and
software used during the execution.

The contributions we intend with this work are: (i) A workflow provenance
taxonomy to account for adaptation based on existing taxonomies from litera-
ture, (ii) Identification of provenance requirements for the Provenance Holder

1 “The provenance of digital objects represents their origins.”2.
2 https://www.w3.org/TR/prov-primer/.

https://www.w3.org/TR/prov-primer/
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service, (iii) Detailed definition of the properties of the Provenance Holder ser-
vice that will guarantee trusted provenance of collaborative, adaptive data pro-
cessing pipelines, (iv) functional architecture, which is generic in nature and
applicable in any application domain and is easy to integrate with other flexible
Management System (WfMS) systems, (v) concepts and data structures neces-
sary for capturing the adaptations, and (vi) an implementation as a proof of
concept and its evaluation. We also intend to explicitly identify (vii) the prereq-
uisites for employing the Provenance Holder with other WfMS environments,
namely the ability to support the trial-and-error manner of experimenting (as
in e.g. Model-as-you-go-approach [8] or ability to change and propagate change
in choreographies [9]) and the ability to provide workflow monitoring data that
allows for data and workflow provenance in a trusted manner [7].

2 Scope and Research Questions

In the scope of our work are automated data processing pipelines, which use only
software implementations of computational and data transformation tasks and
excludes data processing pipelines in which participation of physical devices (e.g.
microscopes, wet labs, sensors and actuators) is directly visible in the pipeline.
We aim at enabling the provenance of flexible, a.k.a. adaptive, data processing
pipelines that are carried out in collaboration among identifiable organisational
entities. The matter of trust among the collaborating parties is of utmost impor-
tance in the context of our work, in particular because of the need to capture
the origins of change that can be carried out by any of the participating parties
at any point in the execution of the pipelines.

Our technology of choice for modelling and running collaborative data pro-
cessing pipelines is service-based, adaptable processes, both workflows and chore-
ographies, that are well known from the field of Business Process Management
(BPM) [10] and conventional Workflow Management Technology [11] and for
their beneficial properties such as modularity, reusability, interpretability, trans-
actional support, scalability and reliability.

We have identified four requirements on the Provenance Holder [7,12] in order
to be enable reproducible, trusted and adaptive collaborations (cf. Table 1).

Table 1. Provenance Holder Requirements adopted from [7,12]

Requirement Description

R1 Adaptability to adhere to the adaptability of experiments

R2 Provenance to enable FAIR results [1]

R3 Reproducibility for RARE experiments [1]

R4 Trust among collaborating parties to also enable accountability

To the best of our knowledge, the ability to reproduce the changes on
either workflow or choreography models or instances made by collaborating
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organisations in the course of running their data processing pipelines in a trusted
manner, has not been the subject of other works. We call this type of provenance
“trusted provenance of change”. Based on the existing taxonomies for prove-
nance as summarized by [4], to accommodate the provenance of adaptation, we
identified which new types of provenance need to be considered (cf. Fig. 1).

Fig. 1. Workflow Provenance types taxonomy adopted from [4] and [13]

With our work we aim to answer four research questions (cf. Table 2).

Table 2. Research questions

RQ1 How can we bring traceability, reproducibility, accountability and trust to
Automated, Collaborative and Adaptive, Process-based Data Processing
Pipelines?

RQ2 What does a system look like that provides traceability, reproducibility,
accountability and trust for Automated, Collaborative and Adaptive,
Process-based Data Processing Pipelines?

RQ3 What are the requirements on such a system?

RQ4 What are the prerequisites for the environment such a system is to be
integrated?

3 Provenance Holder Properties and Architecture

The Provenance Holder is a service responsible for collecting all information
necessary to ensure provenance and reproducibility of and trust in the collab-
orative adaptations and enabling the four properties (cf. Table 3). We aim at
providing a generic, reusable and non-intrusive solution across different scenar-
ios and separation of concerns [14]. We realize P1 via electronic signature, P2
with (trusted) timestamping, we will investigate how P3 can be enabled using
non-interactive zero knowledge proofs ([15], as it presents a systematic overview
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over the greater topic of verifiable privacy-preserving computations), and P4 by
linking provenance information objects.

Table 3. Provenance Holder Properties and their mapping to statements made by
choreography participants. In the statement column the pronoun It is information
about either of the following: result, origin/predecessor or change. The text in bold
highlights where the focus of each property lies. Adopted from [13].

Property Statement by participant Description

P1 “I know it” A result/change/predecessor can be
attributed to a certain identifiable
entity, i.e. choreography participant

P2 “I knew it before” A result/change/predecessor has
been available/known or has
happened at or before a certain
point in time

P3 “I actually know it” Prove that participants know of a
result/change/predecessor (without
information disclosure)

P4 “I know where it came from” Participants have knowledge of the
predecessor of a result/change/
predecessor

Fig. 2. Provenance Holder Architecture: components, external operations and internal
methods, implemented ones are solid black (adopted from [13])

The Provenance Holder service provides two main operations as part of its
interface (cf. Fig. 2): 1) Collect provenance data and 2) Retrieve provenance
information; we call these operations also external operations. The controller,
the adapter and one or more provenance providers are the components of the
Provenance Holder and they carry out four interaction scenarios in order to
realize the two externally provided operations of the Provenance Holder ser-
vice. The interaction scenarios are always combinations of several of the internal
methods3; the (internal) methods are: Record, Retrieve, Validate and Migrate.

3 We use the term method for disambiguation purposes only.
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The adapter is the component ensuring the integration of the Provenance
Holder with other systems and provides the two external operations: Collect
and Retrieve. Its actual design and implementation are specific for the system
with which it has to work to enable the integration and correct communication.

Providers or provenance providers have to implement three methods, record,
retrieve and migrate, certain requirements to fulfil, and ultimately store the
provenance information. The implementation characteristics and complexity
strongly depend on the employed (storage) technology and the needs of dif-
ferent workflow types also come into play when deciding which technology to
use.

Fig. 3. Provenance Information objects representing a change [13]

The controller is in charge of the interaction between the adapter and the
provenance providers so that the Provenance Holder can provide the provenance
service operations to each workflow and choreography. The controller combines
the four methods: record, validate, retrieve and migrate into the realization of
the two operations provided by the Provenance Holder: Collect and Retrieve.
For the collect provenance data operation the controller receives, validates and
relays the provenance information to the providers. For the operation retrieve
provenance information, it combines the methods retrieve and validate. Data
structures to capture and store provenance information, e.g. of change, had to be
defined and supported by all components (cf. Fig. 3). During the execution and
adaptation of workflows and choreographies the Provenance Holder constantly
collects provenance data on a very detailed level, including on per-workflow-
activity level. The Record method selects appropriate provider components for
a certain workflow type out of the available providers and uses them to store the
provenance information. Data is validated (with the validation method) before it
is actually handed over to a provider for storage. The Retrieve method is used to
fetch the desired provenance information from the provider components via their
interfaces. The actual data retrieval is done by each provider itself and returned
to the retrieve method. After retrieval, the information is validated before it
is handed over to the adapter component, i.e. the Provenance Holder’s inter-
face implementation. The validation method is called during Recording to verify
the signature and identify the signee the data is “recorded”. If the signature
verification fails due to an invalid signature or an unknown signee, the informa-
tion will not be “recorded”. When calling the Retrieve method, the provenance
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information is fetched from the provenance provider and then validated. The
Migrate method is only used if stored information has to be transferred to a new
provider type or instance, in case such an addition or change is desired/needed
and provides the ability to retrieve all stored provenance information from a
provider at once. Migrations can be triggered both automatically or manually
by an administrator; the actual procedure for migration is out of scope of our
work as related work like [16] is available.

4 Conclusions and Future Work

The goal of this work is to support trusted provenance in collaborative, adaptive,
process-based data processing pipelines. We currently provide the concepts of
capturing provenance of change in such pipelines as well as the architecture of the
corresponding system, including the detailed design of the controller and provider
components of the Provenance Holder. The prototypical implementation of these
components and properties P1, P2 and P4 is available at https://github.com/
ProvenanceHolder/ProvenanceHolder.

Refining the concepts, identification of the adapter requirements, its detailed
architecture and implementation are the future steps in our research. This also
includes the identification and differentiation of change, its capturing and visu-
alisation, how changes are communicated and all supporting data structures.
Subsequently we will work towards the evaluation and extension of both, the
approach and the proof-of-concept implementation.

We recognise that the approach and its realization is not only applicable to
Scientific Workflows, but also to Workflows and to process-based data processing
pipelines in general. Furthermore, we do not rule out the possibility that the
approach may also go beyond this. These are two of the reasons why we will be
following a generic research path and at the same time we have a specific use
case.
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