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Preface

This volume of the Lecture Notes in Business Information Processing series contains the
proceedings of the 16th IFIP WG 8.1 Working Conference on the Practice of Enterprise
Modeling (PoEM), held in Vienna, Austria, during November 28th to December 1st,
2023. The PoEMworking conference aims to improve the understanding of the practice
of EnterpriseModeling (EM) by offering a forum for sharing experiences and knowledge
between the academic community and practitioners from industry and the public sector.

These proceedings include 12 full papers selected out of 34 full papers sent for peer
review (35.3% acceptance rate). All submissions have been thoroughly reviewed in a
single-blind process by three program committee members. The review process was
led by the program committee chairs João Paulo A. Almeida and Monika Kaczmarek-
Heß overseen by the general chairs Henderik A. Proper and Agnes Koschmider. The
selected papers cover topical areas such as Enterprise Modeling and Artificial Intel-
ligence, Enterprise Modeling and Emerging Architectures, Enterprise Modeling and
Digital Transformation, Enterprise Modeling Tools and Approaches, etc. We would like
to show our greatest appreciation to the submitting authors and the members of the
program committee as well as additional reviewers for their hard work.

This year, the theme of the conference is Enterprise Modeling in the Circular Econ-
omy. The theme reflects the importance of enterprise modeling methods, techniques, and
tools to enable enterprises to move to more sustainable practices. We are glad to see in
these proceedings papers that are aligned with this theme.

The proceedings further include abstracts of the invited talks of our keynote speakers:
Anna-Vera Deinhammer, Professor for Sustainable Real Estate Development at Vienna
University of Applied Sciences for Management and Communication, and Iva Kovacic,
Professor for Integrated Planning and Head of Institute for Building and Industrial Con-
struction at the Faculty of Civil and Environmental Engineering, Vienna University of
Technology. We would like to express our sincere gratitude for their presentations and
attendance at our event.

This year’s PoEM was collocated with the 13th Enterprise Design & Engineering
Working Conference (EDEWC).We would like to thank the EDEWC PC chairs Cristine
Griffo,MonikaMalinovaMandelburger, and SérgioGuerreiro for their collaboration; the
week’s program reflects the synergy of the communities involved in the two conferences.
Separate proceedings for the collocated conference are to appear also in the Springer
LNBIP series as post-proceedings.

Part of the program of PoEM (and jointly EDEWC) is devoted to the PoEM/EDEWC
Forum, which was designed to offer a platform for discussing emerging ideas, chal-
lenges, methods, techniques, and tools relevant for Enterprise Modeling. The Forum
aims at a high level of interactivity between presenters and participants. Companion
post-conference proceedings are published separately and include papers selected for the
PoEM/EDEWC Forum, the Enterprise Modeling Tools Forum, and satellite workshops
of PoEM 2023.



vi Preface

We would like to thank the PoEM steering committee for entrusting us with
the responsibility of organizing this year’s conference. We would like to thank
PoEM/EDEWC Forum chairs Sérgio Guerreiro and Sybren de Kinderen, as well as
the workshop chairs David Aveiro and Tiago Prince Sales, and Enterprise Modeling
Tools Forum chairs Dominik Bork and Mark Mulder for their work. We would like to
express our gratitude to the local organization committee, including Angela Edlinger,
Aleksandar Gavric, and Marianne Schnellmann. We would like to thank the Business
Informatics Group of the Technical University of Vienna for hosting the conference.

Finally, there can be no conference without engaged participation: we would like
to express our deep gratitude to all who contributed with their insights to make our
conference program interesting and all those who came to Vienna for PoEM 2023.

October 2023 João Paulo A. Almeida
Monika Kaczmarek-Heß

Agnes Koschmider
Henderik A. Proper
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The Butterfly Potential: The DNA of the Transformation
to a Regenerative Circular Economy is a Quadruple Helix

Anna-Vera Deinhammer

Sustainable Real Estate Development, Vienna University of Applied Sciences for
Management and Communication, Austria

Anna-Vera.Deinhammer@fh-wien.ac.at

The fundamental preconditions for climate protection are decided at city level because
cities are responsible for around 75% of global greenhouse gas emissions. Thus, it is
becoming ever more widely understood that climate protection can only succeed in the
context of a just transition to a circular economy.

At this point the Quadruple Helix Approach comes into play, which is a concept
defining the collaboration of academia, industry, government, and society as necessary
to ensure that innovative solutions are relevant, feasible and sustainable. Of course, it is
not possible to always discuss all aspects in a grassroots approach with all stakeholders.
But that’s not necessary if we identify possible contributors from the other strands of
the Quadruple Helix as we develop content or concepts for transformation and prioritize
the focus groups as part of a knowledge web.

Aspects of research and development should, on the one hand, be integrated into
cultural-social habits and, on the other hand, into economic and regulatory capabil-
ities for implementation. Even if we make the transformation somehow happen by
solely updating the regulatory frameworks or constantly adding particles for pseudo-
business-novelties just for demonstrating action, a transformed built environment as
well as economy cannot function under outdated frameworks.

These two assumptions lead to only one logical conclusion: change is no longer
enough; we need to transform our economy! Instantly, we are wondering “What is
the difference between change and transformation?” The answer might be given with
the parable of the caterpillar, which lives a ground-bound life, but needs a completely
different system when it has transformed into a butterfly – specifically, the aerial one.

This lecture will showcase the three innovation-fields which are interconnected
together through the Quadruple Helix approach for the new paradigm of transformation
towards a circular economy, focusing on real estate as an example: (1) governance and
building culture, (2) economics and sustainable finance, and (3) integrated engineering
sciences.



Digital Tools for Circular Construction – BIM and Beyond

Iva Kovacic

Institute for Building and Industrial Construction, Faculty of Civil
and Environmental Engineering, TU Wien, Austria

Iva.Kovacic@tuwien.ac.at

The strong population growth and urbanization are increasing the global resources and
energy consumption. The AEC (architecture, engineering and construction) industry is
responsible for 60% of the extracted raw materials and generates 40% of the energy-
related CO2 emissions. In Austria, the AEC sector is responsible for 70% of total annual
waste – facts that are underlining the importance of implementing strategies for enhance-
ment of resources efficiency through strategies for circularity. Circular construction aims,
next to achievement of long life duration, to maximize reusability and recyclability. The
building stock has great potential to serve as raw material reservoir, however currently
there is a lack of comprehensive knowledge about the actual building stock, which is the
largest obstacle for reusing and recycling of materials and elements. Further, in order
to enhance circular construction, strategies along the value chain along the lifecycle
are needed, addressing all of the stakeholders through joint and accessible models and
knowledge bases.

At the Department for Integrated Planning and Industrial Buildingwe are developing
a comprehensive Digital Platform for Circular AEC – an ecosystem of digital tools
and processes for enhancement of circularity along the lifecycle – from design, over
operation, deconstruction and finally second life of buildings.

The platform unifies several supplementary tools and concepts, developed in a num-
ber of funded cooperative research projects – BIM-based Material Passports, as funda-
ment of digital cadaster; integrated BIM-basedmethods for assessment of both resources
and energy performance (project SCI_BIM), andfinally a concept for a digital urbanmin-
ing platform for Vienna within research project BIMstocks. This approach represents
the continuation of the framework developed in SCI_BIM, which investigated an inte-
grated determination of geometry and material by coupling laser scanning and Ground
Penetrating Radar (GPR) technology for the semi-automated BIM-Model generation.
SCI_BIM demonstrated that GPR technology needs further testing to a) apply it to dif-
ferent building structures and b) build up a material database, which would significantly
increase the efficiency of material determination.

BIMstocks proposes a method for generation of consistent digital documentation of
the material composition of existing building stock; and for modeling of the secondary
raw materials cadaster combining top-down and bottom-up approaches.

In the bottom-up approach, we analyzed and scanned 10 different use cases, as
representative types of Viennese buildings according to their function and age. Upon
the assessment via inspection, invasive methods and finally GPR a catalogue of BIM-
Objects for types was generated, which enabled us to create BIM models for all of
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the buildings of the same typology on the city level. In the top-down approach, such
material-informed BIM models were allocated in a GIS model of the city of Vienna,
which enabled generation of a GIS-based Urban Mining Platform, which embeds the
obtained material and geometry information of the use cases and predicts the recycling
potential, the material flow and waste mass.

The innovation of the project is the coupling of different technologies, which enable
upscaling from component-level to city-level: scanning technology using Ground Pene-
trating Radar, application of machine learning for the automated determination of mate-
rial compositions, and predictive modelling at city level in the digital urban mining
platform. For the first time the uncertainties resulting from the use case samples, the
measured values and the extrapolation are estimated.

The result is a concept for the publicly accessible GIS-based Urban Mining Plat-
form, based on a building catalogue of typical Viennese buildings, built with GPR scans
and subsequent machine learning algorithms, upscaled to the city level, which should
increase the knowledge of the material composition of the existing stock and increase
recycling rates. As future outlook, new buildings planned in BIM could also easily be
integrated into the platform.
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Adaptation of Enterprise Modeling
Methods for Large Language Models

Balbir S. Barn1 , Souvik Barat2 , and Kurt Sandkuhl3(B)

1 Middlesex University, London, UK
b.barn@mdx.ac.uk

2 Tata Consultancy Services Research, Pune, India
souvik.barat@tcs.com

3 The University of Rostock, Rostock, Germany
kurt.sandkuhl@uni-rostock.de

Abstract. Large language models (LLM) are considered by many
researchers as promising technology for automating routine tasks.
Results from applying LLM in engineering disciplines such as Enter-
prise Modeling also indicate potential for the support of modeling activ-
ities. LLMs are fine-tuned for specific tasks using chat based interaction
through the use of prompts. This paper aims at a detailed investigation
of the potential of LLMs in Enterprise Modeling (EM) by taking the
perspective of EM method adaptation of selected parts of the modeling
process within the context of using prompts to interrogate the LLM.
The research question addressed is: What adaptations in EM methods
have to be made to exploit the potential of prompt based interaction
with LLMs? The main contributions are (1) a meta-model for prompt
engineering that integrates the concepts of the modeling domain under
consideration with the notation of the modeling language applied and
the input and output of prompts, (2) an investigation into the general
potential of LLM in EM methods and its application in the 4EM method,
and (3) implications for enterprise modeling methods.

Keywords: Enterprise Modeling · Large Language Model · Modeling
Method · ChatGPT · Prompt meta-model

1 Introduction

Language technologies, large language models (LLM) and neural text genera-
tors, such as OpenAI’s ChatGPT, are considered by many business analysts and
researchers as promising technology for automating routine tasks leading to sub-
stantial improvement of productivity (see, e.g., [12,22]). First results from apply-
ing LLM in engineering disciplines also indicate the potential of this technology for
the support of modeling processes. Examples are the use of ChatGPT in software
engineering for UML modeling [8] and in design and manufacturing [34].

Our own previous work in this area [27] indicates that ChatGPT can be
used to support Enterprise Modeling by substituting the domain expert in some

c© IFIP International Federation for Information Processing 2024
Published by Springer Nature Switzerland AG 2024
J. P. A. Almeida et al. (Eds.): PoEM 2023, LNBIP 497, pp. 3–18, 2024.
https://doi.org/10.1007/978-3-031-48583-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48583-1_1&domain=pdf
http://orcid.org/0000-0002-7251-5033
http://orcid.org/0000-0002-4677-1957
http://orcid.org/0000-0002-7431-8412
https://doi.org/10.1007/978-3-031-48583-1_1
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of the preparatory tasks for early modeling phases or in the development of
models for the general situation in an application domain. Encouraged by these
results, this paper aims at a more detailed investigation of the potential of LLMs
in Enterprise Modeling (EM) by taking the perspective of EM methods. More
concretely, our conjectures are that (a) a meta-model for prompt engineering
integrating relevant domain concepts and the modeling language’s meta-model
would ease the use of LLMs in EM and (b) an adaptation of selected parts of
the modeling procedure is required. The primary research question for our work
is: In the context of LLM use, what adaptations in EM methods have to be made
to exploit the potential of this technology?

The main contributions of our work are (1) a meta-model for prompt engi-
neering that integrates the concepts of the modeling domain under consideration
with the notation of the modeling language applied and the input and output
of prompts, (2) an investigation into the general potential of LLM in EM meth-
ods and its application in the 4EM method, and (3) implication for enterprise
modeling methods.

The paper is structured as follows: Sect. 2 introduces the background for
our work from large language models, enterprise modeling and method engi-
neering. Section 3 introduces the research approach applied. Section 4 focuses on
the development of the method-aware prompt engineering meta-model. Section 5
discusses effects of LLM use on organisational aspects of EM method. Section 6
discusses implications for Enterprise Modeling and future work.

2 Background and Related Work

2.1 Large Language Models and Prompt Engineering

The OpenAI public release of ChatGPT in November 2022 represents a key tran-
sition in the mainstream use of AI as an aid to solving many types of problems.
It has captured the imagination of both researchers and the public at large.

GPT-3 uses 175 billion parameters and is trained on data from the Com-
mon Crawl data set1 comprising nearly a trillion words. The development in
large language models and their evolution has been widely documented and the
reader is directed to key texts such as [5]. The pre-training of LLMs is task-
agnostic [19]. The training is based on string prediction tasks: that is, predicting
the probability of the next token (character, word or string) given either its pre-
ceding context or its surrounding context. GPT-3 is capable of generating novel
sequences of words never observed previously by the model, but that represent
plausible sequences based on natural human language [19]. The pre-training is
task-agnostic.

LLMs present new opportunities for experimentation and prototyping with
Artificial Intelligence (AI) as pre-training ensures that enough information is
encoded such that customisation is possible, in-context and at run-time, to enable
handling of new tasks through prompts expressed in natural language [37].

1 https://commoncrawl.org/the-data/.

https://commoncrawl.org/the-data/.
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GPT-3 with its Chatbot frontend - ChatGPT2 can solve a variety of tasks
that have so far included summarisation, translation, grammar correction, email
composition and others [15]. The so-far free availability of ChatGPT and the
very simple and powerful prompt based front-end to GPT-3 has led to many
domains of application. In higher (tertiary) education, there is a fulsome debate
about the potential of academic misconduct as well as the opportunities such as
that described in [3,20,26].

Prompt engineering as a term, originated from an online post about GPT3
and creative writing by Gwern Branwen who suggested anthropomorphising
LLMs through prompting the model to elicit required knowledge3. Prompting
in this way could be seen as form of prompt programming where the “prompt is
now a “program” which programs GPT-3 to do new things.”. Prompting is the
practice of representing a task as a natural language utterance in order to query
a language model for a response [21].

A comprehensive review of prompting methods is available in [21]. Prompts
are often described as zero-shot or few-shot. A zero-shot prompt describes the
intention of the task requirement in natural language. E.g. a prompt asking
ChatGPT to ask if a Volkswagen Beetle is a car forms a simple classification
task. Few-shot prompts are those that demonstrate to the LLM the required
pattern (desirable inputs and outputs) to follow in order to fine tune the LLM to
produce the desired prediction. An example typically has a context and a desired
completion (for example an English sentence and the French translation).

The fluid response of LLMs to prompts given to the system means that
prompt based prototyping allows non-Machine Learning (ML) experts to pro-
totype ML functionality at lower cost and without the need to train models up
front. Effectively, augmenting input with answered prompts becomes in-context
learning. Against that, however, is a lack of clear guidance, techniques, and
supporting tools for prompt design. Research literature in the text to image
generation field also indicates that prompt engineering is a non-intuitive skill
that is learned from extensive experimentation and trial and error [23].

The core of this paper is the exploration of the use of LLM and their effec-
tiveness as “modeling assistants”. Our experience to date and our earlier work
reported in 2023 [27] indicate that the conversational style of using prompts
to construct models is promising. However, the conversational style of using
prompts to interrogate a LLM is lacking guidelines, strategies and an engineer-
ing approach and therefore supporting the findings in [23]. Other analysis is
reported in [14] where Fill et al. indicate similar concerns. The experiments
reported in that paper hint at a meta model through the use of informal guided
prompts developed for conducting simple experiments in entity modeling, busi-
ness process design and other conceptual modeling approaches. They also assert
the need for the development of domain specific languages for few shot prompts
to support the complex descriptions necessary for formal frameworks used in
conceptual modeling. This is also the subject of this section. A recent paper by

2 https://chat.openai.com/.
3 https://gwern.net/gpt-3.

https://chat.openai.com/
https://gwern.net/gpt-3.
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Camara et al. [8] reports on experiments in evaluating the use of LLMs for soft-
ware modeling (UML and OCL constraints). Their findings indicate that there
is success in producing syntactically correct UML models but semantic errors
are frequent.

The literature on prompt engineering highlights the following observations:
Firstly, there is a lack of language/meta-model support underpinning prompt
design. For many domains such as law [30], healthcare [33], generative art [23],
and systems design (such as business process modeling [7] and OCL specification
[1] the focus is on using examples derived from the prompt template approach
advocated by Liu et al. [21]. Formal descriptions such as a meta model or a
modeling language are absent.

Secondly, related to the idea of an under-pinning meta model, is the use of
software tools for designing and managing the use of prompts. Fiannaca et al.
identify the concern that that prompts are used to solve complex problems but
lack the strict grammar of traditional programming languages. They propose
methods for extracting a semantically meaningful structure of natural language
prompts but stop short of producing a description of that structure [13]. Others
have proposed the need to have prompt catalogues that contain specifications of
prompts that can be re-used in different contexts [36]. Again, there is an implicit
meta model underpinning these specifications. There are several examples of
software tools for supporting prompt design that exist in the literature.

PromptChainer [37] provides a visual programming model/metaphor to sup-
port prompt chain authoring with a focus on transforming data between chain
elements and for debugging prompt chains. Rapsai [10] like PromptChainer pro-
vides a visual programming platform featuring a node-graph editor to facilitate
streamlining of end-end prototyping of multimedia applications that use ML.
PromptSapper [9] is an AI Chain no-code interactive development environment
that utilises block-based visual programming to support AI chain (c.f. prompt
chain) design, testing and deployment. PromptSource [2] is a web-based sys-
tem for creating, sharing and using natural language prompts. The environment
offers a templating language and interface for defining data-linked prompts. The
system is not specifically designed for a LLM such as GPT3.0.

The third important observation is the lack of comprehensive support for
methods for prompt design and usage. The literature provides an example of the
provision of cookbook-style guidelines for prompts, such as that reported in [11].
Despite the technical advances, particularly in tool development using visual
modeling paradigms, the approaches taken are method-agnostic. Our proposal
is part of a journey to similar tool environments but with one notable difference.
Future tools need to be built around existing methods and practice to benefit
from expert knowledge and therefore address some of the issues around validation
of outcomes from an interaction session with a LLM. In particular, we think
that a method driven use of LLMs would be a promising route to addressing the
semantics concerns reported by Camara et al.

In Sect. 4, we present a meta model for prompt design that is integrated with
the 4EM method. Our intention is that such a model can contribute to the basis
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of future tools that will support prompt design for enterprise modeling using
the 4EM method. With such a proposition, prompt chaining, for example, then
becomes a method dependent activity.

2.2 Enterprise Modeling

EM is addressing the “systematic analysis and modeling of processes, organisa-
tion structures, product structures, IT-systems or any other perspective relevant
for the modeling purpose” [32]. The variety of methods, languages and tools sup-
porting EM is visible in work on research roadmaps and future directions from
the information systems community (see, e.g., [28]) and from industrial organi-
sation (e.g., [31]).

Enterprise Modeling (EM) is meant to support organisations in coping with a
broad range of challenges, including managing organisational change in dynamic
market environments, aligning of organizational goals and information systems
to support these goals, as well as explicating and consolidating knowledge from
various stakeholder groups thus facilitating organisational learning. The role of
EM usually is to provide methods, tools, and practices for capturing and visual-
ising the current (“as-is”) situation and to develop the future (“to-be”) situation.
In particular, a model of the current situation forms one of the fundamentals for
supporting future development of organisations. Given the complexity of enter-
prises, there seems to be an agreement in the academic literature related to
enterprise modeling that a key feature of an enterprise model is that it includes
various perspectives. Among the most prominent ones is [6,24] to use EM as a
problem-solving tool. Here, EM is only used for supporting the discussion among
a group of stakeholders trying to analyse a specific problem at hand.

For illustrating effects of LLM use in EM in Sects. 4 and 5 with a concrete
example, we selected 4EM [29], a multi-perspective EM language used in many
universities for teaching EM. 4EM distinguishes several modeling perspectives
that are summarized with their focus, issues to model and main components in
Fig. 1.

2.3 Constituents of Modeling Methods

Modeling methods and their constituents have been subject of research in the
field of information systems development and, in particular, in method engi-
neering since at least two decades. Method engineering (ME) is the engineering
discipline to design, construct and adapt methods, techniques and tools for the
development of information systems [4]. The need to adapt methods and tools
according to organizational needs has been addressed by Situational Method
Engineering (SME) [18]. SME is an ME approach that includes designing method
parts supporting the realization of some specific IS development activity as well
as tailoring them based on local situational factors (e.g. the business sector, or
size of the business). Each method part is represented according to a same tem-
plate and adheres to a unique meta-model. Another practicable ME approach
was proposed in [17]; it sets a high attention on the elaboration of method parts
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Fig. 1. 4EM perspectives and method components

such as the procedures for meta-modeling, i.e. for choosing appropriate concepts
for inclusion.

Since this paper aims at investigating the different constituents of methods,
the core concern was to correctly identify the main method parts and their rele-
vant concepts. For that reason, the approach described in [17] by Goldkuhl et al.
has been chosen. It proposes that methods are to be described in terms of the
following aspects: Goldkuhl et al. state that a comprehensive method descrip-
tion should describe the perspective, framework, cooperation principles and all
method components. Figure 2 illustrates how these elements of the method con-
ceptualization are related.

– Method components: A method component should consist of concepts, a
procedure and a notation. The concepts specify what aspects of reality are
regarded as relevant in the modeling process, i.e. what is important and what
should be captured a model. These relevant concepts should be named in the
method component and explained if necessary. The procedure describes in
concrete terms how to identify the relevant concepts in a method component.
It may also cover prerequisites and resources. The notation specifies how the
result of the procedure should be documented. As a rule, this must provide
appropriate expressions for each concept and for the potential relationships
between them. In graphic notations, these are the symbols to be used.

– Framework: the method framework describes the relationships between the
individual method components, i.e. which components are to be used and
under what conditions, as well as the sequence of the method components
(if any).
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Fig. 2. Components of Methods according to [17]

– Forms of cooperation: many modeling tasks require a range of specialist skills
or cooperation between different roles. These necessary skills and roles must
be described, along with the division of responsibilities between the roles and
the form of cooperation. The cooperation form also includes who will take
responsibility for each task or method component, and how the collaboration
will be organized.

– Perspective: every method describes the procedure for the modeling process
from a particular perspective, which influences what is considered important
when developing a model. This perspective often is related to the aims and
purpose of the method.

3 Research Approach

Starting from the research question presented in the introduction and using
the method conceptualisation discussed in section 2.3, we performed an initial
analysis of what elements of methods could be affected by using LLM. This initial
analysis had the purpose of structuring and planning the research process.

The perspective of a method is not affected by LLM use. LLMs are supposed
to be a tool or aid to support the method, but the intention of the method, view-
points to be taken, or concerns to be considered have to remain stable. Method
components might change by using LLMs, primarily because the procedure to
be performed is expected to need adaptation. In contrast, the concepts in focus
and the notation for capturing the results of the method components remain
unchanged. Concepts and notation are both expected to be an important input
to LLM use as they indicate the subject of LLM prompts and how the out-
put should be structured. If the method components have to be adapted, this
might also affect the framework. Furthermore, we have to investigate if LLM
use requires an additional method component to prepare LLM use, which would
affect the framework again. We expect the cooperation principles to require an
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adaptation as LLM use might imply new roles in the modeling team and new
tools for the actual modeling.

As a result of the initial analysis, we identified two main perspectives for the
research process: the organisational perspective focusing on procedures, roles
and cooperation, and the technical perspective focusing on linking concepts and
notations to LLM and providing tools support. For both perspectives, we decided
not to stay on a purely conceptual level, but to use the adaptation of the 4EM
method as a use case for discussing LLM-oriented adaptations to EM methods.
This results in a combination of deductive and inductive research. We start by
investigating existing theories and approaches relevant for our research question;
based on the identified theories we design extensions or adaptations, apply our
results to 4EM and discuss implications for the general field of EM.

The technical perspective tackled in Sect. 4 focuses on linking the concepts
and notations of method components to prompts for large language models. We
propose a meta-model for prompt engineering for this purpose. The organisa-
tional perspective is addressed in Sect. 5 and uses in a first step the general
apporach of enterprise modeling to identify potential for LLM use and in a
second step the specific procedures of 4EM method components to make this
general potential more concrete.

4 Method-Aware Meta-model for Prompt Engineering

Enterprise modeling has tended to be method-agnostic and generally guided by
various meta models. In the context of integrating enterprise modeling prac-
tice with the use of LLM, we believe that enterprise modeling activities should
be tailored to existing methods and practices to harness the expert knowledge
embedded within the methodologies. In this section we propose a meta-model-
based method-aware approach for enterprise modeling using LLMs. In addition
to the proposed meta-model for defining a structural approach to use LLM, our
approach utilizes the core concept of a meta-modeling framework to interoperate
with any modeling technique in a seamless manner. In the case shown, we employ
the 4EM method for underlying methodological support, and leverage the app-
roach proposed by Goldkuhl et al. [17] to integrate meta-modeling techniques,
4EM methodology and LLM-based modeling.

Fig. 3 first presents the overall package structure and introduces the base
meta-models representing existing knowledge in terms of meta-modeling and
the 4EM method. The Package MDE (shown top right) illustrates the bare
minimum meta model for describing any model. Package EM-4EM describes
the core concepts of the 4EM method. The point to be noted here is that the
PackageEM-4EM interoperates with Package MDE, as the 4EM methodology is
a specialized methodology focusing on enterprise modeling activities.

The Prompt Model Package, shown in the lower part of Fig. 3, is our primary
contribution. White et al. [36] propose a pattern modeling language similar to
that found in software patterns [16]. Accordingly, we propose a concept Prompt
Pattern. Prompt patterns can be collected into domain specific catalogues which
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Fig. 3. Method Driven Prompt Meta Model

support classification of patterns into categories conforming to the underlying
method. In this case, the catalogue is typically derived based on the concept
Perspective as described by Goldkuhl et al. [17] (see Fig. 2). We establish the
relationship of LLM based modeling activity with 4EM methodology through
PromptChain and ModelNavigation. The PromptChain guides how to explore
concepts (i.e., Work Procedure component proposed by Goldkuhl et al.) and the
ModelNavigation focuses on what to capture, i.e., Concepts.

OurPrompt Spec captures concepts (i.e., data) conforming to work procedure
(i.e., behaviour). We adopt the pattern language proposed by White et al. to
capture these behavior and data specification. The data specification is expressed
as a set of Term queries that are built from a Term model that derives from Model
Elements and Domain Concepts. Model Elements include Method Model Element
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of Enterprise Model produced by 4EM Method (see Package EM-4EM) and
MetaModelElement of Package MDE. Notably the Term uses the concepts from
two abstraction layers for navigating concepts conforming to Work Procedure.
From behavioural perspective, Prompt Spec specifies either a Prompt Pattern or
an Atomic Prompt. We think Atomic Prompts can have many subtypes and we
identify two types as examples: Data Transformer and Classifier. For example,
a data transformer might change a binary number into an octal base number. A
classifier prompt might be used to test whether the supplied data in a prompt
is a type of entity (also supplied as a parameter), e.g., is a”VW beetle a” type
of car?. A Model Navigation is a type of Prompt Pattern that is a navigation
across a set of MetaModelElements conforming to Work Procedure. A Response
arising from a Prompt is described in terms of Method Model Elements as per
Response Template. Response Template is a textual specification of the desired
notation of the model element as suggested by Goldkuhl et al. (see Fig. 2).

5 Integration of LLM into Organisational Elements
of EM Methods

This section focuses on the organizational aspects of methods that could be
affected by using LLM. More concretely, we discuss adaptation needs of coop-
eration principles, the methods framework, and method components. In this
context, we discuss effects on methods in general (Sect. 5.1) and also take 4EM
as an example (Sect. 5.2).

5.1 LLM Use in EM Methods

Cooperation principles address what actors and roles are involved in the different
activities of the method, their work distribution and the aids and tools in use.
Two groups of actors and roles typically are differentiated: the members of the
method expert team who are familiar with the different tasks to be performed as
recommended in the method, and the actors from the organisation or application
domain under consideration who are experts in the domain or familiar with the
organization. The use of LLM requires a good understanding of this relatively
new technology, for example when it comes to the formulation and chaining
of prompts. Thus, the method expert team should be extended with an LLM
expert or, alternatively, one of the other team members has to develop/provide
this competence. The role of LLM expert is expected to select the concrete LLM
platform to be used, provide or acquire licences, prepare prompts and prompt
chains, check the results for soundness and provide them to the team. The only
other role also affected by the LLM use would be the head of the method expert
team who often also acts as project manager. The person having this role should
understand the potential of LLM and its effects on the process of performing the
method tasks for being able to take this into account when planning the time
and activities for the method use.
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As for the tool support, the LLM obviously can be considered as additional
tool. The discussion about the prompt meta-model in Sect. 4 already indicated
the probability to develop tool support beyond the actual neural text genera-
tors, for example for generating enterprise models from the output of LLMs or
validating the generated models.

The framework of a method basically describes the sequence the method com-
ponents should be used in or preconditions for using them. When using LLM,
some method components may be affected (see below) but their sequence of
usage is expected to remain stable, with the exception of the initial phase of the
method. Here, LLM use has to be prepared, for example by designing prompts
that inform the LLM about the modeling language used or the scope of the mod-
eling. These prompts can be expected to be used as elements in prompt chains
in some of the following method components as defined by the framework. The
preparatory work for the LLM use could either motivate an additional method
component, or, if a general method component for the preparation phase exists,
an extension of this preparation task. The new role of LLM expert should be
made responsible for this new task and the project manager should participate.

Table 1. Features of new Method Component prepare LLM use

MC Name Preparation of LLM use

Input meta-model of modeling language; scope of modeling project

Responsible LLM expert

Tasks to select suitable neural text generator and acquire licences

to prepare prompt elements that inform the neural text generate

about meta-model for expected output

to prepare prompt elements for the scope of modeling

to inform affected method components and prepare element

for prompt chains

Output reusable prompt chain elements

Furthermore, it might be advisable to inform the project team from the
organisation under consideration (i.e., the “client”) that LLM will be used, for
what purpose or tasks, and how this affects the LLM process. In some applica-
tion domains very sensitive for data protection issues, it might even be advisable
to get the consent of the client to use LLMs. The ethics of using LLMs is also an
area of significant study. For example a taxonomy of risks has been proposed,
such as discrimination, information hazards (privacy, leaking of sensitive infor-
mation), malicious use, and socio-economic harms [35]. A particular concern
relevent to enterprise modeling is the idea of credit-blame asymmetry - assign-
ing responsibility to outcomes [25]. Questions that the project team will need to
consider include: how reliable is the model? What about changes in employment
patterns arising from the use of LLMs. Further work in this area will be required.
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The method components define the actual modeling task in detail with the
procedure, notation and concepts to focus on. Concepts and notation of method
components in general are not affected by the use of LLMs, as LLM is not
applied for the development of notations and does not change the purpose or
focus of the modeling activity that is reflected in the concepts. If the proce-
dure of a method component has to be adapted to LLM use or not, from our
perspective has to be investigated for every method component individually, as
this depends on the actual purpose of the method component. In earlier work,
we used the different phases of EM projects (scoping, model the current situ-
ation, identify change needs, develop alternatives for addressing change needs,
model future situation) and the tasks of domain experts in this process (supply
of domain knowledge, integrate modeling results, evaluate results) to identify
possibilities for LLM use to partially substitute the domain expert. The result
was that mainly tasks in the early phases, like building up domain knowledge in
the method experts team, and tasks related to the general problem domain (like
modeling widely established processes similar at most of the organizations in the
domain) could be supported by LLM whereas tasks requiring specific informa-
tion for the organization under consideration were not suitable. This finding is
considered as relevant even for this work. Thus, our recommendation is to inves-
tigate method components for LLM usage potential addressing early phases of
EM and requiring general information in the domain.

5.2 4EM Adaptation for LLM Use

The previous section identified the need to introduce the new role of LLM expert,
changes in the framework, a new method component to prepare LLM use, and
potential changes in different method components depending on their purpose.
This section investigates if these changes are relevant for 4EM and how to imple-
ment them in the 4EM method.

Introducing a new role as LLM expert is also relevant for 4EM. The 4EM
method recommends that all EM be organized in projects. This includes defined
roles to be established in a project. The LLM expert is a new role in the model-
ing team and should take over the tasks described in the previous section. 4EM’s
equivalence to the framework is a recommendation on how to conduct modeling
projects that is documented as a process description. This process description
has to be extended by the preparatory tasks described in Sect. 5.1. Although all
the tasks are relevant and required, this cannot be considered as new method
component from a 4EM perspective. Method components in 4EM are dedicated
to different EM perspectives, such as business process or product/service mod-
eling. As for the different 4EM method components, various adaptations could
be made (see below) that address - as discussed in Sect. 5.1 – only the procedure
of the method component and concern mainly the earlier phases of EM projects
and general information from the domain:

– Goal/Problem Modeling: general threats and opportunities for organizations
in the modeling domain can be identified by LLMs as potential input to the
first modeling phase,
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– Business Process Modeling: LLM can be used to get an overview to typical
processes in the domain and their input and output information,

– Concept Modeling: when the first version of the concept model has been devel-
oped, LLM can be used to explore potential dependencies and relationships
between the domain concepts to check with the enterprise stakeholders,

– Actors and Resource Modeling: LLM can be used to explore the existence
and tasks of typical roles in the domain,

– Business Rule Modeling, technical components and requirements modeling
and product/service Modeling: we do not expect substantial potential for
LLM use as all address largely enterprise-specific topics.

It should be noted that all the application potentials listed above are related to
preparations for modeling the current situation in the different method compo-
nents. We do not consider generating as-is models from LLM output as an option
as these models most likely do not correspond to the reality in the enterprise
and also would prejudice the enterprise stakeholders.

When the goal modeling has been completed in an EM project, there might
be additional application potential for LLM in collecting inspiration on how
specific goals can be reached, i.e., generating additional alternatives for the future
situations to be discussed with the enterprise stakeholders might make sense. For
these future-oriented tasks the proposed meta-model in Sect. 4 is of particular
importance as the goals to be achieved will be expressed in domain concepts
that have to be included in prompt chains and the results of the LLM use have
to mapped on the 4EM meta-model to be able to generate actual 4EM models.
For the procedures in the 4EM method components, this means that the way
to present, discuss and amend the LLM results has to be integrated into the
current way of deciding on the best alternative for change.

6 Concluding Remarks

The research presented in this paper had the aim to investigate the research ques-
tion what adaptations in EM methods have to be made to exploit the potential
of LLM. Starting from the different constituents of methods identified by [17], we
separated between organizational and technical aspects. From the organizational
perspective, we see the need to add a new role to the method expert team having
LLM competences and taking care of all LLM-related issues. Furthermore, we
see the need to add activities in the method framework, or even a new method
component, to systematically prepare the LLM use within the method. On the
technical side, our view is that no modifications in notations or tools of EM
methods are required. Further experiments might expose such a requirement.
Critically, we think that a formal link between modeling language, the domain
under consideration and prompt engineering would be beneficial. This paper has
provided a prompt meta-model that basically is method-agnostic but can be the
basis of future endeavours to construct this formal link.

The main limitation of our work is that the organisational and technical
results so far only have been applied for a single EM method: 4EM. The package
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structure proposed in this work provides a means of separating concerns such
that other methods can be incorporated. Future work will have to include inves-
tigation of other methods as part of the validation. Meaningful validation of the
prompt meta model is feasible through the our envisioned development of tool
support.
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Abstract. The conceptual modeling community and its subdivisions of
enterprise modeling are increasingly investigating the potentials of apply-
ing artificial intelligence, in particular machine learning (ML), to tasks like
model creation, model analysis, and model processing. A prerequisite—
and currently a limiting factor for the community—to conduct research
involving ML is the scarcity of openly available models of adequate qual-
ity and quantity. With the paper at hand, we aim to tackle this limitation
by introducing an EA ModelSet, i.e., a curated and FAIR repository of
enterprise architecture models that can be used by the community. We
report on our efforts in building this data set and elaborate on the possi-
bilities of conducting ML-based modeling research with it. We hope this
paper sparks a community effort toward the development of a FAIR, large
model set that enables ML research with conceptual models.

Keywords: Enterprise modeling · Machine learning · FAIR ·
Enterprise architecture · Data set

1 Introduction

In recent years, the field of conceptual modeling, particularly enterprise mod-
eling, has seen an increasing interest in exploring the promising applications of
artificial intelligence, specifically machine learning (ML), to various tasks such as
model creation, analysis, processing, and transformation [2,6,20]. Leveraging ML
has the potential to revolutionize the way enterprise modeling is approached and
implemented. However, a significant challenge hindering progress in this domain
is the scarcity of readily available data, specifically high-quality and diverse
models in sufficient quantities.

The success of ML approaches heavily relies on large and diverse datasets
that capture the intricacies and complexities of real-world scenarios. For the
conceptual modeling community, access to an extensive repository of models is
crucial to enable robust and data-driven research. Unfortunately, the lack of
publicly available, free-to-access datasets has emerged as a major bottleneck in
advancing ML research in this domain. Without access to a substantial collection
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of models, researchers face significant challenges in developing and evaluating ML
algorithms, hindering progress and innovation.

To address the challenges mentioned at the outset, researchers recognize the
importance of adhering to the principles of Findable, Accessible, Interoperable,
and Reusable (F.A.I.R.) [23] data management. A FAIR dataset ensures that
data is discoverable and accessible to all interested researchers, fostering collab-
oration and enabling the reproducibility of results. Additionally, a FAIR dataset
is designed to be interoperable, facilitating seamless integration with various ML
tools and techniques. Moreover, by making the dataset reusable, researchers can
build upon existing work and accelerate the development of innovative solutions.

A FAIR dataset of enterprise architecture (EA) models is essential for several
reasons. Firstly, it addresses the issue of data scarcity by collating a comprehen-
sive collection of diverse and high-quality EA models from various domains and
industries. Secondly, adhering to the principles of FAIR ensures that the dataset
is openly available to the conceptual modeling community, breaking down barri-
ers and encouraging active engagement and contribution from researchers world-
wide. The introduction of a FAIR EA ModelSet unlocks a plethora of possibilities
for ML-based research in the domain of conceptual modeling. Researchers can
now leverage this curated repository to train and validate ML models, enabling
automated tasks such as generating new EA models, analyzing complex rela-
tionships within models, processing large volumes of data efficiently, and trans-
forming models to adapt to evolving business requirements.

Furthermore, the availability of a FAIR dataset fosters the growth of a
collaborative and innovative research community dedicated to exploring the
potential applications of ML in EA management. By providing a common
foundation for experiments and evaluations, the FAIR EA ModelSet empow-
ers researchers to benchmark their methods against existing approaches, driving
continuous improvement and development in the field. Eventually, this research
holds immense significance for the conceptual modeling community by not
only addressing data scarcity but also paving the way for a more collabora-
tive and dynamic research landscape. Through this research, we aim to inspire
and encourage a collective effort toward the development of a comprehensive
and freely available dataset, sparking new avenues of exploration and innova-
tion at the intersection of artificial intelligence and conceptual modeling (for an
overview, see [6]).

FAIR datasets have garnered significant attention in various research
domains. In the field of conceptual and enterprise modeling, researchers
have focused on creating FAIR datasets that encompass various domain-specific
models, such as data models, ontology models [3], and domain models. These
datasets aim to enhance the accessibility and reusability of conceptual models
for research and practical applications and to enable insights into the actual
use of modeling languages. Additionally, efforts have been made to standardize
metadata annotation and representation to improve the findability and interop-
erability of the datasets [4,21]. In software engineering and software mod-
eling research, the development of FAIR datasets has been crucial for advancing
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the state of software development, testing, and maintenance. Researchers have
built datasets that comprise software architecture models [17], UML diagrams,
and source code representations [12–14,18]. These datasets enable software engi-
neers to leverage ML and data-driven techniques to automate and/or improve
software development tasks. Within the process modeling community, there
have been efforts to curate datasets containing various types of process mod-
els [8,19,22]. The sub-discipline of process mining is also heavily engaged in
the creation and use of publicly available datasets (see [9]). These datasets facil-
itate the empirical analysis of business process management and the evaluation
and comparison of process mining algorithms and tools.

In this paper, we report our efforts of creating an open, curated repository
of EA models following the FAIR principles. In total, we were able to collect,
harmonize, integrate, and publicize a total of 863 ArchiMate models. Moreover,
we contribute means of efficiently exploiting the EA ModelSet by providing a
Webpage, a Java Command Line Interface, and a Python library.

In the remainder of this paper, we discuss the method we applied to collect,
process, and manage the ModelSet in Sect. 2. Section 3 then introduces the char-
acteristics of the EA ModelSet. An evaluation of the ModelSet according to the
FAIR principles is presented in Sect. 4. A number of enabled usage scenarios by
our EA ModelSet are discussed in Sect. 5 before we conclude this paper in Sect. 6.

2 Method for Creating the Model Set

Next, we describe the three stages of the method we followed while creating the
EA ModelSet dataset.

2.1 Dataset Collection

The data collection process (see Fig. 1) revolves around retrieving and storing EA
models from diverse data sources. These models serve as the raw data input for
subsequent processing activities. In our process, we identified GitHub and Gen-
MyModel as valuable data sources due to their extensive collections of ArchiMate
models, which can also be retrieved with reasonable effort. GitHub, a popular
platform for hosting and sharing code repositories, hosts numerous open-source
projects and provides a Search API for searching code globally across all indexed
repositories. Utilizing the provided search functionality, we formulated specific
queries to retrieve ArchiMate models in different formats commonly used by the
community.

We obtained models in: i) The Open Group Standard ArchiMate Model
Exchange File Format - a standard XML format allowing for model exchange
between tools1, ii) Archi model storage format - used by the Archi modeling
tool2, and iii) Git Friendly Archi File Collection (GRAFICO) format - mostly

1 https://www.opengroup.org/xsd/archimate/.
2 https://www.archimatetool.com/.

https://www.opengroup.org/xsd/archimate/
https://www.archimatetool.com/
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used by the model collaboration Archi plugin coArchi3, which is also in XML
format. These formats were queried by including the respective file extensions
(i.e., *.xml and *.archimate).

The collection process is partly automated, by downloading the individual
files from the search results through a browser script. At a later stage, we used
the Python library PyGithub4 to automatically retrieve models from GitHub,
associate them with their respective repositories, and if present, link the cor-
responding license information. Models in GRAFICO format were transformed
into format ii) using the Archi Command-Line Interface (CLI) tool to not intro-
duce any additional complexity for later activities (e.g., not requiring an addi-
tional parser). In total, we collected 922 models from GitHub, stored in the
raw-data/github/ directory.

GitHub
Search API

REST API HTTP Client

download
& store

Browser Script

Query 1

Query 2

Query 3

Query

link source
(repository + license)Python Script

(PyGithub)

EA
Model

Format (i)
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genmymodel/
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Query (Search)
Results

Downloaded
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download
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Fig. 1. Data collection workflow

GenMyModel, an online modeling platform supporting a variety of modeling
languages, serves as another data source. Through its REST API5, we filtered
for public ArchiMate projects and retrieved the models in the standard model
exchange XML format (format i) from above). We collected 287 models from
GenMyModel, stored in the raw-data/genmymodel/ directory.

In addition to GitHub and GenMyModel, we manually collected models from
other sources, including forums, publications, and project/company websites.
These models were obtained through targeted web searches. We collected 15
models from other sources, stored in the raw-data/other/ directory.

3 https://github.com/archimatetool/archi-modelrepository-plugin.
4 https://github.com/PyGithub/PyGithub.
5 https://app.genmymodel.com/api/projects/public.

https://github.com/archimatetool/archi-modelrepository-plugin
https://github.com/PyGithub/PyGithub
https://app.genmymodel.com/api/projects/public
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2.2 Dataset Processing
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Fig. 2. Data processing workflow

With a substantial collection of almost 1,000 ArchiMate models in different
formats, the subsequent step in our method involves processing these models
to transform them into a standardized format suitable for advanced analysis
and ML tasks. The data processing phase (Fig. 2) is initiated by receiving the
collected models from the raw-data/ directory as input, with file duplicates
discarded beforehand by comparing their MD5 file hashes. Each raw ArchiMate
model is processed as follows:

Parsing: The file is parsed to extract relevant information and to create
an intermediate ParsedModel representation. Since all our input files are either
in format i) or ii), two separate XML parsers are used. Although the formats
differ in their hierarchical structure and naming schemes, they contain the same
information and, therefore, can be parsed into a unified representation (i.e.,
a ParsedModel). If any major errors occur during parsing or the number of
elements in the parsed model is less than 10 (indicating a model with insufficient
complexity), the file is skipped.
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Duplicate Detection: The parsed model’s ID is checked against existing
IDs of models that have already been processed. If a duplicate is found, the
existing JSON representation of the model is updated by adding the duplicate
model’s file path to the list of detected duplicates, and the model is tagged with
a DUPLICATE label. The processing workflow then continues with the next file.

Directory Creation: For each unique model, a new directory is created
with the ID as its name. This directory is used to store and locate the model in
various formats.

Storage and Export of Formats: The source file from which the model was
parsed from is stored first, either as model.xml or model.archimate. To improve
interoperability, the model is additionally exported into the respective other
ArchiMate model format (i.e., as model.xml or model.archimate) using the
Archi CLI tool6. Elements, relations, and properties of the model are exported
as separate CSV files (elements.csv, relations.csv, and properties.csv,
respectively) within a directory named csv/.

JSON Representation: The last file that is created in the model’s directory
is a JSON representation of the model, named model.json and conforming to
a defined JSON schema in ea-model.schema.json. The JSON representation
includes additional properties to further classify certain characteristics of the
model in the dataset, in addition to common ArchiMate model properties already
present in the parsed source file (see Sect. 3.1 for more information regarding
the JSON schema). For the first release of the dataset, we relied on simple
mechanisms to set the properties: The source property is set to the path of the
parsed source file, for warnings during the parsing process (e.g., a relationship
could not be parsed due to invalid source/target ID) we added a WARNING label to
the list of tags, a corresponding repository URL and license is linked, the list
of formats is based on the successfully exported formats of the previous step, and
at last we set the language property by merging the names of a model’s elements
into a single textual representation to serve as input for the language detection
Java library Lingua7 that provides us an estimate of a suitable language.

After data processing, a total of 863 unique models remained, which are
stored in the processed-models/ directory. Each model has its own subdirec-
tory, denoted by the model’s ID, and contains the different representations of
the model created during the processing stage (i.e. JSON, XML, ARCHIMATE,
CSV).

6 https://github.com/archimatetool/archi/wiki/Archi-Command-Line-Interface.
7 https://github.com/pemistahl/lingua.

https://github.com/archimatetool/archi/wiki/Archi-Command-Line-Interface
https://github.com/pemistahl/lingua
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Fig. 3. Dataset management and publishing workflow

2.3 Dataset Management and Publishing

The final stage of our method focuses on managing and publishing the EA Mod-
elSet dataset with its accompanying services (Fig. 3). The dataset is stored within
the EAModelSet GitHub repository (see Footnote 9) in a central directory called
dataset/. This directory includes the processed-models/ directory from the
previous stage and a dataset.json file which adheres to the JSON schema
specified in ea-dataset.schema.json (see Sect. 3.1) containing metadata and
computed data about the dataset itself. It also includes brief information about
each model and a subset of its characteristics, facilitating model search. The
dataset.json is further used by the website for model search and the Python
library for searching within the pandas dataframe.

Dataset management activities are primarily performed using the accom-
panying Java CLI application (see Footnote 9), enabling maintainers to add,
modify, or remove models from the dataset. When preparing for a new release,
the dataset.json file is updated to reflect the changes made to the dataset.
Following the update, the processed models undergo a minification process to
reduce their file size and optimize storage efficiency. Minification involves remov-
ing unnecessary white spaces, comments, and other non-essential elements from
the model files, further improving their compactness. The dataset then undergoes
a validation process to ensure its quality and consistency. Validation includes
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checking the JSON schema to ensure conformity and verifying the file struc-
ture and presence of all required files. Any models that do not adhere to the
defined schema or have missing files are flagged for further manual investigation
or correction, ensuring the overall integrity of the data.

Once the dataset is prepared and validated, it is compressed into a single file
archive, named ea-modelset.zip. Compression further reduces the overall file
size, making it easier to distribute and download the dataset while preserving
its content and structure. After following the described stages, the EA ModelSet
dataset is effectively organized, summarized, validated, compressed, and ready
to be made publicly accessible. It is published as a new GitHub release to ensure
availability, version control, and visibility of the dataset to the wider community.
The prepared ZIP archive is also utilized by the accompanying applications, such
as the website and Python library (see Sect. 3.3), enabling consistent use across
various services and interfaces.

3 EA ModelSet

We now introduce the curated and FAIR EA ModelSet—a dataset of ArchiMate
models.

3.1 Dataset Structure and Schema

EA ModelSet follows a well-defined structure and leverages JSON schemas [15]
to facilitate efficient data management and to provide a FAIR dataset of EA
models. The relevant directories and files within the dataset are structured as
follows:

EAModelSet/

dataset/

dataset.json

processed-models/

raw-data/

github/

archimate/

grafico/

xml/

genmymodel/

other/

Root directory

processed-models/

<model-id>/

model.archimate

model.json

model.xml

csv/

elements.csv

relations.csv

properties.csv

<model-id>/

..

Model directory

The raw-data/ directory holds the collected raw data models that were used
for data processing. It includes subdirectories for different data sources, such
as github/ (i.e., from GitHub), genmymodel/ (i.e., from GenMyModel), and
other/ (i.e., from miscellaneous sources). The models from GitHub are further
organized in three sub-directories archimate/, grafico/, and xml/ based on
their respective file format.
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The main directory for the dataset is the dataset/ directory, which contains
the dataset.json file. Within the processed-models/ directory, each processed
model has its own subdirectory and follows a consistent format. A model direc-
tory contains the primary JSON model file (model.json) and two ArchiMate
XML model files (model.archimate or model.xml). Additionally, models and
their contents are stored in separate CSV files within the csv/ directory.

Figure 4 illustrates how the JSON schemas are positioned in rela-
tion to the dataset to ensure consistency of metadata and data. The
ea-modelset.schema.json and ea-model.schema.json schema files define the
structure and validation rules for content in the dataset.json and model.json
files, respectively.

The Dataset object contains the dataset metadata and includes information
such as the title, version, lastUpdated date, repository URL, homepage URL,
distribution details (including distribution title, download URL, media type,
and byte size), model count, and an array of ModelInfo objects that provide a
reduced subset of metadata and computed properties of each individual model.
The EA Model object provides comprehensive information about each model
including its elements, relationships, and views.
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Fig. 4. JSON Schemas used in EA ModelSet
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Fig. 5. Descriptive statistics of the EA ModelSet models (left) and distribution of the
models with respect to number of model elements and views (right).

3.2 Dataset Description and Statistics

The final EA ModelSet dataset is composed of 863 unique ArchiMate models.
The table in Fig. 5 (left) provides some descriptive statistics of the dataset includ-
ing the sum, average, minimal, and maximum number of elements, relationships,
and views. Figure 5 (right) further shows the distribution of the models by means
of relating the number of model elements on the x-axis to the number of model
views on the y-axis. It can be derived from these statistics, that the dataset
features models of varying size (from 10 up to 4,003 elements, from zero to 5,773
relationships) and the number of views (from one to 357). Further statistics are
provided at the EA ModelSet homepage8.

3.3 Dataset Usage

The EA ModelSet facilitates various usage scenarios by providing accompanying
services and applications. In this section, we describe these different scenarios
and the support we provided to efficiently access and utilize the dataset. The
dataset and all its related services and applications can be found in the central
EA ModelSet GitHub repository, accessible through the assigned pURL9.

Download Dataset: The dataset can be downloaded as a compressed ZIP
file from the GitHub repository’s release section (see Footnote 9) with a Git tag
introduced for each new version. The ZIP file contains all the necessary files and
directories to access and explore the dataset locally (except raw-data/ files). It
serves as the primary method for obtaining the dataset and forms the basis for
the accompanying services and applications.

Website: The EA ModelSet has a dedicated website (see Footnote 8) (Fig. 6)
that also serves as the landing page for the dataset, offering a user-friendly
interface for easy exploration of the models. The website is divided into four
sections:

8 https://me-big-tuwien-ac-at.github.io/EAModelSet/home.
9 https://purl.org/eamodelset.

https://me-big-tuwien-ac-at.github.io/EAModelSet/home
https://purl.org/eamodelset
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Fig. 6. Search tab of the EA ModelSet homepage

i) Home: The home section serves as the dataset’s landing page and as a
starting point for users to get acquainted with the dataset. It lists the dataset’s
metadata, which is read from the dataset.json file, ensuring that the informa-
tion can be easily updated in subsequent releases. The home section also includes
a button to download the dataset as a ZIP file (also linked through the JSON
file to the released distribution on GitHub).

ii) Search: The search interface enables efficient exploration and retrieval of
relevant models in the dataset (see Fig. 6). Users can search for specific models
based on various criteria, such as model ID, name, tags, language, source, license,
or the minimum/maximum number of elements, relationships, or views. The
search functionality supports arbitrary combinations of filtering criteria, sorting
columns, and a “global search” feature to filter all fields.

iii) Model Details: This page allows in-depth analysis of each model. It can
be accessed by navigating from the search section or by following the URL
of the model’s identifier (https://me-big-tuwien-ac-at.github.io/EAModelSet/
model/<id>). The details page lists all information related to a specific model,
including its metadata, elements, relationships, and views, which are extracted
from the respective model.json file. Additionally, the associated files of a model
(e.g., .json, .xml, .archimate, .csv) can be downloaded directly from this page.

iv) Statistics: The statistics page provides insights into the dataset’s compo-
sition, complexity, and characteristics through the presentation of key statistics
and metrics. Users can explore charts showing the usage of specific languages,
layers, element/relationship types, or concrete values for the total number of
models, as well as the total, minimum, maximum, and average number of ele-
ments, relationships, and views.

Python Library: A dedicated Python library is provided to facilitate pro-
grammatic access and analysis of the dataset within a Python environment. The
library offers convenient methods to interact with the dataset using a pandas
dataframe representation. Users can display the data in a tabular format and use

https://me-big-tuwien-ac-at.github.io/EAModelSet/model/
https://me-big-tuwien-ac-at.github.io/EAModelSet/model/
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additional filtering functionality to filter models based on various attributes such
as source, language, or the minimum/maximum number of elements, relation-
ships, or views. The complete JSON or CSV representation of a model (with all
its elements/relationships/views) can then be accessed by passing the model’s
ID property obtained from the dataframe to a provided method. An example
showcasing the functionality of the EA ModelSet Python library can be found
in the provided Jupyter Notebook10 in the repository.

Java CLI: For managing and maintaining the dataset, a Java Command-
Line Interface (CLI) was realized. The CLI enables users to issue command
line commands to perform operations on the dataset like adding or removing
models, updating metadata, generating statistics, or validating the dataset’s
integrity (cf. Sect. 2.3). The Java CLI also provides the option to connect and
load the data into a MongoDB document database or a Neo4j Graph Database
for advanced querying and analysis. The use of the functionality of the Java CLI
is demonstrated in the Github repository11.

4 Evaluation Against the FAIR Principles

The FAIR principles provide guidelines to improve the Findability, Accessibility,
Interoperability, and Reuse of digital assets [23]. The FAIR principles further
emphasize machine-actionability in scientific data management to support deal-
ing with increased volume, complexity, and creation speed of data. In the follow-
ing, we evaluate the compliance of EAModelSet in regard to each FAIR principle.

Findability F1: “(meta)data are assigned a globally unique and persistent
identifier”. The EAModelSet meets this requirement by assigning a Persis-
tent Uniform Resource Locator (pURL) to access the (meta)data stored in
the GitHub repository (see Footnote 9). Furthermore, the dataset is acces-
sible via a globally unique DOI (10.5281/zenodo.8192011) and uses ORCID
for author identification. Within the dataset, each model has a unique URI,
in the form of https://me-big-tuwien-ac-at.github.io/EAModelSet/model/<id>,
where <id> represents a tool-generated Universally Unique Identifier (UUID) or
a similar type of identifier for the model. The unique identifier allows direct
access to each model and guarantees global uniqueness and unambiguous iden-
tification.

F2: “data are described with rich metadata”. The dataset provides compre-
hensive information about each model, capturing e.g., its name, description,
source, license, language, and various other attributes (see Fig. 4). The meta-
data defined in the JSON schema richly describes the data through additional
characteristics.

F3: “metadata clearly and explicitly include the identifier of the data it
describes”. In the JSON representation of the EA Model, the metadata explicitly

10 https://github.com/me-big-tuwien-ac-at/EAModelSet/blob/main/python-lib/
examples/python-example.ipynb.

11 https://github.com/me-big-tuwien-ac-at/EAModelSet/tree/main/cli-app.

https://me-big-tuwien-ac-at.github.io/EAModelSet/model/id
https://github.com/me-big-tuwien-ac-at/EAModelSet/blob/main/python-lib/examples/python-example.ipynb
https://github.com/me-big-tuwien-ac-at/EAModelSet/blob/main/python-lib/examples/python-example.ipynb
https://github.com/me-big-tuwien-ac-at/EAModelSet/tree/main/cli-app
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includes the identifier of the data it describes. Each model is associated with a
unique URI identifier that incorporates its ID, providing a clear reference to a
model. The ID is based on the archimateId property which is also included in
the metadata and is an auto-generated UUID already present in the collected
data, which is reused.

F4: “(meta)data are registered or indexed in a searchable resource”. The
EAModelSet is hosted in a public GitHub repository, providing e.g., search
functionality and version control to locate and access the dataset. The dedicated
website and Python library offer additional functionalities, including search- and
filter capabilities to find models based on certain characteristics (e.g., language,
views, number of elements).
Accessibility A1: “(meta)data are retrievable by their identifier using a stan-
dardized communications protocol”. Metadata and data are retrievable on
GitHub, and also using the identifier URI leading to the website, which is accessi-
ble using an open, free, and universally implementable communications protocol
(A1.1 ), e.g., through the HTTP(S) protocol by using a common web browser.
The protocol thereby enables free access for use but requires an authentication
and authorization procedure for updating the dataset (A1.2 ) (i.e., a GitHub
account with the required permissions on the repository).

A2: “metadata are accessible, even when the data are no longer available”.
The dataset includes an additional JSON file for each model, providing descrip-
tive metadata for each model. This metadata remains accessible even if the
actual data associated with the model are no longer available. We further pub-
lish the repository releases on persistent data storage via Zenodo [10] to ensure
accessibility even if the GitHub repository would not be available anymore.

Interoperability I1: “(meta)data use a formal, accessible, shared, and broadly
applicable language for knowledge representation”. The metadata and data are
stored in JSON files as the main method for knowledge representation. JSON is
a widely adopted format for structuring data in a human-readable and machine-
readable manner, and the files correspond to a JSON Schema that provides a
formal and standardized syntax. Furthermore, we enable additional data for-
mats, including XML and CSV.

I2: “(meta)data use vocabularies that follow FAIR principles”. The dataset
employs a customized and adapted meta(data) description that partly reuse
subsets of FAIR vocabularies. The dataset reuses vocabularies, e.g., from Data
Catalog Vocabulary (DCAT)12 or Dublin Core Terms (DCT)13, by translat-
ing relevant properties into JSON schema14. Relevant datatypes are also trans-
lated, e.g., dates are formatted according to the provided datatypes in the JSON
schema language (i.e. date and date-time), and for language codes, the two-
letter ISO-6391-1 format is used.

I3: “(meta)data include qualified references to other (meta)data”. The
dataset itself includes ModelInfo objects, which are a lightweight representa-

12 www.w3.org/TR/vocab-dcat-2/.
13 www.dublincore.org/specifications/dublin-core/dcmi-terms/.
14 https://json-schema.org/specification.html.

www.w3.org/TR/vocab-dcat-2/
www.dublincore.org/specifications/dublin-core/dcmi-terms/
https://json-schema.org/specification.html
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tion of models and include an explicit reference to the actual model. Also, the
metadata of each model contains explicit references to related models (e.g. dupli-
cates) or internal (e.g. source file) and external resources (e.g. repository).

Reusability R1: “(meta)data are richly described with a plurality of accurate
and relevant attributes”. Each JSON file contains the (meta)data derived from
the source model, together with other relevant properties to richly describe
a model (e.g. source, timestamp, language, tags). While the dataset already
includes many relevant attributes, there is still room for improvement in terms
of enriching the metadata. For instance, additional properties such as categories
or more descriptive tags could be incorporated to enhance the richness of the
metadata, precise filtering, and analysis.

R1.1: “(meta)data are released with a clear and accessible data usage license”.
The majority of models in the dataset have their source repository attached as an
entry in the JSON file, including information about the license. The repository
and license were automatically retrieved during data collection (see Sect. 2.1)
and the results were manually re-checked to ensure accuracy. The data usage
license is clearly associated with each model, providing information on how to
legally use the data.

R1.2: “(meta)data are associated with detailed provenance”. The JSON files
in each model’s folder include properties to present the original source and asso-
ciated information. The properties provide a level of provenance and include,
e.g., source, repository, license, or the parsed source file, allowing to trace back
the origin of a model. While the current provenance information offers valu-
able insights, there is potential for more detailed provenance to be included.
For example, associating publications or providing diagrams (e.g., as PNG files)
could further enhance the dataset’s provenance.

R1.3: “(meta)data meet domain-relevant community standards”. The
EAModelSet provides models in domain-relevant formats such as ArchiMate
XML (two different formats) and CSV. The formats are widely accepted and
align with the community’s standards, promoting interoperability with exist-
ing tools. Furthermore, the newly introduced JSON schema maintains well-
established structures and adheres to recognized naming conventions. The intro-
duction of the JSON schema does not add unnecessary complexity, but rather
provides clarity and consistency to ensure the metadata is understandable within
the EA domain. The CSV formats further ease the execution of ML techniques
on the EA ModelSet.

5 EA ModelSet Applications, Reflection, and Future
Work

The EA ModelSet dataset provides a rich collection of EA models, unlocking new
possibilities for research and practical applications. In this section, we critically
reflect on our efforts to establish a FAIR dataset of EA models and discuss
potential applications and directions for future research.



EA ModelSet – A FAIR Dataset for Machine Learning 33

Researchers can explore the dataset to gain insights into different model-
ing approaches, applications, and patterns. By analyzing the models within the
dataset, researchers can identify best practices and discover common modeling
patterns, which can significantly contribute to advancing the field of EA.

The dataset’s availability in different formats, including JSON, XML, and
CSV, makes it applicable for a range of ML tasks that extract valuable insights
from the data. Some potential applications of ML using EAModelSet include
Natural Language Processing (NLP) and Recommender Systems. The dataset’s
textual information, e.g., names, documentation, languages, or tags, can be used
to develop NLP models that extract meaningful information from unstructured
text. This can support tasks such as automatic model annotation [1] and seman-
tic search. The EA ModelSet dataset can also assist in building recommender
systems tailored to EA [16,24]. By analyzing patterns and similarities among EA
models, ML algorithms can provide context-based recommendations for specific
modeling scenarios. These recommendations can guide architects by suggesting
architectural decisions based on historical data, which can enhance productivity
and support informed decision-making [5].

While the current EA ModelSet dataset is valuable, there are some limita-
tions and areas for future improvement. One current limitation is its ability to
process ArchiMate models in the .archimate and .xml formats. To broaden its
applicability in the future, we aim to incorporate EA models that i) conform
to other EA modeling languages, and which were ii) created with different EA
modeling tools. Of course, such an extension will require additional research
with respect to data harmonization and integration. Even transforming images
of models created with other tools to our format is an interesting research chal-
lenge.

An additional current shortcoming we aim to address in the future is the
fully automated data collection process and to ensure correct record linkage of
the source. The current process involving GitHub downloads poses challenges
due to authentication, rate limits, and API constraints (e.g., limited file size).

Maintaining data quality and integrity is essential for the EA ModelSet’s
adoption. Aside from our initial efforts to detect and flag duplicates (based on
identifiers and MD5 file hashes) we plan to research and develop more advanced
similarity metrics [7] that would help to further clean the data. In terms of data
maintenance and publishing, we aim to enhance the dataset’s interoperability
and operationalizability using an RDF ontology (e.g. [11]). We also aspire to
enrich the classification of models by incorporating semantic domain classifi-
cation (e.g., hotel, banking, insurance). However, such a classification process
requires significant manual effort and thus necessitates community engagement.
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For all future considerations, we invite and hope to actively engage the enter-
prise modeling research community. The EA ModelSet is open source, and we
plan to realize functionalities that enable efficient contributions from the com-
munity, especially with respect to curating the existing dataset and extending
the dataset with new models. In conclusion, the EA ModelSet dataset not only
empowers current research but also presents a promising platform for future
endeavors. With continuous community engagement and improvement efforts,
we aspire to make the EA ModelSet a valuable and comprehensive resource for
researchers in the enterprise modeling domain.

6 Conclusion

In the paper at hand, we proposed the EA ModelSet, the first FAIR dataset
that allows machine learning research in enterprise modeling. The EA ModelSet
is a curated dataset that currently contains 863 enterprise architecture models
represented by ArchiMate. We believe the EA ModelSet can be an important
asset for sparking research at the intersection of machine learning and enterprise
modeling. We invite the modeling research community to help further curate
and extend the dataset, and also tool vendors to explore their interest in sharing
some of their models. The scarcity of models in adequate quantity and quality is
a huge barrier to conducting cutting-edge machine learning research in modeling.
We hope that the EA ModelSet becomes the central point for FAIR model data
which can be freely used to conduct this kind of research.
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V. (eds.) 25th International Conference on Model Driven Engineering Languages
and Systems: Companion Proceedings, MODELS 2022, pp. 66–70. ACM (2022).
https://doi.org/10.1145/3550356.3559096
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Abstract. AI-as-a-Service (AIaaS) combines Artificial Intelligence (AI) and
cloud computing to make AI accessible to enterprises without implementing com-
plex solutions or technologies on-premise. Many small and medium-sized enter-
prises (SME) that lack competencies in the AI and technology sector consider
AIaaS as a promising option to implement AI solutions. However, the differences
betweenAIaaS andAI on-premise have not attractedmuch research. The intention
of this paper is to contribute to this area by analysing the literature in the field
and investigating a concrete example in more detail. Exploring AIaaS is crucial to
better understand the opportunities and limitations of AI services. The contribu-
tions of the paper are (a) an analysis of the literature on AIaaS to identify factors
affecting AI implementation and how AIaaS solutions differ from on-premise
solutions when introducing AI in a company, (b) a case study of an SME that
compares AIaaS and AI on-premise in practice, and (c) the application potential
of a morphological box to compare AIaaS and AI on-premise.

Keywords: AI-as-a-Service · SME · AI · AI introduction

1 Introduction

Artificial intelligence (AI) hasmade significant progress in recent years, offering innova-
tive solutions to various problems in business, society, medicine, and many other areas.
One of the growing trends in AI is “AI as a Service” (AIaaS), where companies offer AI
solutions as a service. AIaaS combines AI and cloud computing to make AI accessible
to users without implementing complex algorithms [4].

This development is supposed to enable small andmedium-sized enterprises (SMEs)
to reap the benefits of AI without the need for extensive in-house resources and exper-
tise. However, research in the area of AI introduction to enterprises observed that orga-
nizations usually have to change to become “AI-ready” [11] and that AI often causes
modifications in the business, application, and data architecture of a company [21]. In
this context, it should be investigated if there are differences between AIaaS and AI
on-premise concerning required organizational changes or readiness factors. So far, this
topic has not attracted much research. This paper intends to contribute to this area by
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analyzing the literature in the field and investigating a concrete example in more detail.
Exploring AIaaS is crucial to understanding the opportunities and limitations of AI ser-
vices. More concretely, this paper focuses on AIaaS and the current research knowledge
state by conducting a Systematic Literature Review (SLA), especially for SMEs. In
doing so, the following research questions are examined in more detail: What scientific
literature already exists on “AI as a Service”? (RQ1); which already known factors are
relevant when introducing new technologies from the perspective of an SME (RQ2),
and to what extent do AI as a service solutions differ from on-premise solutions when
introducing AI in the company? (RQ3). The third research question compares AI as a
service and AI on-premise solutions to investigate the differences arising when compa-
nies purchase AI solutions as an external service or develop them in-house. To answer
these questions, the current literature is examined first (see Sect. 4). This is realized with
the help of a Systematic Literature Analysis, aiming to map and evaluate the current
state of published research papers on this topic. In addition, a case study of an SME is
used to compare AI as a service and AI on-premise solutions, reflecting the differences
from a practical point of view. This case study analysis investigates the conjecture that
purchasing existing AIaaS solutions makes more sense for most SMEs than developing
AI solutions in-house. This conjecture results from previous experiences in research
projects (see, e.g., [6]) that support SMEs in their AI introduction process. We observed
that most SMEs lack substantial resources for AI implementation, such as IT know-how,
time, and financial resources to cover the implementation costs. Among the reasons are
the high complexity of developing the algorithms and the personnel requirements for
the realization. It can be assumed that in-house developments are not attractive for every
company due to the lack of feasibility and cost efficiency. Consequently, SMEs should
instead focus on sufficient expertise and highly qualified workforce for organizational
integration and application of AI solutions rather than on AI solution development and
operation.

2 Theoretical Background

This chapter will present the background and related work relevant to this paper. First,
the term AI will be explained briefly to get a shared understanding of what we mean
when we talk about AI (see Sect. 2.1). This will be followed by the presentation of
a morphological box developed as a guideline not to miss any relevant aspects when
considering implementing an AI solution (see Sect. 2.2). Finally, we briefly introduce
Enterprise Architecture Management (EAM), which will later be used to sort the papers
found in the SLA according to the different EAM layers (see Sect. 2.3).

2.1 Artificial Intelligence (AI)

AI was defined by John McCarthy, one of the AI pioneers, in 1955 as “the science and
engineering of making intelligent machines” [16]. Furthermore, AI can be distinguished
into various technologies such asMachine Learning (ML), Deep Learning (DL), ontolo-
gies, support vector machines, and probabilistic or multiagent systems. The application
possibilities of AI can range from text, image, or speech recognition to text generation,



Towards AI as a Service 39

problem-solving, or decision-making, to name a few [23]. In public discussions about
AI, AI is often reduced to ML or DL, the currently most prominent areas of AI. ML
often uses statistical methods to search for patterns in large datasets. In contrast, DL
simulates the human brain, often requiring more data than ML, training, testing, and
using the developed neural networks [24].

2.2 Morphological Box for AI Solutions

This research aims to contrast the differences between AI on-premise and AIaaS solu-
tions. To be able to do that, we were searching for factors of AI solution implementation
that influence the success of the implementation. Our focus was especially not only on
technology factors regarding the software solution itself, but we also wanted to include
factors that are important for the introduction process, precisely because the main dif-
ferences between AI on-premise and AIaaS come from the fact that there is a need to
develop the first one yourself, you need employees and knowledge who can do that and
maintain it. The second option, on the other hand, could come with other restrictions
regarding flexibility, adaptability, suitability, or cost structure. Because of that, we chose
the morphological box for AI solutions by Rittelmeyer & Sandkuhl [6] as a framework
for our comparison. Other approaches like maturity models or AI readiness factors exist,
but no framework deals with the implementation itself. They mainly only consider the
technological side of AI solutions. The morphological box, on the other side, is intended
to assist in planning and implementing an AI solution. It should support engineering
requirements, especially for practitioners, and it should help to make a decision when
considering the usage of AI. It offers 17 different features of AI with several possible
values each (see Table 1). When planning the development, use, or introduction of an AI

Table 1. Morphological box for AI solution development
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solution in a company, it is suggested to use it in the planning or requirements engineer-
ing phase to make sure that no critical aspect of the AI development and introduction
process will be forgotten that could negatively impact the adoption because it was real-
ized too late. In Sect. 6, the different features of the box will be used to compare AI
on-premise and AIaaS solutions.

2.3 Enterprise Architecture Management (EAM)

Enterprise Architecture Management (EAM) is a system approach that offers a variety
of methodologies, principals, practices, tools, and notations that can be used to increase
efficiency and reduce redundancies by aligning company’s business goals and IT with
EA models. It further offers guidance for the planning, development, and coordination
of an EA [1].

An EA is a model of a company, depicting its most essential structures and principles
grouped by different layers to get a compromised overview of a company. The TOGAF
framework differentiates betweenmotivation, business, application, and technology lay-
ers. Each layer offers different modeling elements, like business roles and processes on
the business layer and application components or services on the application layer [26].

3 Research Method

This paper is part of a research project aiming at technological and methodical support
for implementing AI-as-a-Service solutions in SMEs. It follows the paradigm of design
science research (DSR) [7], the envisioned artefact being amethod including tool support
for the selection and organizational integration of AIaaS components and solutions.
Work presented in the paper focuses on one of the first phases in DSR, investigating
and confirming problem relevance, and the first steps towards requirements analysis for
the envisioned artifact. The research questions in the focus of this paper were already
described in the introduction.

Investigation of problem relevance in DSR has to address relevance for businesses
and relevance for scientific community. Thus, with the intention to address both aspects
of relevance, the research approach selected for the paper combines literature analysis,
descriptive case study, and argumentative-deductive work. We start with a systematic
literature analysis to identify the existing scientific work on AI as a service. The pur-
pose of the analysis was to find existing theories, approaches, or technologies which
could support the implementation process in SMEs in all phases, from requirement and
decision-making to operation and maintenance. The research method used for the lit-
erature analysis and its results is described in detail in Sect. 4. The core result of the
literature work is that there is a need for more scientific research on AI-as-a-Service.
This motivates the collection of additional empirical data using a case study, which at
the same time addresses the aspect of business relevance. We need to explore the nature
and phenomenon of AI-as-a-Service in real-world environments applying AI, which is
possible in case studies.

Based on the research question, we identified an industrial case study suitable to
illuminate AI usage in SMEs. Yin differentiates various case studies [30] explanatory,
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exploratory, and descriptive. The case study presented in Sect. 5 must be considered
descriptive, as it describes the phenomenon of AI-as-a-Service and the real-life context
in which it occurs. Based on the case study results, there is a need to support AIaaS
implementation methodically. In this context, tools that help to structure decision pro-
cesses and reduce complexity, such as the morphological box for AI, are relevant. This
argumentative-deductive part of our work is discussed in Sect. 6.

4 Structured Literature Review

A systematic literature analysis is carried out to review the existing work. The following
subsections describe the exact procedure of the literature analysis and presents the results.
The structured literature analysis is based on Kitchenham’s approach to obtaining an
overview of AI as a service approach in introducing such solutions [12]. Among other
things, gaps in current research in this area should be identified.

4.1 Search Process

After we have defined the theoretical background and the research questions in more
detail, we start with the literature analysis. For the literature search, we exclusively used
the search engine Scopus. In order to find a more extensive range of papers, the search
strings were developed independently at the beginning and merged afterward.

First, we started with a population and used Scopus to analyze in more detail all
scientific publications that exist in general on the main keyword “AI as a service.” The
initial search term we developed is as follows:

TITLE-ABS-KEY
(AIaaS OR “AI as a service” OR “Artificial Intelligence as a service”)
The first search query produced 62 papers that can be found under this term. It turned

out that there is a significant overlap in contentwith themain topics of “cloud computing”
and “edge computing,”which increasingly relate to the provision and processing location
of the service.Out of 62 scientific articles, 12 paperswere sorted out because their content
had nothing to do with Ai as a Service or the synonym AIaaS had a different meaning.
For example, “Anti-impulsive aggression agents” was found more frequently in the
sorted-out articles under the search term “AIaaS,” which occurs in the pharmacotherapy
study.

From the collected research papers, we have noted down all the resulting keywords
from the analysis of the scientific articles. The listing of all keywords from the 50 papers
can be found in Table 2. For a simplified representation, the synonyms such as “Artificial
Intelligence” and “AI,” as well as “AIaaS” and “AI-as-a-service” were summarized from
the total 148 keywords found. Only the keywords mentioned in at least two different
articles are listed.

Based on this finding, we have formed three upper categories for the closer search
string development: The first category refers to AI as a general service. The second
category is “technology innovation,” which includes keywords related to introducing AI
systems. The third category refers to the place of the service and how the AI solution as a
service can be provided and used by the companies. Examples include whether the AI as
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Table 2. Identified keywords from the main search query

Keywords Number of mentions

Artificial intelligence 23

AI-as-a-service 18

Machine Learning 6

Cloud Computing 6

Edge Computing 5

Convolutional neural network 3

accountability 3

metric learning, 5G, Deep Learning, cloud, PaaS, Machine Learning as
a Service, misuse, monitoring, audit, compliance, image processing

2 for every keyword

a service solution can be accessed via the cloud or locally on hardware. These keywords
can be found under the category “Service Access.” In addition, we have also assigned
synonyms of suitable approaches to technology innovation that fit the introduction of
such AI solutions. The selected keywords for the search string development can be found
in Table 3.

Table 3. Selected search terms for the SLR

AI as a service Technology innovation Service Access

AIaaS innovation cloud computing

AI as a service implementation edge computing

Artificial intelligence as a service adoption on-premise computing

Machine Learning as a Service approach fog computing

Deep Learning as a Service framework AI on-demand

strategy

model

process

Below, we used the keywords to develop multiple searches, starting with the first
two basic ones, and then added synonyms to compare how the results changed. The
publications found were very general.

4.2 Search String Development

In this subsection, we devote ourselves to developing an effective search string for our
systematic literature review. Our primary focus is on the topic “AI as a Service.” The
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search string was created in several steps to ensure that we identified the most relevant
and informative scientific papers in our research area.

In the first step, we relied on the findings from our initial search terms. Based on the
main keyword “AI as a Service” and the most frequently mentioned keywords analyzed
from it, we could filter out initial relevant papers. This process allowed us to get a first
overview of the research field and to identify the most critical topics and trends. In
the second step, we expanded and refined our search string. We have added “Machine
Learning as a Service” and “Deep Learning as a Service” to the service terms. This
expansion allowed us to cover a broader range of literature and ensure we covered all
relevant aspects of AI as a Service. In the third step, we expanded our search string to
include the concepts of cloud computing and implementation approaches. This allowed
us to gain a broader perspective on the topic and identify papers addressing theoretical
and practical aspects of AI as a Service. The identified papers from the developed search
strings are listed in the table below. This selection represents the most relevant papers
for us in this research area. They were selected based on their relevance to our topic,
methodological strength, and contributions to the existing literature. In the next section,
we discuss these relevant papers in more detail. We detail the inclusion criteria we used
to select these papers and explainwhy the papers are particularly relevant to our literature
review.

Table 4. Final search strings of the SLR

Search String No. of Results Identified Papers

TITLE-ABS-KEY (aiaas OR
“AI as a service” OR “Artificial
Intelligence as a service”)

62 [2, 5, 8–10, 13–15, 18, 25, 31]

TITLE-ABS-KEY (aiaas OR
“AI as a service” OR “Artificial
Intelligence as a service” OR
“Machine Learning as a
service” OR “Deep Learning as
a service”)

293 [2, 5, 6, 8–10, 13, 13–15, 18, 20, 25, 27, 29, 31]

TITLE-ABS-KEY ((aiaas OR
“AI as a service” OR “Artificial
Intelligence as a service” OR
“Machine Learning as a
service” OR “Deep Learning as
a service”) AND
(“cloud-computing” OR “edge
computing” OR “on-premise”
OR “fog computing” OR “AI
on-demand”))

59 [8, 9, 13, 14, 18, 19, 29]

(continued)
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Table 4. (continued)

Search String No. of Results Identified Papers

TITLE-ABS-KEY ((aiaas OR
“AI as a service” OR “Artificial
Intelligence as a service” OR
“Machine Learning as a
service” OR “Deep Learning as
a service”) AND
(“cloud-computing” OR “edge
computing” OR “on-premise”
OR “fog computing” OR “AI
on-demand”) AND
(implementation OR adoption))

9 [3, 8, 9]

TITLE-ABS-KEY ((aiaas OR
“AI as a service” OR “Artificial
Intelligence as a service” OR
“Machine Learning as a
service” OR “Deep Learning as
a service”) AND
(“cloud-computing” OR “edge
computing” OR “on-premise”
OR “fog computing” OR “AI
on-demand”) AND
(implementation OR adoption
OR approach OR framework
OR strategy OR model OR
process))

51 [3, 8, 9, 13, 17, 18, 29]

The results relate to different industries and consider different use cases in AI as a
service. The range of topics is extensive, from architectural models and diagnostics in
medicine to the energy sector and the use of 5 G or 6 G networks. Interestingly, adding
the third dimension, “technology innovation,” reduces the number of hits enormously,
indicating that there are few scientific studies on introducing AI as a service.

For further consideration, we are guided by the definition of the paper [14] that
defines “AIaaS as cloud-based systems providing on-demand services to organizations
and individuals to deploy, develop, train, and manage AI models.”. Beyond that we
excluded papers for reasons that either did not deal with the specific introduction of AI
as a service or if the service concept did not correspond to the definition – some of the
papers dealt with aspects related to ethical or security issues. We also excluded papers
that were too specific to certain industries, such as medical, automotive, or AI systems
in intelligent grid networks in the power sector. In the following, we probed the most
relevant papers from the search strings in the next chapter and assigned inclusion criteria
with a thematic focus.
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4.3 Paper Selection and Inclusion

A total of 18 papers were identified from the analyzed search strings relevant to the
topic “Introduction of Ai as a service.”It was found that some of the search strings have
overlaps in their hit set, as shown in Table 4. For further investigation and justification
of the relevance to the proximity to the research topic, we have subsequently set up
inclusion criteria in Table 5 in order to classify the identified papers thematically. From
the first perspective, we have analyzed the papers in their underlying research methods.
To classify the research papers and the associated methods, we refer in the analysis to the
primary paper by Hess and Wilde and their empirical investigation of research methods
in information systems [28]. An assignment of the research methods to the papers can
be found in Table 5.

The findings from the research methods of the 18 relevant papers coincide with the
findings from our primary source on research methods in business informatics. Most
papers examined AI as a service using deductive analysis as a research method. They
frequently substantiated their research findings in the context of a case study in the
context of use cases or case studies. Many of the papers in this research area have
developed a reference architecture model, particularly on data distribution. This justifies
the previously identified issue that there is a solid link to cloud computing in the area of
AI as a service, and the search term machine learning as a service can be found more
frequently in the research papers. This often involves the question of the extent to which
the AI service can be used as a service and via which paths or how the service can be
accessed. The research methods “grounded theory” and “laboratory/field experiment”
were not applied to the analysed papers, for which reason they have not been included
in Table 5.

The second perspective deals with the content of the considered papers. For this
purpose, the papers were examined concerning the following main content points:

1) Challenges and opportunities of AIaaS [3, 5, 6, 10, 14]
Many of the papers reviewed relate to the challenges and opportunities of AI as a

service.AIaaS can help runAI in an enterprisemore efficiently and cost-effectively by
providing access to advanced AI technology without requiring in-depth knowledge.
However, managing such services is a challenge, as it requires careful monitoring and
maintenance [3]. The development of new types of AIaaS is resulting in a concentra-
tion of control and power among a few large providers. This can inhibit innovation
in the design of novel solutions. At the same time, there is an opportunity for com-
panies to improve the accessibility and usability of AI through the proliferation of
these dominant designs [5]. The term Machine Learning as a service is often men-
tioned, which can be assigned to the umbrella topic of AIaaS. Here, advantages are
mentioned for scalability and accessibility, but also significant challenges concern-
ing data privacy and security [6]. The privacy challenges are also addressed in the
paper “Monitoring AI Services forMisuse” [10], emphasizing the need to monitor AI
services to prevent misuse. This creates the challenge of balancing monitoring and
privacy. However, it also allows to create trust in AIaaS by establishing transparent
and secure processes. Finally, the paper [14] emphasizes that a precise classification
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and taxonomy of AIaaS services helps reduce the field’s complexity and thus facil-
itates access to these technologies. However, challenges related to standardization
and interoperability are also mentioned.

In summary,AIaaSpresents both opportunities and challenges. It gives companies
access to advanced AI technologies but also requires careful monitoring and man-
agement to ensure privacy, security, and fairness. There is a need for more research
and development to address these challenges and realize the full potential of AIaaS.

2) Development of an architecture reference model [8, 9, 13, 14, 18, 20, 27]
When analyzing the scientific papers, it was noticed that many of the papers

either developed their architecture reference model on the research topic of AIaaS or
MLaaS or made a proposal for the distribution of data processing. For example, many
of the papers examined take a closer look at technical aspects, such as the application
of AI in future network environments such as the Internet of Everything (IoE) and
6G networks [8]. Within the scope of two case studies, the method of cloud com-
puting is combined with the method from IoE via Fog and edge computing for data
processing at an intelligent airport and in the area of a smart city in a defined district.
A proposed architecture model discusses the performance, energy consumption, and
costs in various scenarios in more detail. Also, in this area, [9] presents a reference
architecture for distributed AI services for skin disease diagnosis, whose architec-
ture leverages cloud, Fog, and edge computing approaches. Also, the paper by [13]
focuses on the architecture of AI services specifically for edge devices, which focuses
more on the technical aspect of AIaaS. The paper “Artificial Intelligence as a Service
- Classification and Research Directions”[14] provides a classification and investi-
gation of the research directions related to AIaaS, where this paper takes a closer
look at the whole ecosystem of an enterprise and includes possible stakeholders on
this topic. Compared to the other research papers, this paper tries to comprehensively
classify the whole topic around AIaaS and not only examine the technical component
in their proposed AIaaS stack. In addition, the papers of [18] and [20] explore both
a paradigm for providing AIaaS on software-defined infrastructures, indicating the
integration of AI into existing technical infrastructures and the provision of machine
learning as a service in the application of AI in data extraction. Finally, [27] describes
the implementation and evaluation of an MLaaS for document classification using
continuous deep learning models, demonstrating a practical use case of MLaaS.

Many of the reviewed papers show different perspectives on developing archi-
tecture reference models. In contrast, the papers focusing on MLaaS rather deal with
the technical aspects, such as the increased focus on the machine pipeline for the
creation as well as the configuration of AI models. The focus of AIaaS as an over-
arching topic additionally deals with questions regarding the organizational factors
such as the Inclusion of relevant stakeholders or investigations of necessary business
processes to connect the service performance of pre-trained AI models.

3) Performance Evaluation/Adoption [6, 27, 29] [31]
With the growth of cloud services, MLaaS has evolved, providing complex ML

models that can also handle big data. These applications are used in systems, produc-
tion models, and business processes. In analyzing the research area, it was noticed
that some of the papers focused on the performance of the ML algorithms and, in
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an evaluation, investigated which different scenarios and application areas the per-
formance of different ML algorithms vary. Aspects such as the accuracy of the mod-
els, resource consumption such as energy consumption, and cost and training time
aspects were examined. In the paper “Machine Learning as a Service (MLaaS)-An
Enterprise Perspective” [6], GPU performance versus price was evaluated in addi-
tion to professional changes as well as requirements that have changed over time
due to technological trends. In another paper [27], three models were investigated
in the area of text classification, in which, on the one hand, user feedback was not
considered in training (model 1 as a base model), in the second model, which builds
on the first model, user feedback was supplemented by active learning in the form
of data augmentation (model 2), and the third model, as in the second model, user
feedback was augmented by data simulation. The parameters used to investigate per-
formance included accuracy, recall, F1 score, and losses in both the training and data
sets. It was found that active learning through user feedback can increase accuracy
and make the document classification process more efficient. In the research paper
“Complexity vs. Performance:” [29], a comprehensive investigation of the effective-
ness of Machine Learning as a Service (MLaaS) systems were undertaken, in which
the auto-ren conducted experiments with different configurations of theML pipeline,
including feature selection, classifiers, and parameters. They found that increasing the
complexity of the platform leads to better performance and significant performance
degradation with poor configuration choices. In the last research paper studied [31],
the preconditions and performance implications of using AI frontier resources were
analyzed. A panel data analysis from S&P 500 index for 2010 to 2018 was conducted
to investigate these aspects. The analysis took a closer look at, on the one hand, the AI
capabilities stocked in an Un-enterprise and external market pressure on the impact
of AI frontier resources. It was found that companies with high internal AI capa-
bilities are particularly likely to use AI frontier resources for process improvement.
In addition, companies with high external market pressure are positively associated
with using AI frontier resources for customer service solutions.

4) Application [15]
One paper in AIaaS stood out from the literature review as the application for a

particular use case scenario. The paper “MobileReal-timeFacial ExpressionTracking
with the Assistant of Public AI-as-a-Service” [15] focuses on developing a real-
time facial expression tracking framework that combines AIaaS and mobile local
assistance computation. Here, a photo of the face in terms of position and facial
expression is captured on the mobile device, evaluated via an AIaaS, and fed back
to the system via a tracking module. The results showed that their method has good
real-time performance and efficient power saving. The time delay between cloud/edge
servers and end users is challenging for real-time mobile AI applications. In addition,
according to the authors, the potential service cost of AIaaS must also be considered.
It is difficult to accomplish the task on the mobile side independently and quickly,
and it is also difficult to meet the real-time requirements using only AIaaS. However,
from the paper, a technical application by supplementing it with AIaaS can positively
impact performance and reduce costs through lower power consumption.



Towards AI as a Service 49

5) Focus on SMEs [25]
From the overall review of the literature analysis, it was found that only one paper

focusedonSMEson the research topic ofAIaaS. In this regard, the authors of the paper
[25] conducted a web-based survey of small and medium-sized enterprises (SMEs)
in Northwest Germany to determine the level of AI adoption in these enterprises and
to identify the barriers and concerns in implementing industrial AI applications. In
doing so, the survey of over 357 SMEs revealed that 90% of the companies surveyed
do not use AI, but 22% plan to introduce AI in the medium term. The research found
that companies implementing AIaaS are more likely to have implemented a more
advanced AI application than companies without AIaaS, even though the sample was
tiny in terms of companies using AIaaS. In addition to these points, the study shows
that many SMEs believe they need to master digital transformation before they can
engage with AI.

Since the SME aspect was only addressed in one of the 18 relevant papers, we
took this finding as an opportunity to take up the case study on a real SME company
example in the following chapter to illustrate better the differentiation of the impact
of AI on-premise solutions to AIaaS solutions.

5 Case Study: AI on-premise and as AIaaS Solution

The subject of the case study is a companywith 58 employees from the north of Germany
offering back-office services to insurance agents and financial product brokers. These
back-office services generally include administrative and operational tasks supporting
the agents’ and brokers’ sales and client service activities. Examples of typical services
are administrative support (managing paperwork, organizing client records), policy pro-
cessing (handlingpolicy endorsements, cancellations, and renewals), premiumcollection
from clients (incl. Maintaining records of premiums received), commission processing
(tracking and processing agent commissions, verifying policy information) process-
ing commission statements), and assistance with claims processing (claim information,
claim handling, claim tracking).

In the case company, the business process to be supported by an AI solution is the
registration of incoming business documents. The main tasks in this process are to doc-
ument the arrival of documents (registration for tracking purposes), decide on the agent
or broker to receive and process the document and extract the essential information
required. The case company receives, on average, 2.500 documents per week, including
insurance contracts, insurance claims, account statements, invoices, notices about over-
due payments, commission statements, notices about fee increases, changes in insurance
conditions, etc. After deciding what kind of document arrived and what agent or broker
the addressee is, the insurance and/or client numbers should be extracted.

These documents arrive via different channels. One channel is surface mail which
requires scanning the physical letters before processing them. The second channel is
an electronic message exchange in the BIPro format, an agreement among insurance
companies. BIPro messages include the actual documents and meta-data describing
document type and content. The third channel is e-mail with attachments, including the
document either as generated or scanned PDF file.
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The IT support currently in place at the case company consists of a transformation
of input from all channels to the same PDF format, OCR processing (if necessary), and
search for keywords in the resulting text document (for example, “account statement,”
“contract,” “commission,” “insurance number” or “client” number) that can be used for
document classification and information extraction. A rule set is applied to classify the
document using the extracted keyword. Depending on the document type, a second rule
set is used to extract additional information for specific keywords (for example, the
actual “insurance number” number), resulting in key-value pairs.

With this procedure, on average, 58% of all documents can be classified automati-
cally. However, extracting required information works only for less than 20% and often
has to be done manually. The case company aims to improve document classification
and information extraction using machine learning approaches. Two approaches were
implemented in parallel: installing a machine learning approach on-premise and using
a service in the cloud.

For the on-premise AI solution, the software Rapidminer was installed, and a data
processing toolchain was implemented. A corpus of 1.200 documents was created to
train the machine learning approach, including documents related to three groups of
business processes: claims handling, premium collection, and new policies. For each
group, documents from different insurance companies were included to represent the
different content layouts, structures, andwordings.Keyword and stopword listswere cre-
ated to support the document classification process. The AI approaches used were Naïve
Bayes Classifier (NBC) and k-Nearest-Neigbours (kNN). After training the machine
learning models with 80% of the document corpus (randomly selected), the remaining
documents were used to test the document classification quality.

For the AI-as-a-Service solution, the machine learning platform of PlanetAI was
used. PlanetAI offers the Intelligent Document Analysis (IDA) suite as a software-as-
a-service solution. Like the on-premise approach, the IDA suite also needs training to
establish the “ground truth.” For this purpose, the training set of documents had to be
uploaded, and the IDA extraction assistant could be used to prepare the documents.
Based on an agreement with PlanetAI regarding data protection and confidentiality, the
case company could use the same document corpus as the on-premise version.

6 Contrasting on-premise and AIaaS

The case study showed aspects of using AI on-premise and AIaaS solutions that are
similar and different. We used the morphological box presented in Sect. 2.2 with its
features and values as a framework to further compare the two approaches on an abstract
level.We compared the two approaches for each feature and checked if they were similar
or different. The different features were the following: computing source, maturity,
hardware, data source, security, the extent of the effect on enterprise, and communication.
In our case study, the computing source of the on-premise solutionwas established locally
in their computing center while using a cloud solution for the AIaaS case. The remaining
features were also considered but no difference between AIaaS and on-premise solutions
could be found for them. Hence, only the features that should significant differences will
be discussed further in this section.
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Regarding the maturity in the on-premise case, a new individual solution was devel-
oped, but they also used open-source components. This shows that it is also possible
to choose several values for a feature for one solution. For the AIaaS case, a ready
commercial-of-the-shelf (COTS) solution was bought from the provider. For the on-
premise solution, it was necessary to have its hardware available, while for the AIaaS
solution, the company did not have to acquire hardware. The data source also differs
between the two solutions. While for an on-premise solution, own data is needed, the
AIaaS solution already offers commercial collections in the form of pre-made data sets.

Nevertheless, also in the AIaaS, the data sets of the provider were combined with the
data from the company that will be using the solution. Regarding the data security aspect,
it highly depends on the specific case, but what could be shown overall is that AIaaSmust
be General Data Protection Regulation (GDPR) compliant, especially when the AIaaS
provide itself sources something. Lastly, the extent of the effect on the enterprise and
communication features can be reviewed together because, for both, the main difference
is that in the on-premise case, you have to manage the development of your solution
yourself in your company, and everything that is included in this development process.
On the other hand, in the AIaaS case, you only have tomanage the contact, collaboration,
and communication with your service provider and, depending on the service, also the
maintenance later. Overall, the box itself cannot help directly with integrating the AI
solution in a company, but it can help show essential aspects in advance so that they can
be planned thoroughly. For the integration itself, it can only show that there will be some
effects and communication that must be done to succeed at the end of the integration
process.

7 Summary and Future Work

In this work, the concept of AI as a Service (AIaaS) was studied in depth, particularly
in the context of small and medium-sized enterprises (SMEs). The study showed that
AIaaS has the potential to facilitate the implementation of AI solutions in SMEs, which
often need more skills in AI and technology.

The literature review revealed a link between AIaaS and cloud computing, and these
two concepts are closely related. AIaaS uses cloud computing to deliver AI solutions
in an accessible and cost-effective manner. This opens up new opportunities for SMEs
by allowing them to access advanced AI technologies without implementing complex
technologies on-premise.

Since only one paper was found from the literature review that explicitly addresses
AIaaS for SMEs, the distinction between AI on-premise solutions and AIaaS solutions
became apparent during the case study and with the help of the morphological box.
In future work, several exciting avenues could take this research topic further. It is
worthwhile to conduct further case studies in SMEs to gain a deeper understanding of
the practical challenges and benefits of AIaaS. Research into the security aspects of
AIaaS will also contribute to the literature, as security is a key concern when using
cloud-based services.
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Abstract. The Internet of Things (IoT) is a disruptive technology that allows
connecting physical objects with the digital world. This challenges organizations
in adjusting their Enterprise Architecture (EA) for adopting the IoT technology to
improve their operations and maximize their value. Considering the complexity of
such changes, a suitable modelling language must be used for EA design and doc-
umentation. ArchiMate, being a de facto standard for EA modelling, has already
been used for modelling IoT systems, however, it is not used in a consistent man-
ner and different extensions have been proposed to address limitations identified
in specific domains. Based on the most common practices reported in the litera-
ture, we propose and evaluate a set of guidelines for modelling IoT elements in
ArchiMate. The guidelines are evaluated by performing qualitative research based
on case studies. The evaluation shows that ArchiMate is suitable for modelling
IoT systems, but only at the conceptual level. When technical details are required,
extensions to the standard may be needed. In addition, domain-specific limita-
tions such as the lack of showing time-based communication and redundancy in
an industry context are identified.

Keywords: Enterprise Architecture · Enterprise Modeling · IoT · Internet of
Things

1 Introduction

The Internet of Things (IoT) facilitates innovations towards the use of data and the
execution of processes in a wide range of industries [1]. The increased use of IoT
is due to its capability to provide the digital world with real-time information on the
physical environment that can be used to improve decision-making and efficiency of
operations. To ensure coherence of enterprise design the possibilities and the roles of
the IoT components should be addressed early in the business design. Hence, enterprise
modelling has become more complex, challenged by the need to integrate physical
objects such as actuators and sensors into the digital systems [2]. Tomodel such complex
systems, EnterpriseArchitecture (EA)modelling is necessary for organizations to be able
to align their business goals and processes to information technology [3].
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To support EA, different modelling languages have been proposed, ArchiMate being
a de facto standard. ArchiMate has already been used in literature to model IoT systems
in different domains. However, its usage for such systems is not straightforward and as
such it is typically used in an inconsistent manner. In addition, a few authors report limi-
tations and propose extensions to the language in order to offer the necessary modelling
capabilities for certain domains, c.f., for example, [4–7]. Considering the current state
of the art, more research is needed towards a common ground and to enable the consis-
tent application of a standard EA language for modelling. To this end, the goal of this
paper is to propose a set of guidelines to use ArchiMate for modelling IoT systems. The
guidelines are defined based on the most common practices reported in the literature in
combination with the ArchiMate definitions of the modelling constructs. The guidelines
are then evaluated using a case-study based evaluation where four industry cases from
different domains are modelled and evaluated by experts in ArchiMate and/or IoT. The
evaluation allows us to assess the suitability of the guidelines as well as the strengths
and limitations of ArchiMate.

The contributions of this paper are, (i) a literature study on the usage ofArchiMate for
IoT systems; (ii) a set of guidelinesmodellingwithArchiMate, and (iii) the identification
of strengths and limitations of ArchiMate when modelling IoT components.

The rest of the paper is organized as follows. Section 2 presents an overview of
the state of the art in the use and evaluation of ArchiMate for modelling IoT systems.
Based on this literature study, Sect. 3 presents the set of modelling guidelines. Section 3
explains the case-study based evaluation. In Sect. 4, discusses the research findings
providing recommendations for future research. Finally, Sect. 5 concludes the paper.

2 Related Work on the Use of ArchiMate for IoT Systems

There are a number of sources reporting on endeavors, both research and practice, that
have used or evaluated ArchiMate to describe a specific IoT system.

In the domain of smart cities, ArchiMate has been used in four studies for modeling
IoT systems. Smart cities coordinate physical devices, software systems and analytics
to offer more efficient services to citizens [8]. Berkel et al. [8], Anthony & Petersen [9],
Bastidas et al. [5], and Anthony et al. [10] respectively concentrate on security aspects,
electric Mobility as a Service (eMaaS), integrating city goals and objectives into an EA
metamodel, and big data energy prosumption services. Bastidas et al. propose extensions
to the language to describe performance characteristics like security and availability.
However, Berkel et al. [8], Anthony & Petersen [9], and Anthony et al. [10] argue for
the use of ArchiMate as is due to its extensive usage in EA modeling.

In the domain of Industry 4.0, several studies concludedArchiMate to be insufficient,
leading them to propose domain-specific extensions. Horstkemper et al. [6] focus on
using ArchiMate to model production systems. Their evaluation reveals that existing
ArchiMate definitions and elements do not adequately meet the criteria required for
Industry 4.0 elements. Similarly, Lara et al. [7] highlight the increasing importance of
integrating Operational Technology (OT) with IT in EA in the oil and gas sector, but also
argue that ArchiMate’s physical layer and newly introduced elements are insufficient for
accurately modeling an entire OT architecture. In contrast, Ilin et al. [11] successfully
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used ArchiMate to create a meta-model for an enterprise implementing Industry 4.0
technologies, showcasing the benefits of EA in analyzing various aspects of company
operations.

ArchiMate has been applied in the transportation sector. Ellerm & Morales-Trujillo
[3] explore ArchiMate to model security aspects in micromobility. They highlight the
similarities between micromobility devices and IoT devices due to embedded systems
and connectivity, therefore concluding that micromobility suffers from the same security
concerns that IoT faces. Their study reveals that ArchiMate currently lacks the ability
to effectively model security, despite the introduction of the Risk and Security Overlay
(RSO) extension in 2015. Pittl and Bork [12] focus on the automotive industry and
report that ArchiMate’s expressiveness is limited when it comes to capturing the specific
functionalities of devices, highlighting its high level of abstraction and limitations when
used without descriptive labels.

ArchiMate has been used in the agriculture sector, where the IoT technologies
have been widely adopted [13]. Chaabouni et al. [14] review ArchiMate for design-
ing an IoT platform for data collection and processing in the agriculture, fishery, and
forestry domains. Their evaluation concludes that ArchiMate diagrams were useful to
provide adequate documentation, but a balance between the number of models and their
complexity was difficult to find.

Another sector in which ArchiMate has been applied is the engineering and infras-
tructure sector. Antunes et al. [15] derived a proposal based on ontology engineering
techniques to specify and integrate the different domains and reasoning and querying as
means to analyze the models. This resulted in the conclusion that the core meta-model
of ArchiMate lacks expressiveness for capturing the needed information.

Furthermore, two studies focused on analyzing EAs in the aviation industry. Uysal &
Sogut [16] use EAs to improve energy efficiency and reduce environmental impact in air-
ports. They created an EA for Energy Management Information Systems (EMIS) which
includes IoT devices using ArchiMate. After performing three case studies, they con-
cluded that ArchiMate could represent EA in sustainable airports at a degree of abstrac-
tion. Mijuskovic et al. [17] created an EA to understand the organizational impact of
combining the usage cloud, fog, and edge computing for an airfield lightning manage-
ment system (ALMS). Experts evaluated the ArchiMate model positive in supporting
researchers and practitioners focusing on exploring approaches and methods to improve
sustainability in smart airport solutions.

The previous studies show the importance of ArchiMate in the modelling of IoT sys-
tems, however, all the studies surveyed focused on evaluating ArchiMate for a particular
application domain but they do not focus on providing guidelines that can be used for
the consistent application of ArchiMate for IoT modelling.

3 Modelling Guidelines

ArchiMate is widely adopted in practice and in this regard, it provides a solid foundation
for modelling IoT systems. While some authors have proposed domain-specific exten-
sions to capture the intricacies of a particular context, extensions to the standard may
increase its complexity, risks for misunderstandings, and tool incompatibility. We focus
on evaluating the expressiveness of the standard without any extensions.
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The IoT case studies modelled in ArchiMate are analyzed to identify: 1) the IoT
elements depicted in such EA and 2) the ArchiMate constructs used to describe such
elements. Besides the cases reported in the literature, four models created within the
course of “ICT Strategy and Architecture” at KU Leuven for specifying innovative IoT
systems for grocery stores were analyzed. Within this course, students learn ArchiMate
as described in its specification [18]; these models provide a view on the usage of
ArchiMate by novice modelers. After extracting the IoT specific elements used in all
the studied models, we completed them by comparing these with the IoT requirements
stated in [1, 19, 20]. For example, four student models contained an ArchiMate construct
for modelling an IoT device. As such, an IoT device was deemed as an essential part in
modelling an IoT system. If then [1, 19, 20] also considered the IoT device as a crucial
IoT requirement, it was incorporated as a guideline. Following this process, guidelines
2, 4 and 5 were created. Differently, the IoT requirements mentioned in guidelines 3
and 6 were not used in the case studies, but highlighted as very important by [1, 19,
20]; therefore, we included them in the guidelines as well. Based on the ArchiMate
specification by the Open Group, and the usage of ArchiMate in the studied case studies,
we defined six guidelines (see Tables 1, 2, 3, 4, 5, and 6) on the use of ArchiMate for
modelling the identified IoT elements.

The first element identified is an IoT device, which can be considered as any device
connected to the internet that can interconnect the physical world with the digital world.
IoT devices differentiate from other regular devices because of their capabilities of
monitoring, sensing, and actuating, but also routing, switching, and data processing [19,
21]. Typical IoT devices are sensors or actuators, but also devices that contain those,
such as mobile phones, smart fridges, etc. [20].

The following ArchiMate constructs are used to model sensors in the analyzed case
studies: equipment, material, device, and node (see Table 1). The Open Group [18],
Anthony et al. [10], and Ilin et al. [11] use the equipment construct to model other kind
of IoT devices. To further specify which kind of devices, the generalization relationship
is used with other equipment elements such as a fitness tracker, home alarm system, etc.
Considering that there is no strongmajority, the initial guidelinewill keep the equipment,
device, and node elements to describe IoT devices for further evaluation.

In IoT applications, thousands of devices may interact spontaneously and continu-
ously with each other in an ultra-large-scale network [19]. Therefore, it is important to
capture the communication channels through which the devices communicate or inter-
act. All the cases modelling this concept used the communication network construct to
capture wireless networks. See guidelines in Table 2 for details.

IoT devices communicate in a lot of different ways, therefore the communication
protocol must be specified. Protocols are described in [6, 14, 16] with the path element.
See guidelines for modeling communication protocols in Table 3.

As the large device and network heterogeneity makes use of and creates an enormous
amount of data, these componentsmust bemodelled [19]. The passive structure elements
in ArchiMate provide specific data objects and artifacts to show the data generated, read,
and updated [22]. These elements are used in [8, 16, 17] to show the created data files and
databases. The study presented in [9], took a different path and created a data space layer
as the domain of e-mobility which uses a lot of online and real-time data. Since these
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data sources include physical devices, sensors, energy meters, etc., they are modelled as
nodes. However, preference is given to the use of artifacts or data objects [18] to model
data, while other constructs can be used to model where it is stored or how it is managed.
See guidelines in Table 4 for details.

Table 1. Guideline 1 for modelling IoT devices

Since IoT devices generatemassive amounts of data, the communication between the
sensing devices and the network domain must be managed properly [23]. Therefore, an
IoT gateway is one of the most important components of the application using IoTs as it
has the functionality of pre-processing data before sending it to the network environment.
The studies presented in [9, 11], one group of the students’ assignment as well as The
Open Group [22] model a gateway with the construct of node. Following the ArchiMate
specification, a node should be used for modelling a gateway, see guideline in Table 5.
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Table 2. Guideline 2 for modelling communication channels

Table 3. Guideline 3 for modelling communication protocols

Razzaque et al. [19] highlight the importance of location and spatial information
about the connected ‘things’. When an IoT device is situated in a specific place within
a company’s facility, this will be modelled as a facility element with an aggregation
relationship to the IoT device as TheOpenGroup [22] describes it. The studies presented
in [11] and [17] also use the facility construct to indicate the sensors’ location. However,
when it is on a specific geographical location, the location construct will be used such
as in [11] where this construct is used for indicating the environmental location where
the technological and production architecture are located. See guideline for modeling
locations in Table 6.
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Table 4. Guidelines for modelling IoT elements with ArchiMate

Table 5. Guideline 5 for modelling gateways

4 Case-Study Evaluation

A case study-based evaluation is used to validate the presented guidelines following the
research methodology practices provided by Runeson et al. [24].

4.1 Design

Four real-world cases of using IoTs from different domains, namely, agriculture, smart
buildings, Industry 4.0, and public transportation, are selected to be modelled using
ArchiMate. This sufficient variation where four cases investigate the same type of prob-
lem. The modelling will assess the feasibility of using the provided guidelines to model
the cases and, specifically, their IoT elements. The cases will then be evaluated by both
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Table 6. Guidelines for modelling location awareness with ArchiMate

domain experts, who provided the cases but do not necessarily know ArchiMate, and
by ArchiMate experts with no prior knowledge of the cases. This limits the effects of
using only one interpretation of one single data source [24]. By considering different
viewpoints of different roles, or creating several case studies of the same characteristics,
it permits us to come to stronger conclusions.

The data collection was in the form of semi-structured interviews with experts.
The interviews were divided into several phases [24]. After explaining the objective of
the interview, some introductory questions were asked to get insight into background,
organization, and knowledge of the respondents. Then the main interview questions
were asked. For the domain experts, the questions only applied to their specific case. For
the ArchiMate experts the questions applied to all cases. The questions were based on
the study of Maes and Poels [25] who developed a model for evaluating the quality of
conceptual modelling scripts based on user perceptions based on the following metrics:

– Perceived Ease of Understanding (PEOU): it measures how easy it is to read infor-
mation and interpret it correctly. We first evaluated the PEOU without giving any
information on the language and after explaining the guidelines. We evaluated if
the experts could understand these guidelines and if they are sufficient to ensure the
consistent modelling of IoT systems.

– Perceived Semantic Quality (PSQ): it measures correctness, completeness, and
consistency, and evaluates the quality of the model perceived by the experts.

– Perceived Usefulness (PU) determines whether the model brings improvements to
the users’ job performance and facilitates communication.

– User Satisfaction (US): it measures how satisfied the experts are on the use of
ArchiMate models to represent the information that it needs to capture.
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To round up, two concluding questionswere asked about the strengths and limitations
of ArchiMate for modelling specific IoT cases.

4.2 Results

Five case-owners and three ArchiMate experts were interviewed individually, resulting
in eight interviews. Their profiles are summarized in Table 7.

As a representative example, Fig. 1 shows amodel of the Belgian train system.When
a station visitor enters the station a Bluetooth signal is sent out by a beacon. This is a
small IoT device that transmits a signal constantly through Bluetooth which can be seen
by other devices such as smartphones or smartwatches.When this signal is noticed by the
backend application, the client receives a welcome message when entering the station.
As the beacon sends out its signal every 0.5 s, it checks if the message is already sent
and if so, the process is not repeated. For a passenger to receive the message, s/he must
be logged in to the Wi-Fi network of the station. As the use of the personal location
of customers is a very delicate topic regarding privacy issues, the data storage must be
modelled properly. The location data is therefore only used for a small amount of time
and then deleted.

Table 7. Overview of the participants

Participant Sector Function Knowledge
ArchiMate (years)

Knowledge IoT
(years)

Expert 1 Industrial
environment

Managing Partner ✔ (2) ✔ (7)

Expert 2 Smart building Chief Technical
Officer

✘ ✔ (14)

Expert 3 Industry 4.0 Managing Partner
- IT

✘ ✔ (4)

Expert 4 Industry 4.0 Managing Partner
- OT

✘ ✔ (3)

Expert 5 Public
transportation

Innovation Officer ✘ ✔ (8)

Expert A Integration
architecture

Integration
architect

✔ (9) ✔

Expert B Graphical
Information
System

IT Service
Manager

✔ (8) ✔

Expert C Enterprise
architecture

Solution Architect ✔ (12) ✔
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As a representative example, Fig. 1 shows amodel of the Belgian train system.When
a station visitor enters the station a Bluetooth signal is sent out by a beacon. This is a
small IoT device that transmits a signal constantly through Bluetooth which can be seen
by other devices such as smartphones or smartwatches.When this signal is noticed by the
backend application, the client receives a welcome message when entering the station.
As the beacon sends out its signal every 0.5 s, it checks if the message is already sent
and if so, the process is not repeated. For a passenger to receive the message, s/he must
be logged in to the Wi-Fi network of the station. As the use of the personal location
of customers is a very delicate topic regarding privacy issues, the data storage must be
modelled properly. The location data is therefore only used for a small amount of time
and then deleted.

Additionally, the same signal of the beacon is also captured by the smartwatch of
train’s conductor, which sends the location to the backend application so that the backend
knows the train’s location. When, consequently, the train’s conductor indicates that the
situation is safe to leave (i.e., it is the right time, no passengers causing danger, etc.),

Fig. 1. ArchiMate model for Belgian train system with IoT (using node to model IoT devices).
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the train can be cleared to depart. Since the privacy measures in this case are covered
through the employer-employee relationship, it is less important for the model.

Perceived Ease of Use (PEOU) – Understandability. The domain experts were not
familiar with ArchiMate and therefore did not know what exactly each construct meant,
but nevertheless they could understand the models without the need to explain the guide-
lines. Even though they needed some explanation on the colors used, the domain-experts
argued that the fact that they know the case makes it easier to understand the system
modelled. However, not having a clear start or end point was perceived asmore challeng-
ing. In contrast, some domain-experts stated that thanks to the nature of IoT, it is clearer
to know where to start. E.g., Expert 1 said: “We are lucky in the case of IoT platforms
because we have a clearer start being the sensors and the end being the dashboard. So,
you know where to start and then following the business flow is easier”.

After the guidelines were introduced, it was clear that both domain-experts and
ArchiMate-experts were in favor of the use of such guidelines.Most domain-experts now
better understood theArchiMate constructs used. Besides, they also argued that the use of
such guidelines facilitates the use and creation of the models. For the ArchiMate experts
(including Expert 1), the guidelines did not change much as they already understood the
constructs used and therefore no further explanation was needed. However, all experts
agreed that such guidelines were necessary to formulate rules for model understanding
and creation so no discussion or misinterpretation can arise. Additionally, a remark
supported by all of the experts was that the proposed guidelines captured all relevant
elements for modelling IoT systems. With this Expert 3 said: “I don’t immediately see
possibilities that are missing. I think with those guidelines you can form everything you
need for an IoT architecture.”.

While the name given to a specific ArchiMate construct was considered sufficient for
understanding what it modelled, the specific construct used for modelling IoT devices
was a discussion point. This inconsistency was already observed in the literature, and
again no consensus was reached on how to model this among all experts. However, the
distinction between modelling an IoT device that contains other devices; e.g., Expert 5
says: “It is important to differentiate between a sensor and a device. Because a sensor is
going to measure things, while an IoT device is effectively the hardware that is equipped
with different sensors, but also configures data.”. The rest of guidelines were considered
clear and complete.

Perceived Semantic Quality (PSQ) - Correctness, Complete-
ness, Consistency. Almost all experts were pleased with the level of detail the models
provided.Most experts agreed that themodels were appropriate for a conceptual descrip-
tion, e.g., to communicate the overall architecture and data flow to business users at the
beginning of a project; e.g., Expert 1 said: “If I take these models and I go to a business
user with this and I start going through the flow myself and I do the explanation of what’s
happening, then he is going to be able to follow it, because he has a nice diagram where
he can go through. So, I think there’s a very big advantage in that.”Or Expert 4: “To give
a presentation and outline how the data flows through the system, I think the set-up of
an overall architecture or data architecture can be very useful.”. However, even though
most of them saw the advantages on a bigger level, some things that were relevant in
modelling an IoT system were too general. Starting with the communication protocol,
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it was the aspect which was most criticized. As Expert 3 stated: “What is particular
to an IoT architecture is the difference in communication protocols. If you start putting
an abstract layer over that, you do miss a crucial part of the IoT architecture.” Expert
C even strongly emphasized that when one wants to model network-specific function-
alities (e.g., communication networks or communication protocols) then ArchiMate is
not suitable. On the contrary, the interviewees that focused on the conceptual advan-
tages, did not see essential to specify further the specific communication protocol. A
similar criticism was stated for the gateways, which were also considered too general by
Experts A and C as confusion raised about what kind of a gateway was modelled (e.g.,
API gateways). However, the inclusion of gateways was considered relevant.

Additionally, ArchiMate lacked in modelling time-based communication such as
real-time actions according to Experts 1 and 5 or (a)synchronous communication accord-
ing to Expert C. Because IoT is sometimes characterized by delivering real-time infor-
mation, it would be beneficial to include this in the model [24]. In the domain of public
transportation, Expert 5 argued that the frequency of events influences the accuracy of
data and is therefore very important in this domain: “A measurement in the morning is
different from a measurement in the afternoon”. Besides, it also impacts the infrastruc-
ture of the cloud servers in terms of processing capacity. Expert 1 also addressed the lack
of not showing the real-time communication aspect as it has a significant impact on how
the flows are executed, but nuances that it does not really matter for a conceptual level
model. Based on the ArchiMate-expert’s opinion, it would be better to be able to show
the (a)synchronous communication in terms of IoT systems. However, they also added
that this would only be needed at a level with more technical details, as this would cause
an increase in relationships and arrows, and consequently, an increase in the complexity
of the models.

Another drawback of ArchiMate arose in the case of industrial IoT whereas the
importance of modelling redundancy was addressed by Expert 3: “the architecture must
show that once a failure in a node is detected, another will become operational, so no
information or data losses occur.”. However, he did emphasize that this drawback might
be specific to industrial IoTs and could be handled at a more technical level.

Even though there were some distinct opinions among the abstraction level towards
specific IoT characteristics, ArchiMate experts agreed that different viewpoints could
be used. To this end, the modeler can go into more detail on specific aspects of the
architecture and only show the relevant parts for those who need specific information.
As Expert C explains it: “You start from a helicopter view which is the overview, and
then you go deeper into specific parts. This way, you give the person context, and they
can follow depending on the type of person they are”.

Perceived Usefulness (PU) – Usability. Most experts agreed that the use of Archi-
Mate and the guidelines described were useful to describe their cases. They said it
improved the understanding of the cases and provided a significant improvement to tex-
tual descriptions. They also indicated that the guidelines were helpful for modelling and
understanding the business cases in a consistent manner.

Some experts indicated that different modelling languages could be used to com-
plement ArchiMate for adding details on some aspects. In this regard, BPMN was the
most used for modelling functional flows by business analysts which includedmodelling
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different states and actions and thus flowcharts (Experts 1, A and C). Whereas the UML
was more suitable for modelling more technical aspects such as an ERD for developers
or generating code directly (Experts 1, 3 and C).

User Satisfaction (US) – Effectiveness. Most experts expressed that the ArchiMate
models fulfilled their expectations and delivered a lot of possibilities toward communi-
catingwith clients, creating an overall view, and the possibility of integrating all different
layers of an enterprise into one model.

Table 8 summarizes the results of the interview according to the measured metrics.

Table 8. Interview outcomes

Expert
1

Expert
2

Expert 3 Expert
4

Expert 5 Expert
A

ExExpert
B

Expert
C

Perceived Ease Of Use (PEOU) - Understandability

Understandability before explaining guidelines

General flow ✔ ✘ ✔ ✔ ✔ ✔ ✔ ✔

Used elements ✘ ✘ ✘ ✘ ✘ ✔ ✔ ✔

Use of colors ✔ ✘ ✘ ✘ ✘ ✔ ✔ ✔

Starting point ✔ – ✘ ✘ ✘ ✔ ✔ ✔

Names used ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Guidelines explanation

Covers all
relevant IoT
concepts

✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

In favor of
guidelines

✔ ✘ ✔ ✔ ✔ ✔ ✔ ✔

IoT device options

Equipment ✔ ✔ ✔ ✔ ✔

Device ✔ ✔ ✔

Node ✔

Perceived Semantic Quality (PSQ) - Correctness, completeness & consistency

Abstraction level

General CL ✘ TL CL CL CL CL CL

Communication
protocol

✔ ✘ ✘ ✔ ✔ ✔ ✔ ✘

(continued)
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Table 8. (continued)

Expert
1

Expert
2

Expert 3 Expert
4

Expert 5 Expert
A

ExExpert
B

Expert
C

Time-based
communication

✘ – – – ✘ – – ✘

Redundancy – – ✘ – – – – –

Perceived Usefulness (PU) - Usability

Improves
performance?

✔ ✘ ✔ ✔ ✔ – ✔ –

Better than
textual
description?

✔ ✘ ✔ ✔ ✔ – ✔ –

Complementarity
with other
languages?

✔ – ✔ ✔ ✔ ✔ ✔ ✔

User satisfaction (US) - Effectiveness

Effective? ✔ ✘ ✔ With
limitations

✔ ✔ With
limitations

✔ ✔ ✔

Legend: ✔: Yes, ✘: No, - not relevant // CL: Conceptual Level, TL: Technical Level

5 Discussion

Overall, most domain-experts were pleased with the models created and the proposed
guidelines. They saw opportunities in using ArchiMate for modelling their IoT systems
at conceptual level. In addition, ArchiMate experts highlighted the possibility to exploit
ArchiMate viewpoints as a strength of the language that would allow exploring more
details for certain aspects of the design. This could positively contribute to the use of
ArchiMate in explaining the business cases and the system design to different audiences.
The models created can be used for communication even with domain experts who are
not trained in ArchiMate. This is often done so in practice when there is no time or
need to train stakeholders in the method used, and the models are primarily used to
communicate design options on a conceptual level.

Most experts highlighted the utility of the guidelines to avoid misunderstandings in
the use of ArchiMate and to have a common shared understanding of the models. All
guidelines for which there was a unique modelling choice were considered appropriate.
For Guideline 1, on how to model IoT devices, no agreement was reached by the experts.
According to theArchiMate specification, Equipment, although used frequently,may not
be correct as an IoTdevice does not processmaterials.Apossible source for the confusion
might be the Equipment symbol, which could also be understood as data processing, or
because IoT devices may be considered to process signals. Our assumption motivating
the guideline is that data transfer and processing are themain function of IoT deviceswith
regard to a digital system, and as such, we argue that Node orDevice are themost suitable
constructs to be used. We recommend using Node when the resource contains different
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physical devices (e.g., a weather station), or it is important to represent in the architecture
the software (system software) or behavior for which theNode is responsible. Otherwise,
if representing the physical resource is enough, then we recommend using Device for
simplification. For example, a weather station would be modelled as a node, containing
different devices, each representing one of the sensors installed in the weather station,
such as humidity or temperature sensor.

Based on the abstraction level of ArchiMate, contradictory answers were given by
both domain experts and ArchiMate experts on communication protocols and gateways,
considered crucial parts of an IoT system. Expert C declared that ArchiMate is not
suitable for modelling these network functionalities, however, others were pleased with
the level of detail given (Experts 1, 4, 5, A, and B). If more details are desired in a
conceptual model, we suggest addressing this by using detailed and appropriate names
containing the name of the protocol or the type of gateway. Even though this can be
domain specific (e.g., Industry 4.0, public transportation), commonalities between sec-
tors are present, and therefore the way to address these ArchiMate constructs must also
follow the proposed guidelines to eliminate inconsistencies.

If more details are necessary at a conceptual level, other complementary languages
such as UML or BPMN could be used. However, in specific domains such as Industry
4.0, where the modelling of technical aspects of OT are of high importance to IT, the
conceptual design and technical design converge inmanyways. In such cases,ArchiMate
would be less useful in discussing implementation or technical choices and alternative
modelling languages should be used. Additionally, other IoT characteristics, such as
time-based communication or data redundancy were considered to be too technical to
show in an ArchiMate model but are considered important by a few experts for a more
technical view.

6 Conclusions and Future Work

This paper has proposed a set of guidelines for systematically using ArchiMate to model
IoT systems. The case studies showed that these guidelines were sufficient and were
considered essential for creating an enterprise architecture that used IoT.

The strengths of using ArchiMate to model IoT systems included its ability to pro-
vide an overall view of an enterprise architecture, to facilitate communication among
stakeholders, and to show the operation of the system at conceptual level. The level of
abstraction in ArchiMate was found to be suitable for high-level models of IoT systems
but insufficient for deeper levels of detail. The use of domain-specific modeling lan-
guages for capturing IoT characteristics was suggested as a potential solution to address
these limitations.

In conclusion, ArchiMate was deemed suitable for modeling IoT systems at con-
ceptual level and the guidelines provided a consistent approach for this purpose. Nev-
ertheless, specific extensions might be required if more technical details need to be
modelled, like how real-time communication is addressed or the use of backup devices
for redundancy.

Future research could involve evaluating ArchiMate with a larger number of experts,
comparing the proposedguidelineswith other solutions in an empirical setting, and inves-
tigating complementarity of using ArchiMate and the proposed guidelines together with
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other modeling approaches. More specifically, the latter would address the gap existing
in in some of the current approaches that aim to support context dependance of enter-
prise designs. For example, [26] presents a proposal of capability-based configuration
of digital twins based on context data coming mostly from IoTs. In similar fashion,
[27] presents a context-based ontology for monitoring IoTs. Both approaches consider
context data coming from IoTs but they do not go into details of the solution architecture
and hence they would benefit from a complementary use of the proposed guidelines.
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Abstract. Adopting blockchain technologies in organizations has mul-
tiple implications for business models. To make adoption successful,
both the business as well as the technical perspectives must be carefully
aligned. However, understanding the impact of the technological changes
on business models is a challenge due to the technological complexity,
the lack of knowledge in the organization, and regulatory requirements.
Further, domain-specific modeling methods that inherently deal with
blockchain concepts in business models are currently missing. To address
this gap, we present an extension of the e3value modeling method to
depict blockchain-specific aspects in value networks, including the auto-
matic inference of transparency based on blockchain usage and configu-
ration. The extended modeling method was implemented on the ADOxx
metamodeling platform and applied to three exemplary use cases for a
first evaluation.

Keywords: Blockchain · Business model · Enterprise modeling ·
e3value · Value network

1 Introduction

In recent years, major advances have been made in distributed ledger technolo-
gies (DLT), commonly known as blockchains. Improvements, e.g., in transaction
volumes and energy efficiency give rise to a potential wider adoption [8,30]. The
intrinsic qualities of this novel family of technologies, such as decentralized and
tamper-proof storage [11], promise opportunities for the digital transformation
of businesses and enable new business cases. However, the successful adoption
and integration of blockchain technology in an enterprise in real-world scenarios
remains challenging. This is on one hand due to: a. the complexity and the com-
paratively low maturity of the technological ecosystem [13], as is evident by the
few standards that have been established so far, and b. by raising concerns, e.g.,
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regarding interoperability with existing IT systems or cross-blockchain opera-
tions. On the other hand, organizational barriers such as the involvement of
regulatory requirements, the availability of financial and human resources, and
insufficient knowledge about the technology in the organization requiring the
development of new skills and competencies may prevent adoption in practice [2].
A major challenge in designing and realizing a business model that reverts to
some blockchain-based system is to deal with the complexity in aligning institu-
tional, market, and technology factors [24]. This includes for example leveraging
the unique properties in the business model, the positioning on the market, and
the implementation and engineering challenges specific to this technology [26].

Techniques and methods incorporating concepts dedicated to blockchains
help to address these business challenges. However, such approaches have not
been explored extensively. Modeling support for the design and analysis of
blockchain business models is comparatively sparse [6]. For this reason, we pro-
pose a domain-specific extension of the e3value method for supporting the design
of blockchain-based business models. Thereby, an emphasis lies on the increased
transparency of blockchain-based applications and the analysis of its propaga-
tion through value networks. We consider the transparency of records as one of
the most desirable properties of blockchains from a business perspective. On a
more general level, transparency is an economic measure to alleviate the infor-
mation asymmetry between parties, ensuring that no side may have a potentially
unfair advantage due to the availability of information [22]. For example, trans-
parency of information may be offered as value proposition to customers and
partners (e.g., [3]) or to facilitate trust between parties enabling collaborative
efforts (e.g., [21]). For reducing undesirable effects of asymmetric information,
blockchains have been proposed previously, e.g., in the context of bank cred-
its [36], and commodity markets [28].

The remainder of this paper is structured as follows. In Sect. 2 we will intro-
duce foundations on blockchains and blockchain-based systems, and related work
regarding business models and the design of blockchain-based business models in
particular. In Sect. 3 we will present a domain-specific extension of the e3value
modeling method to support the design of blockchain-based business models,
which will be applied to exemplary use cases in Sect. 4. The paper will conclude
with a discussion of the approach in Sect. 5 and an outlook to further research
in Sect. 6.

2 Foundations and Related Work

In the following we present brief foundations on blockchain technologies that are
necessary for our approach, the representation of business models, and outline
prior work on domain-specific languages for blockchain-based business models.

2.1 Blockchain

Blockchain-based applications rely on distributed ledger technologies (DLT),
which store transactions between authorized parties in a decentralized, dis-
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tributed, immutable and trustful way [12]. This is achieved through so-called
consensus algorithms that guarantee the validity of transactions. Further, so-
called smart contracts may be added to transactions in some blockchains for the
decentralized execution of algorithms [1]. The access to the ledger may either
be restricted to certain parties (permissioned blockchain) or it may be openly
accessible (public blockchain).

According to the recent ISO standard 23635 on Blockchain Governance,
blockchain-based applications should follow several principles for ensuring the
effective, efficient, and acceptable use of DLT systems [23]. These include for
example the support of openness and transparency so that stakeholders can
observe and audit the dynamics of the system, the alignment of incentive mech-
anisms with the used consensus algorithms and the application’s objectives, the
provision of security mechanisms and the consideration of privacy impacts and
compliance obligations, or requirements regarding the interoperability with other
DLT or non-DLT systems.

2.2 Representation of Business Models

The concept of a business model is today commonly regarded as an integrated
view on the organization of an enterprise for contributing to the successful man-
agement in the decision-making process [38]. It includes information about the
interplay of an organization’s strategy, resources, customers, market offerings,
and revenues, as well as underlying processes and services. For dealing with
the complexity of these aspects, various approaches have been proposed. These
include formal and semi-formal representations as found in enterprise model-
ing methods such as 4EM [34], MEMO [15], ArchiMate [20], or SOM [9] as
well as specialized approaches such as e3value [18] or the business model can-
vas (BMC) [31], which is a popular but only graphical way of representing and
analyzing these aspects that can however be transitioned to a semi-formal rep-
resentation as well [37]. Whereas enterprise modeling approaches take a holis-
tic perspective on business and IT aspects, e3value or the BMC focus on the
exchange of value between actors. Thereby, e3value is a language and set of
techniques for representing and analyzing value networks, i.e., who exchanges
what kind of value with whom and what expenses and revenues are created for
each actor [18].

2.3 Languages for Blockchain-Based Business Models

Although domain-specific languages and extensions of existing languages for the
modeling of blockchain-based business models is a sparsely researched topic [6],
several business ontologies and modeling methods have been proposed. In the
following we present a selection of these works focusing on organizational and
enterprise modeling, and the representation of business models. For a compre-
hensive overview of modeling methods in the context of DLT, we refer readers
to a recent literature survey [6].
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An approach to overcome the challenges of integration and adoption of DLT
on the organizational level is to revert to enterprise and business ontologies.
The Resource-Event-Agent model [29] describes a general business ontology
about the relationships of economic concepts. In combination with DEMO, a
methodology for enterprise modeling, de Kruijff et al. described a domain ontol-
ogy for blockchains as a common terminology for business and technical actors
alike [7]. Another ontological approach has been presented by Kim et al., where
the Toronto Virtual Enterprise Ontology was extended with concepts for prove-
nance tracking in supply chains [27]. Such ontologies may then for example be
used as foundation for the design of smart contracts.

Further approaches can be found in the field of Enterprise Architecture for
depicting the integration of DLT into the IT architecture or for representing
views on the organization in relation to DLT concepts. Jiang and Ræder used
a combination of ArchiMate strategy and motivation models for modeling value
chains built on blockchain technology [25]. Another approach based on Archi-
Mate includes a holistic top-down methodology for the design of blockchain-
based applications that reverts to ArchiMate’s core layers (business, application,
technology) [3]. Thereby, business models are first explored by drafting a busi-
ness model canvas [31] and process models. The business model is then reflected
on the business layer of the integrated ArchiMate model created subsequently.
The alignment of a blockchain business model and the underlying software and
IT infrastructure was discussed in [5], where an NFT use case was modeled with
ArchiMate.

In the context of blockchain, e3value concepts have been mapped to Solidity
code constructs with the aim to generate blueprints for services [16]. In contrast,
Poels et al. [33] apply e3value to analyze the viability of DLT business cases. They
propose a model pattern to identify business cases where the implementation
of DLT could be beneficial. An extension of e3value for blockchain business
models was described by [32]. In particular, this work introduces decentralized
autonomous organizations as model element and various DLT-related attributes
to existing elements. Interactive analysis and the visualization of blockchain
value networks regarding transparency and privacy are not considered. Our work
is based on the implementation of this extension. However, the design goals and
conceptualizations differ substantially.

In summary, the representation of blockchain-based business models is not a
well-explored topic. Graphical modeling languages and tools for modeling sup-
port are in need as to facilitate the understanding of DLT on organizations. In
particular, methods for interactive analysis of transparency, data privacy issues,
and system interactions in blockchain-based business models are amiss. Rather
than creating a standalone domain-specific language to address these issues, we
propose a domain-specific extension to the well-known e3value method.

3 Extending e3value for Blockchain-Based Applications

E3value is a modeling methodology for representing and analyzing electronic
business models based on an ontology for supporting the development of e-
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commerce systems [17]. A business model is seen as a set of actors exchanging
value to increase their economic utility, thereby forming a so-called value net-
work. In the following, the core concepts of e3value are briefly summarized [18].
Figure 1 shows the basic graphical notation of the modeling elements.

Actors are independent entities that hold the responsibility to ensure their own
survival, well-being, and success—the definition of which varies for individual
actors.

Value objects are things of value, that is, something valuable to at least one
actor. Such an object can be of any nature, e.g., a physical product, a service,
currencies, an experience, etc.

Market segments present groups of actors who individually have the same
notion on the value of a value object.

Partnerships (or composite actors) are collaborations in which actors
cooperate with the goal to offer some value to other actors or market seg-
ments.

Value activities are performed by actors to increase utility, generate profit, or
advance their mission.

Value ports represent the intent to offer or accept a value object. Value ports
are either incoming or outgoing.

Value interfaces group together ports to define atomic value exchanges.
Actors, market segments, and value activities may have value interfaces, indi-
cating willingness to exchange the specified value objects. A value interface
has at least one outgoing and one incoming port.

Value transfers (or value exchanges) connect an outgoing value port to an
incoming one, representing transfers of value objects between the two ports.

SellerBuyers Actor Market segment

Manufacturing

Value activity

payment[Money]
thing[Product]

label[Value Object]

Value interface with 
out/in value ports

Value transfer

Fig. 1. Standard graphical notation of e3value showing a sample model on the left and
the graphical notation on the right.

For the development of a domain-specific extension of e3value to support
the design of blockchain-based applications we revert to the macro process by
Frank [14]. This process consists of seven cyclic phases (micro processes), provid-
ing guidelines for designing a domain-specific modeling language as summarized
in the following:

1. Clarification of scope and purpose: extension of the e3value method to support
the design and analysis of value networks involving blockchain-based software
components.
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2. Analysis of generic requirements, i.e., requirements that apply to every
DSML. We consider the generic requirements of the catalog outlined by
Frank [14]. Since our contribution is an extension of an existing modeling
language, and for the sake of brevity we omit a discussion on the generic
requirements.

3. Analysis of specific requirements, i.e., requirements that apply to the artifact
in particular. We will present these in Sect. 3.1.

4. Language specification, in particular specification of the metamodel and con-
straints: The metamodel and related inference mechanisms will be presented
in Sect. 3.2.

5. Design and documentation of graphical notation: The graphical notation of
the extensions will be shown in Sect. 3.3.

6. Development of modeling tool : The implementation is discussed in Sect. 3.4.
7. Evaluation and refinement : The extensions were evaluated and continuously

refined throughout the development against the requirements. In Sect. 4 we
show the feasibility of the extension for modeling blockchain value networks
by means of three exemplary use cases.

3.1 Requirements

At first, we derived seven specific requirements (SR1−7) for the extension on
the basis of use scenarios. This includes tasks for which the method should be
applicable, as well as descriptions of use cases that the models should capture.
The fundamental use case is based on the intended application of e3value, namely
the modeling of value networks as part of a business model. We extend this with
analysis tasks regarding blockchain specific properties and their impact on the
value network. More specifically, we were interested in depicting the diffusion
of transparency of transactions in a blockchain network. To refine and analyze
collected requirements, mock diagrams were created. This allows for example to
clarify visualization and usability concerns. The specific requirements were:

– SR1: The core semantics of e3value elements should not be altered fundamen-
tally. Users familiar with e3value should find the extension to be straightfor-
ward in its use of core elements.

– SR2: A central benefit of e3value is the comparatively low number of elements.
Thus, only a minimal set of elements and attributes should be added.

– SR3: The modeling concepts should be technology-agnostic, i.e., the domain-
specific extensions should be applicable to various blockchain technologies.

– SR4: Concepts should be provided for specific distributed ledger constructs
such as smart contracts, oracles, and decentralized autonomous organizations
(DAO) as most DLT use cases involve some of these constructs.

– SR5: Concepts for blockchain networks, sub-networks, and access control
should be provided as access restrictions on the network level determine who
can inspect or modify the ledger (public/permissioned ledgers). Networks
may be segmented to allow for more fine-grained access control, e.g., to form
complex consortia in permissioned blockchains.
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– SR6: The user should be provided with mechanisms to analyze what value
transfers are transparent to which parties through an automatic inference of
transparency across the value network – see the aforementioned ISO stan-
dard [23]. That is, a value transfer is transparent to a party (actor, market
segment, partnership) when information on the occurrence of the transfer is
visible to a party upon inspection.

– SR7: Transparent transfers on a blockchain involving some sensitive informa-
tion render a business model non-viable without the necessary precautions as
also mentioned in ISO 23635 [23]. Thus, modeling support should be provided
for detecting the exchange of sensitive information in a blockchain-based busi-
ness model.

3.2 Metamodel

The collected requirements formed the basis for the specification of the language
metamodel. For this, we reverted to the original e3value metamodel as published
in the user guide [18] and extended it with DLT-specific concepts as follows (see
Fig. 2):

– MM1: The concepts smart contract, oracle and DAO are represented as types
of the Actor class (SR4). This design choice prevented the change of the
e3value actor concept and rather extended it to preserve its original seman-
tics (SR1). Further, this allows to form partnerships of DLT actors, and
subsequently capture the structure of DAOs in detail.

– MM2: A class dedicated to representing the concept of a blockchain network
is introduced. Further, we defined two access modes, public, for networks
without any access restrictions, and permissioned, for networks where such
restrictions are in place in some form (SR5).

– MM3: Two super-classes have been added to allow for elements to be aware
of partaking networks. Notably, aggregations are introduced for grouping ele-
ments, e.g., a network groups actors.

– MM4: The relation part of specifies the participation of an element in some
network. Similarly, the carrier relation denotes that a value transfer is carried
out over the related network (SR6).

– MM5: Value transfers have been extended with three additional attributes:
The attribute Sensitive denotes that the transfer involves information that
should not be disclosed to some or all parties (SR7). Off-chain explicitly
denotes that the transfer is not carried out over a network, whether or not
the source and target would suggest otherwise. Finally, Override Network
allows to manually specify the carrier network. This is of use in complex
modeling scenarios, or when the automatic selection of a carrier network is
ambiguous due to modeling restrictions.

Deciding on the carrier network is the main concern for analyzing the trans-
parency of value transfers (SR6), as this property directly depends on the access
mode of the network. Actors with access to a network can inspect the ledger and
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all recorded blockchain transactions. The ledger of a public network is accessi-
ble to everyone, whether or not the actor directly participates in the network,
e.g., by operating a node. Participation in a network is expressed with the part
of relation. Consuming a business service hosted by a public network does not
require participation. Consequently, value transfers carried out by a public net-
work are transparent, but this property does not propagate beyond the first
value interface of an actor or market segment outside of a network.

Fig. 2. Extensions of the simplified metamodel of e3value. The colored classes and
attributes have been added. Attributes of e3value are omitted.

In a permissioned network, the ledger is accessible only to authorized parties.
As such, a transparent value transfer requires the outgoing and receiving value
interfaces to be in the same (permissioned) network. Propagating the trans-
parency property beyond the network boundary is impossible in this case. In
case multiple networks qualify as carrier, the network lowest in the hierarchy is
selected, e.g., a sub-network.

3.3 Graphical Extensions and Modeling Patterns

Of all concepts introduced by the proposed extension, only the Network class
requires a new dedicated modeling element (SR2,5). A network is thereby simply
represented as a rectangle, aggregating contained elements. A network’s access
mode is signified by a variation of the rectangle’s border style. Figure 3a illus-
trates the basic transfer patterns between actors (MM2). The notation of exist-
ing elements corresponds to the examples shown in the e3value user guide [18].
Each participation of an actor in some (sub-)network is expressed by a circular
badge in the same color as the related network (MM4). An icon is displayed that
corresponds to the actor’s type (see 3b). The individual actor types are depicted
in Fig. 3b, where a DAO is a partnership of a smart contract and an oracle
(MM1). The color of the icon relates to the main network, e.g., the network
in which a smart contract is deployed. It is impossible for DLT entities to exist
outside of a network. To make modelers aware of such an invalid placement, a
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(a) Network access modes (b) DLT actor types

(c) Invalid placement (d) Off-chain transfer (e) Sensitive transfer

Fig. 3. Graphical patterns of the extensions of e3value to support the modeling and
analysis of blockchain-based value networks.

warning symbol is displayed (see Fig. 3c). Value transfers have the same color as
the carrier network if one exists (see Figs. 3a, 3d). That is, carrier relations are
represented by matching coloring of transfers and their carrier network (MM4).
Value transfers that are off-chain ignore this coloring rule (see Fig. 3d). If a value
transfer is sensitive and transparent to all (SR7), i.e., carried out over a public
network, the transfer is decorated with a warning symbol (see Fig. 3e). Thereby,
the transfer patterns shown in Figs. 3d and 3e correspond to the metamodel
extension (MM5). Combining these features results in the five basic graphical
patterns of the transfer properties and actor types, shown in Fig. 3. These pat-
terns commonly occur in blockchain-based business models. That is, models are
a combination of these basic patterns.

3.4 Implementation

The e3value language with the extension has been prototypically implemented
using the ADOxx metamodeling platform [10]. ADOxx was chosen for its matu-
rity, acceptance in academia and industry, and suitability for prototyping model-
ing methods. Further, the implementation is based on an existing e3value library
for modeling blockchain-inspired businesses [32]. Elements containing others are
realized as ADOxx aggregations, notably actors, networks and market segments.
Thereby, a binary is inside relation is automatically derived for visually con-
tained elements. As such, the part of relation (see Sect. 3.2) needs no special
implementation. The carrier relation between a value transfer and a network
is established by an ADOxx expression attribute on the value transfer rela-
tion, which computes at run-time the information required for the display of the
graphical patterns. Actor types, access modes and some visual parameters, e.g.,
the color of networks, are implemented as user modifiable attributes on their
respective elements. The modeling library for ADOxx is openly available [4].
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4 Exemplary Use Cases

In accordance with the macro process, the extension was continuously evalu-
ated. Among other measures, the continuous analysis of use cases contributed to
refining the method. By means of three fictitious use cases that are inspired by
previous, informal discussions with industry experts, we present the application
of the extension for designing and analyzing blockchain-based business models.

Fig. 4. Value network of a tool rental service realized as decentralized marketplace. The
tool supplier operates the marketplace as a smart contract on the public blockchain
of the Ethereum mainnet. The pricing model is supported by an oracle service that
provides up-to-date regional pricing data.

4.1 Decentralized Marketplace for Tool Rental

A supplier of construction tools explores options for a tool rental marketplace for
professionals. This use case is inspired by existing tools-on-demand programs1.
In the scenario shown in Fig. 4, the marketplace is realized by a smart contract
on the public Ethereum mainnet2 blockchain, thereby leveraging an existing,
highly available and durable infrastructure. The marketplace contract contains
a registry of all tools for rental. Construction companies may acquire a personal
token for retrieving a tool by paying some amount of Ether (ETH), which is the
cryptocurrency of Ethereum. The contract supports regionally adjusted pricing.
This is achieved by fetching a regional price index for this product category
through an oracle. The tool may then be fetched with the access token from a
1 See for example the one by Hilti: https://www.hilti.com/content/hilti/W1/US/en/

business/business/equipment/fleet/tools-on-demand.html.
2 https://ethereum.org.

https://www.hilti.com/content/hilti/W1/US/en/business/business/equipment/fleet/tools-on-demand.html
https://www.hilti.com/content/hilti/W1/US/en/business/business/equipment/fleet/tools-on-demand.html
https://ethereum.org
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deposit operated in the region of the manufacturer. Further, the tools function
as smart devices, i.e., collecting data and metrics. These are used for analysis
purposes, e.g., for development or predictive maintenance. In this scenario, the
metrics are collected through the smart contract so that no central server must be
operated. Apart from technical issues, this is problematic as the metrics contain
personal information of the customer. As such, the related value transfers have
been marked as sensitive and a warning sign is shown.

In this modeling scenario, the extension offers insights that would not be
apparent otherwise: First, it is immediately clear which actors are blockchain-
based. The nature of an actor is expressed by its actor type, indicating its role
in the value network. Transparency of value transfers is automatically visualized
at design time. It is thus clear, for whom transfers are transparent and how this
property propagates. For example, everyone can inspect, what regional price
index was provided by the oracle. However, the data set used by the aggregator
to calculate the index remains unknown. Equally, the exposure of sensitive data
is evaluated at design time. This offers immediate feedback on the viability of
the business model: transmission of sensitive information over a public network
could violate regulations, cause privacy issues, or result in economic risks.

Fig. 5. Value network of a consortium for the construction project proposals and man-
agement of inspection reports using two channels.

4.2 Building Inspectorate Consortium

The building inspectorate, a government agency, wishes to modernize their IT
systems for approving construction project proposals and submitting build-
ing inspection reports. This use case is inspired by a real-world application of
blockchain in construction planning [35]. Regulations demand that these sys-
tems be kept separate. Construction companies, external inspection agencies
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and the building inspectorate form a consortium connected through a permis-
sioned blockchain using the Hyperledger Fabric platform as shown in Fig. 5. The
two services are operated as smart contracts in dedicated sub-networks, i.e., so-
called channels in Hyperledger, which only authorized consortium members can
access. As such, information in one sub-network is not exposed to another one.
This scenario does not require any kind of cryptocurrency. Instead, payments
are made traditionally, off-chain.

Here, the concept of networks and sub-networks as additional modeling ele-
ment allows to separate parts of the value network. Hierarchies of (sub-)networks
enable the modeling of complex value networks where actors may participate in
several networks, visually indicated by colored badges. This, together with the
automatic inference of the carrier network for each value transfer, clarifies value
network partitions and actor interactions at first glance. The coloring of value
transfers eases the distinction between on-chain and off-chain value transfers.

Fig. 6. Value network of a consortium for the construction project proposals and man-
agement of inspection reports.

4.3 Non-fungible Token Marketplace

So called non-fungible tokens (NFT) are unique cryptographically verifiable rep-
resentations of an underlying asset. The asset can be physical, e.g., a property, or
digital, e.g., an image. The NFT then encapsulates some type of rights transfer
of the associated asset, e.g., for digital art and photography [5]. Here, we regard
a derivation of the business model of existing marketplaces3.

Oftentimes, NFTs may be traded on decentralized marketplaces, whereby
sales and transfers of funds and tokens are handled by smart contracts. Such a
3 https://opensea.io/.

https://opensea.io/
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scenario is shown in Fig. 6. The marketplace contract is based on ERC7214, a
token standard for the implementation of NFTs for Ethereum. It handles the
creation, the so-called minting, and transfer of tokens. Additionally, it serves as
payment channel. The platform operator offers an off-chain web-based storefront
for advertising tokens available for sale. Usage of the marketplace and storefront
requires payment of a fee. When a sale closes, the token, and thereby the own-
ership of the associated digital art, is transferred by the contract to the buyer
upon receipt of sufficient payment in cryptocurrency. After deducting the plat-
form fees, funds are transferred to the seller. In summary, the business model of
the platform operator involves operation of the marketplace as a service.

Most value transfers in this scenario are carried out over the blockchain. The
e3value extension makes this immediately apparent by automatically coloring the
value transfers. Thus, one can derive implications for the viability of the business
model: blockchain transactions in public networks generally incur costs in form
of a transaction fee, required to pay for infrastructure operation. This could
discourage both sellers and buyers from using such a marketplace. Furthermore,
a traditional storefront, e.g., a website, is still required as user-friendly interface
for the customers.

5 Discussion

Value networks are well-suited for representing blockchain-based business mod-
els. There is conceptual overlap of what is represented in a value network and how
a blockchain network operates. However, considering blockchain-specific concepts
is required for facilitating a comprehensive reasoning on these business models.
The proposed extension aims to fill this gap. By reverting to e3value, a known
method for representing electronic business models, we leverage its qualities, e.g.,
the manageable number of modeling elements. As such, the method is suitable
for users already familiar with e3value. A main challenge in dealing with com-
plexities of blockchain-based business models is to convey the necessary domain
knowledge so it can be communicated among non-experts. Our method supports
this by inferring and visualizing the propagation of trust—one of the main ben-
efits organizations hope to reap by adopting DLT [2]. The modeling process can
be further simplified by reverting to basic modeling patterns, combining them
as needed to represent the business model. Through exploring various modeling
scenarios, we have found that these patterns are general and applicable in many
business cases.

The presented approach originates from the idea of increasing the trans-
parency of information through blockchain networks. The motivation behind
relies on the theory of asymmetric information [22] and the problem of incom-
plete contracts [19]. On the other hand, information transparency is a value
proposition in a business model, given its benefit for customers or partners.
While transparency of information via public records is one of the major proper-
ties of blockchain technology, only vague claims can be made regarding resulting
4 https://eips.ethereum.org/EIPS/eip-721.

https://eips.ethereum.org/EIPS/eip-721
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benefits for a particular business model without considering the network bound-
aries of blockchains. Thereby, a network boundary is defined by the hierarchical
network structure and access policies. One could argue that the former is a mat-
ter of architecture and the latter is a configuration issue, and therefore has no
bearing on the business perspective. However, designing viable blockchain-based
business models presents a significant challenge due to the interdependent effects
of business and apparently exclusive technical decisions, such as network access
policies. This further complicates aligning business and technical factors [24]. We
argue that the presented solution considers technical concepts to a degree that
results in an effectual trade-off that significantly enriches the expressiveness of
blockchain-based value networks.

This work is not without limitations: dependency paths of e3value are cur-
rently not supported in the prototype, as these are not essential for analyzing
transparency of value transfers. However, for simulating blockchain value net-
works, these would be required to relate value interfaces and coordinate their
firing. Further, value transfers do not translate into blockchain transactions. This
would be an oversimplification, as not every interaction, resulting in some value
with a blockchain incurs a transaction. That is, an occurrence of a value transfer
may represent an instance of a blockchain transaction in the network. A risk lies
in users potentially assuming blockchain transactions and value transfers to be
the same. We consider this however a training issue that we plan to investigate
in user workshops for further evaluating the method.

6 Conclusion and Outlook

In this paper we proposed a domain-specific extension of the e3value method
for supporting the design and analysis of blockchain value networks. Thereby,
an emphasis is placed on transparency as property of blockchain networks and
how this can be conceptually represented in value networks. For this, an infer-
ence mechanism visualizes the transparency of value transfers based on the car-
rier network and network access configuration. Based on the extended graphical
notation, we drafted five basic modeling patterns for blockchain-based business
models.

In future work, we plan to further evaluate the method together with domain
experts in a user study and add extensions for simulating the value transfers in
blockchain value networks as well as for supporting e3value’s dependency paths.
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1 Introduction

For decades, researchers and practitioners have debated the role of the information
technology (IT) function1 and its role in achieving strategic organizational goals [1,
2]. Recent rapid emergence of digital technologies and digital transformation have put
even more demands on the IT function such as innovation in products and services,
customer analytics, data exploitation, cost reduction and agility in response to market
demands [3]. However, with growing demands from the business, the IT function cannot
sustainably deliver value using outdated IT operating model (ITOM) that was designed
years ago to support or enable the previous business model. The concept of ITOM has
gained prominence in recent practitioner literature as a key approach for transforming
the IT function. The ITOM is defined as a blueprint of the IT function. It includes
components like organization design, IT capabilities, people, processes, technology,
sourcing, governance, architecture that all together deliver value to the organization [4].
ITOM is also referred as a bridge between the organizational strategy and its execution
[5]. Stackpole [6] argues that the current ITOMs within organizations are no longer
sufficient and suitable, and are overdue for a redesign. The organization’s evolving IT
and digital transformation needs require an updated ITOM that can effectivelymeet these
new requirements. Another argument comes from pre-digital organizations (PDOs)2

which have different maturity levels and lack innovation capabilities due to outdated
ITOMs, i.e., legacy information systems (IS), multiple IS running in parallel that needs
upgrade or decommissioning, complex IT architecture, missing internal capability for
software development [7].

Previous research on IT function transformation has primarily focused on scholarly
debates regarding individual ITOM components, such as enterprise technology imple-
mentation [8], IT leadership roles [9], IT function profiles [10], IT capabilities and
resources [11], organization design of the IT function [12], and IT agility and ambidex-
terity [2]. Contributions for a holistic view of the ITOM design and implementation
remain scarce [13], even though a need for an end-to-end ITOM design and implemen-
tation approach have been identified [14]. In particular, ITOM implementation in PDOs
has received less attention [15].

In this study, we aim to better understand the process of the design and imple-
mentation of an ITOM and to evaluate its impact on the success of the IT function
transformation. Thus, we empirically investigate the following research question:

How a multinational organization build an IT operating model in practice?
To answer this question, we conducted a case study where we analyzed the IT

function of a big Nordic-based PDO active in oil and gas (O&G) industry and producing
non-digital products. In the rest of the paper, we call this company Oil-one (pseudonym).
Oil-one is a multinational firmwith global presence, over 20 000 employees, established
more than 50 years before. Its IT function had passed the ITOM design phase and was
going through the implementation phase during our data collection. Drawing on 15

1 IT function refers to IT department of a multinational company. IT function/IT department
would mean the same thing throughout this article.

2 PDOs are defined as organizations born or established pre industry 4.0 revolution.
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semi-structured interviews, we analyzed the ITOM development and implementation
process.

The rest of the paper is organized as follows: in Sect. 2 we provide a theoretical
background by discussing the literature on ITOM and IT transformation in O&G com-
panies. Section 3 describes the research method and introduces the case study, while
Sect. 4 presents the research findings. In Sect. 5 we further discuss the findings and their
implication. Finally, Sect. 6 concludes the paper.

2 Foundation and Related Works

Wediscuss the related literature in three stages. First, we review literature on IT operating
model for IT function transformation. Second, we discuss IT function transformation in
O&G sector. Third, we look into digital transformation in O&G sector.

2.1 ITOM for IT Function Transformation

In any organization, the IT function is responsible for providing and managing software
applications, digital services, and hardware solutions to the entire organization so that
the employees can do their job [12, 13]. The chief information officer (CIO) is usually the
head of the IT function. The ITOM represents how the IT function operates and delivers
value to the business. Academics and practitioners argue that there are different ITOMs
to enable and support the business to adopt a new organizational strategy, although these
models have not been specifically called ITOMs. The dominantmodel is referred as Plan,
Build, Run (PBR) [16]. In PBR ITOM, ‘plan’ includes IT strategy alignment, relationship
management, and demand management, ‘build’ focuses on developing and deploying
applications and services and product engineering, and ‘run’ dealswith smooth operation
of IT systems [17]. Thismodel workedwell for a while, but it introducedworking in silos
and a lack of cooperation between ‘build’ and ‘run’, i.e., application development and IT
support [18]. In 2013, many firms started to change their perception of the IT function,
moving from IT support to IT-enabled business transformation [19]. This brought new
challenges to the CIOs to design and implement a new ITOM for digital [5]. Bimodal
IT, introduced by the practitioner firm Gartner [20], emerged as a new form of ITOM.
It was proposed as a transitional ITOM until the IT function becomes fully digital [2].
However, [21] concluded that designing an ITOM as bimodal IT was not a sustainable
solution, as it could introduce two different cultures, two class systems, which creates
more conflicts than solutions.

2.2 IT Function Transformation in Oil and Gas Sector

The IT function is complex also in O&G. The O&G value chain is divided in three
business streams: (1) upstreamdealingwith the exploration and production ofO&G from
onshore and offshore platforms, (2) midstream including the storage and transportation
activities, intermediate processing, etc., and (3) downstream performing the refinement,
sales and supply [22]. Although all three streams have different requirements from the
IT function, a common information system, such as enterprise resource planning (ERP)
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system, can connect them and assure efficient workflows. The implementation of an ERP
software across all streams is highly complex, which makes the work truly difficult for
the IT function [23].

According to Edmundson [24], O&G firms are consistently using technology in oil
production. They are heavily dependent on their IT function. In the absence of open
standards for O&G business processes and information flows and the lack of third-party
applications in drilling and seismic processing, the O&G IT function has internally
developed routines and software applications for the business [25, 26].

The cost cutting focus has forced the business leaders to initiate corporate transfor-
mation and IT function transformation programs [27]. For example, British Petroleum
advanced the IT function transformation in three dimensions: purpose, IT roles, and
process [28]. Furthermore, in most companies and industries, including O&G, one of
the dominant changes within the scope of IT transformation has been the change in the
design in the IT organization [29], with amore strategic approach in planning technology
investments and emphasizing the value of the IT function to the business [30].

2.3 Digital Transformation in Oil and Gas Sector

The world economic forum [31] stressed that digital transformation is affecting all three
streams of the O&G business. The most significant changes relate to digital asset life
cycle management (big data analytics, automation, connected field workers, Internet
of Things, predictive maintenance, robotics drilling systems) and circular collaborative
ecosystems (blockchain, additive manufacturing). While the end-product of the O&G
sector is not digital, the exploration, production and transportation of their products are
achieved by digital means. This has challenged the current ITOM in O&G. Existing IT
functions and their capabilities, and the current ITOM cannot implement and/or support
these modern technologies once they are deployed and operational. For example, there
is a great amount of data generated by different ERP modules, such as drilling data,
well performance management and production data, IoT on oil platforms data, but the
IT function is not designed for data management, governance, and exploitation [32].

Generally, PDOs and their enterprise information systems and ITOMs are not
designed for digital transformation [33]. O&Ghas been an asset industry, with a focus on
hardware technology. However, digitalization has increased demands in the technology
portfolio for software projects rather than hardware projects. This requires significant
efforts from the CIOs to scale the ITOM in line with the company’s digital ambition and
technology opportunities while taking into consideration the lack of talent [34].

3 Research Methods and Settings

Weconducted an interpretive case study to answer our research question,How a multina-
tional organization build an IT operating model in practice?Acase study approach offers
the possibility to capture richness of the situation under empirical investigation and to
generate insights in various organizational settings [35].Moreover, Yin [36] argues that a
case study is “an empirical inquiry that investigates a contemporary phenomenon within
its real-life context, especially when the boundaries between phenomenon and context
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are not clearly evident”. In this paper, we investigate the IT operating model design
and implementation in its practical setting. Our aim is to understand how multinational
companies design and implement their ITOM. Our case is an IT function/department
in a multinational oil and gas company, named Oil-one (pseudonym), headquartered
in a Nordic country and geographically present in all continents. We study the ITOM
design and implementation process inOil-one.Oil-onewas seen as a forerunner of digital
transformation, so its experienceswere closely followed by otherO&Goperator/services
companies in the region.

We collected empirical research data from January to August 2021.We conducted 15
semi-structured interviews (see Table 1) from Oil-one, two of whom were interviewed
twice. The initial interview was conducted with the CIO of Oil-one, who helped in
identifying other members from the IT function involved in the ITOM implementation.
The main interview topic for all interviewees was the IT transformation within Oil-one,
with particular emphasis on design and implementation of ITOM. Additionally, the CIO
and the lead of digital transformation were questioned about the value of IT within
Oil-one.

Table 1. The people interviewed at Oil-one.

Position Interactions Experience (years) Type Duration

Corporate CIO 2 >25 Video Call 58 min

Vice President IT Global
Business Service

1 >25 Video Call 65 min

Head of Transformation
Program

1 >15 Video Call 70 min

Manager IT Strategy and
Transformation

2 >15 Video Call 55 min

Digital Centre of
Excellence Lead

1 >15 In person 65 min

Agile Centre of Excellence
Lead

1 >20 Video Call 58 min

Senior Advisor IT Projects 1 >20 Video Call 55 min

IT Product Owner 1 >10 In person 50 min

IT Portfolio Lead (1) 1 >15 In person 60 min

IT Portfolio Lead (2) 1 >10 Video Call 45 min

Agile Coach (1) 1 >10 Video Call 62 min

Agile Coach (2) 1 >5 In person 55 min

Enterprise Architect Lead
(1)

1 >10 Video Call 60 min

(continued)
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Table 1. (continued)

Position Interactions Experience (years) Type Duration

Enterprise Architect Lead
(2)

1 >10 Video Call 52 min

Director IT Application
Development

1 >10 In person 60 min

All interviews were scheduled for 60min and conducted both in person and remotely
by using Microsoft Teams’ software. The actual duration for some interviews lasted for
more than 60 min. Most remote interviews were video recorded with the consent of the
interviewee. We transcribed the interviews manually. For data analysis, we used NVivo
123 qualitative data analysis tool and coded the transcribed data. To protect the privacy
of the participants, we have not used their name in the article.

We used Braun and Clark six steps for thematic analysis [37]. Table 2 illustrates the
coding process, showing how different categories have been identified from transcribed
data. Using the interview transcripts as the primary data source (column 1), we first
extracted the key ideas (e.g., Inviting external consultants to use their expert knowledge)
thatwe then coded (e.g., External consultant) and classified into categories (e.g., Building
ITOM). The coding was performed on 15+ 2 (two people interviewed twice) interview
transcripts. In total 155 open codes were generated and clustered into 17 categories.
These codes and categories were again refined and clustered several times. The coding

Table 2. An illustration of the coding process.

Raw data Key idea Code Category Theme

“So, we started to
look into this, and
we decided to get
some help from an
external company.
We had contracted
with a consulting
firm to help
Oil-one, and they
conducted quite a
thorough
interviews with
business leaders
from different
departments”

Inviting external
consultants to use
their expert
knowledge

External
Consultant

Facilitate CIO for
assessment and
design

Building ITOM

3 NVivo software https://lumivero.com/products/nvivo/

https://lumivero.com/products/nvivo/
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process ended up with the classification of finding in three major themes that we present
in the next section.

4 Findings from the Case Study

We structure our findings into three themes that correspond to the ITOMbuilding phases:
(1) analysis of the situation and business requirements elicitation, (2) analysis and design,
and (3) implementation.

4.1 Analysis of the Situation and Business Requirements Elicitation

The first set of findings concerns the situation of the IT function at Oil-one before the
implementation of the new ITOM and the motivation for building this ITOM.

Fragmented Organizational Setup of the IT Function. The organizational structure
of the IT function at Oil-one is multimodal4. It is composed of (1) Corporate IT, (2)
Global Delivery IT, (3) Business Area IT and (4) Digital unit, each of these units having
its own manager. Therefore, the IT setup was very complex in terms of the distribution
of responsibilities and reporting structure. Corporate IT was headed by the corporate
CIO and responsible for IT directives, IT strategy and IT governance. Global Delivery
IT, led by the Vice President, was part of the unit of multifunctional integrated shared
business services, and responsible for infrastructure and delivery to the rest of Oil-one
business segments. Business Area IT was led by the Vice President and was respon-
sible for applications services for different business segments. Digital unit was newly
established unit in 2017 aimed at leveraging industry 4.0 and led by the Chief Digital
Officer (CDO). The reporting structure of all 4 units explained by the Vice President:
“There is a corporate IT, setting the guidance, the governance, and the direction for
IT in Oil-One. There is business area IT, and then there is a delivery organization for
business services”.

Separate IT Transformation Projects in IT Units. Multimodal IT organizational
structure in Oil-one created many issues for the four IT units, in particular weak col-
laboration between them and unclear division of responsibilities. The overall journey of
transforming the IT function at Oil-One has been a multi-year journey started in 2014
in different IT units. Corporate IT and Global Delivery IT had launched many sepa-
rate projects to align IT units with the business. Prior to 2014, most IT services were
outsourced to an external IT vendor.

Reasons for Renewing the ITOM at Oil-One. The reasons for renewing the ITOM
included: (1) With global climate change, Oil-one’s vision shifted from oil and gas pro-
duction to renewable energy. The new business strategy focused on leveraging digital
technology and creating renewables business unit. Oil-one’s change in business strategy
required a change in IT strategy. (2) Concerns have arisen about the creation of the
Digital unit and the role of CDO in accountability and decision making. The CDO took

4 Multimodal IT function refers to more than 2 separate IT functions in an organization, led by
separate IT managers.
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the lead from the CIO for overseeing the technology venturing at Oil-one, aiming to
test modern digital technologies and their application in oil and gas sector. However, the
ownership for the new technology adoption was not transferred to the CDO. Instead, the
responsibility formaking further decisions remainedwith the corporate IT function. This
lack of accountability and decision-making authority for technology adoption created
uncertainty and questioned the relevance and of the CDO role and the existence of the
Digital unit. The main reason is that the role of the Digital unit has not been fully under-
stood by the business. This is illustrated by the reluctance expressed by the Corporate
CIO: “CDOs have tried to move into the technology area. They [Digital unit] want to
play with the technology like Artificial Intelligence and then don’t take responsibility for
it”. (3) The business has given a negative assessment of IT performance in all four IT
units, e.g., IT service delivery is very slow, cost for providing the service is very high,
and IT function is not ready for digital transformation.

Preliminary Business Requirements for ITOMRenewal. Given the current situation
of the IT function (including the four IT units), Corporate CIO held a meeting with the
business stakeholders and agreed on a business case for renewing ITOM. The main
business requirements for ITOM renewal were identified as: IT function should enable
the new business model of Oil-one, IT function becomes a business partner, modernize
the legacy system and responds faster to business needs.

4.2 Analysis and Design of the New ITOM

The ‘Reshape IT’ project was initiated by the CIO with the aim of designing a new
ITOM for Oil-one’s IT function. The project spanned from September 2017 to Decem-
ber 2018 and had two primary objectives: first, to assess the current state of the IT
function, encompassing all its units, and second to design a new ITOM. Previously, IT
transformation projects were solely led by internal IT teams, without external consulting
assistance. Given the existence of many issues concerning the perception of the IT func-
tion both within the business and among its internal units, the CIO faced a challenge in
relying solely on the internal IT team for conducting a comprehensive assessment of the
IT function. To address this challenge and gain an unbiased perspective and an outsider
view, the CIO decided to contract an external consulting firm to perform the assessment.
This offered fresh insights and impartial analysis. The scope of the ‘Reshape IT’ project
was extensive, focusing on conducting a holistic analysis of both IT and business units
(including exploration, drilling, production, subsurface, transportation etc.). The main
project activities and their outcomes are explained next.

Involvement of an External Consulting Firm and Identification of Pain Points. The
consulting firm interviewed various business stakeholders and identified several points
of pain within the IT function. This served as the basis for designing a new ITOM.
According to the feedback, the IT function was failing to meet the business expectations
in everyday IT service delivery and future digital transformation needs. The points of
pain encompassed various issues, such as instability in the IT infrastructure, concerns
about information security and business continuity, and an overall low quality of service
delivery hindering the efficiency of daily operations. The current ITOM was far from
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enabling Oil-one’s digital ambition, including digital drilling, digital well optimization,
and digital twin applications. Therewas a lack of focus on delivering end-to-end business
value from the IT side. The report concluded that to address these challenges, all IT units
should prioritize and align their efforts with the business objectives.

Reintroducing Agile/DevOps. When the Global Delivery IT unit embarked on agile
transformation journey, agile/DevOps practices were not adequately scaled to meet the
business requirements. Quoting the enterprise architect, “agile and DevOps deployment
started, but due to significant capability and build gaps, has not kept up with strategy”.
This results from several issues, such as: lack of cross functional organization of IT
teams, unclear ownership of agile/DevOps tools and process, unbalanced ratio between
product owners (POs) and IT teams with more POs than IT teams, lack of proper training
of POs on the business side, potentially impeding their ability to effectively collaborate
with the IT teams, absence of scrum master observed in daily stand-up meetings, lack
of autonomy of Agile/DevOps teams in making decisions, and unprioritized product
backlog leading to delays in delivering outcomes to the business. The issues highlight
significant gaps and deviations in agile and DevOps practices across the business. To
address them, the Oil-one IT function must redefine its ‘agile and DevOps delivery
model’.

Capability Building. The analysis ofOil-one’s digital ambition and of the current capa-
bilities of its IT function revealed a significant gap. The existing capabilities within the
IT function were insufficient to fully support and deliver on Oil-one’s digital strategy.
This indicates a need for digital talent both within IT and across the business units.
However, the recruitment process was not progressing quickly enough to bring the nec-
essary expertise. Moreover, earlier an agile approach for on-demand IT service delivery
was chosen but its service management capability turned out to be unclearly defined.
To address these issues, ‘Capability building’ needed further attention to align with
Oil-one’s IT strategy.

Legacy Enterprise Architecture (EA) and Cloud Migration. According to the EA
head,“Corporate IT has defined cloud strategy, but we’re not going to the cloud because I
see legacy architecture will slow us down”. Indeed, from a technical perspective, several
issues were identified within Oil-one’s EA and IT infrastructure. Legacy information
systems suffered from complex and poor integration. They also accumulated technical
debt, coupled with code complexity and the absence of code refactoring. The absence
of standard EA framework hindered the organization’s ability to become a data-driven
organization. Development teams were developing applications without considering the
broader technology ecosystem. There was no clear roadmap for migrating to cloud and
building a data platform. Oil-one’s offshore oil and gas platforms raised cybersecurity
concerns regarding the migration of their IS, operational technologies, and IoT to cloud
platforms. The lack of a proper standard agile architecture for legacy systems slowed
down the migration process to cloud. To address these challenges and enable a smoother
migration to the cloud, the recommendation was to prioritize the implementation of
‘enterprise architecture and digital infrastructure’.

Design of New ITOMby a Consulting Firm. Based on the business requirements and
the points of pain, the consultant proposed a design solution for the newOil-one’s ITOM.
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As shown in Fig. 1, it consists of three domains, namelyD1 – Business Requirements and
Alignment of Priorities,D2 – Core ITOM Components, andD3 – Enterprise Architecture
and Digital Infrastructure. D1 defines strategic business requirements (digitalization
readiness, cybersecurity, etc.) that the new ITOM should address. D2 introduces new
ITOM components (Product-Centric IT Organizational Design, Capability Building
and DevOps/Agile Delivery Model) in addition to the exiting components requiring
improvement (IT Governance, Vendor Management etc.). D3 is considered as an enabler
for D1 and foundation for D2 by addressing the challenges of modernization, agility,
data management and migration to cloud. While the three domains are part of the new
ITOM, their changes were split into separate but interdependent projects. Due to high-
cost factor, the consulting firm left the project and left the implementation work to the
internal IT team.

Digitalization
Readiness

Business Value
Realization

Business Continuity

Cost Reduction

Cybersecurity

Digital Ambition

D1 – Business
Requirements and
Alignment of Priorities

Foundation

D2 – Core ITOM Components

Product-Centric IT
Organizational Design

D3 – Enterprise Architecture and Digital Infrastructure

Capability
Building AccountabilitiesDevOps/Agile

Delivery Model
Cost

Transparency

Vendor
Management and
IT Procurement

Modern Application
Development and
Management

Agile
Architecture

Data-Driven
Foundation

Migration
to Cloud

Enabler

Alignment

New components

IT Governance

Fig. 1. Design proposal for the new ITOM of Oil-one.

4.3 Implementation of the New ITOM

The ‘Transform IT’ project (May 2019 – Aug 2020) aimed to implement the new ITOM,
designed during the ‘Reshape IT’ project. Implementing the initiatives in the three ITOM
domains (Fig. 1) was split among the different IT function’s units i.e., Corporate IT,
Global Delivery IT and Business Area IT. To successfully implement new ITOM com-
ponents and transform the existing ones, it was essential to foster tight collaboration
among the IT units. Rather than relying on external consultants, the decision was made
to use internal IT teams for the implementation. This approach encouraged early adop-
tion and acceptance of the changes within the organization. The main implementation
activities and their outcomes are explained next.

Alignment ofBusiness Priorities: Establishing ITHubs. To alleviate the point of pain
that the IT function is unable to meet the current and future business needs, IT hubs were
created to capture business demand and to react to changes faster. As a pilot initiative, an
IT hubwas establishedwithin the exploration department. Its ownership and sponsorship
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were entrusted to the respective department, with its Senior Vice President (SVP) taking
the lead. Experts from the IT function and the exploration department had bi-weekly
meetings to discuss ongoing IT issues and new projects where IT help was needed.
After the successful outcome and positive feedback on the exploration department’s IT
hub, more IT hubs were created, one per main business department (e.g., production,
subsurface, drilling etc.). Dedicated IT advisors from the Global Delivery IT unit were
assigned to all hubs to provide expertise on modern digital technologies relevant for the
corresponding department.

Accountabilities and IT Governance. With the new ITOM, the end-to-end account-
ability for the customer specific IT delivery was assigned to the local department, while
the corporate IT unit was held accountable for enterprise-wide IT delivery. IT delivery at
Oil-one was strategically aligned with process area (PA) and functional areas (FA). New
roles, such as PA owner and FA owner, were created. These roles were made responsible
for connecting with stakeholders, gathering their needs, creating, and prioritizing the
requirements backlog. In addition, they were responsible for aligning any dependencies
arising from cross IT hubs/departments. To gain business buy-in for digital projects,
prioritization was anchored with PA/FA owners. To ensure proper governance of invest-
ment in technology (e.g., in-house development, developing with a partner, buying off
the shelf), an explicit process was defined. It set that the investments must be justified by
data-based evidence, measurement of benefits, accountability, and appropriate reporting.

Agile/DevOps Ways of Working. Although agile transformation was initiated by the
Global Delivery IT unit with two agile delivery modes, it did not scale well with the
business. To give a rebirth to agile transformation in the IT function, long discussions
between the business department SVPs and the heads of IT units concluded that their
starting point for an agile journey would be based on ‘Transform IT mindset’. An Agile
Coach explained this mindset as follows: “… we set up some principles that were based
on Lean and Agile Principles, so it was not a pure agile manifesto, but we created
our own manifesto. And then we started with training leaders. We had a [company]
from [country] coming over to have two days training for all leaders”. Therefore, the
‘Transform IT mindset’ was basically an agile manifesto developed for Oil-one. It is
based on 5 values: business value over cost, supporting teams over managing deliveries,
empowering teams over assigning people to task, technical improvement over IT failure,
and product owner support the business capability over supporting one system. As a
first step of its implementation, the Global Delivery IT started to train leaders from
other departments on agile and lean thinking. The training was provided by an external
advisory firmwell known for its agile leadership training portfolio. The next step of agile
transformation was to form a long-term team using DevOps methodology. The adoption
of DevOps aimed to have teams able to take full responsibility for the product lifecycle.

Resource Allocation. With the emphasis on developing digital solutions and allocat-
ing resources for projects, the Global Delivery IT unit established an IT competence
center. The center was organized in several resource pools, each of them including cross
functional teams up to 50 people. A resource manager was assigned to each resource
pool. Each Oil-one’s business department was entitled to request for IT resources from
a resource pool. For each request, the resource manager would form a long-term cross
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functional team. The idea of long-term team relates to agile product development where
a team is formed for a product or a functional area. The teams are self-organization,
determination, and high productivity-driven focus on business outcomes.

Capabilities Talent. O&G industry is an asset intensive industry, requiring experts in
drilling, well construction, etc. The increasing digitalization activities require skills in
new digital technologies. To meet the competing demand for talent, the competence
strategy and career development was redefined at Oil-one. It was decided to upskill
talent internally on digital tools and technologies and hire the most demanding talent
externally to keep a good balance. Developing in-house skills was seen to increase the
employees’ ability to work and think differently and to apply digital technologies to
different Oil-one activities they already knew. For external hires, the idea was to attract
top talent with knowledge from different industries and a vision to foster innovation. To
retain talent, the Oil-one career path was defined and promoted internally.

Enterprise Architecture and Digital Infrastructure. At Oil-one, the cloud strategy
and cloud migration program were managed by the Global Delivery IT. The multi-year
program is still ongoing. As Oil-one has several on-site ERP implementations, used as
single data sources for numerous businessflows, itwas not possible to completelymigrate
to the cloud immediately. Many applications were developed and optimized for the on-
premises infrastructure, and moving them to the cloud was impossible. Consequently, a
cloud platform was built with an idea that new applications will be developed as cloud-
native applications. In four years, cloudmigrationhad advancedvery slowlydue to legacy
applications – even the IT teamhad sorted out their technical debt, performed refactoring,
and simplified complex integrations. To make the integrations between internal and
external applications and services, an application programming interface was launched.

5 Discussion and Lessons Learned

Figure 2 presents an overview of the ITOM building process at Oil-one. The figure is
reconstructed by the case study. It highlights the main actors and their activities during
the design and implementation phases of the new ITOM, leading to the transformation
of the IT function itself.

Actors and their Expertise. Although both design and implementation phases are crit-
ical for the success of ITOM renewal projects, the design phase was considered partic-
ularly demanding in terms of dedicated expertise. To deal with the risk of a bad design
possibly hampering the implementation process, hiring an external expert consulting
firm to carry out the analysis and design of the ITOM seems like a good decision. In
Oil-one, the design of the ITOMwas owned and led by the corporate CIO unit involving
key business leaders and facilitated by a consulting firm. Based on the case study and
[38], we identify the main reasons for hiring an expert firm to support the design phase:
(1) availability of expert talent having an extended knowledge from proven case studies
in various industries, (2) well defined process models and techniques for data gathering,
analysis and design, and (3) availability of advanced soft skills and trained facilitators
for group activities fostering collective intelligence.
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Fig. 2. Overview of the ITOM building process: Design and Implementation.

Analysis and Design Approach. While various data gathering and requirements elic-
itation tools and techniques exist, the case study at Oil-one indicates that the most
popular remains the one-to-one interview. Indeed, the only techniques used at Oil-one
for assessing the ‘As-is’ situation of the IT function were one-to-one interviews with
strategic business leaders, followed by an internal survey. Group techniques, such as
brainstorming, exploratory workshops or focus groups were not exploited. The issues
and the points of pain were discovered by the consultancy firm and were used to con-
stitute the basis for the ITOM renewal. The design of ITOM in three domains (Fig. 1)
addresses the challenges faced by the IT function in the former ITOM. Introducing new
ITOM components like ‘Product-Centric IT’, changes the mindset on how technology
should be built and owned in the future. We conclude from the design phase that these
domains (D1, D2 and D3) were correctly positioned to meet the requirements of the
business for the new ITOM.

Responsibility for Implementation. From our findings, we conclude that the ITOM
implementation phase is much longer journey than the design phase (see Fig. 2). It
requires commitment, ownership and tight governance from business and IT leaders.
It is the most critical phase in building a new ITOM for the IT function as the value
realization depends on its success [39]. This phase should be mainly run by internal IT
teams, that are led by executives from business and IT units with less input from external
experts. The reason of such project governance is that eventually the new ITOM will be
run and managed by the internal IT teams, and it is best to let them take control of the
activities.

Implementation Approach. The new ITOM implementation phase started with the
initiatives and projects identified in the three ITOM domains (see Fig. 1) during the
design phase. Each had a detailed implementation roadmapwith definedKPIs tomeasure
the outcomes and a product owner assigned by the corresponding business department.
As the IT function agile transformation was in focus of new ITOM, several people from
different business departments were trained on product owner role. They were assumed
to take the product owner role immediately in their department. As the pilot project using
an agile method was quite successful in the exploration department, the agile approach
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was adopted quickly. Thus, the training and the lessons learned from the pilot project
created a perception for IT managers that Agile can be scaled and adopted quickly in
other departments. However, this mindset created an additional challenge within Oil-
one. Other departments needed extra efforts to fully embrace Agile because of their
low maturity level. Finally, we emphasize on the role of communication, culture and
change management (c.f. [40]). Although different initiatives were communicated on a
regular basis, introducing new ways of working as enterprise culture was difficult. By
introducing change management skills in the IT function and business departments, the
culture part was also well supported.

6 Conclusion

In this paper, we report our finding from a case study at a big O&G company aiming to
renew its IT Operation Model. While the case study allows us to identify many digital
transformation issues, our focus is on the process of building an ITOM.Our investigation
is based on 15 interviews with various strategic and executive leaders of the company.
Due to the space limit, in this paper we could present only a superficial presentation
of issues. However, in short, we found that the process of building a new ITOM is
particularly complex and requires extensive expertise in the domain, particularly in
the design phase. Implementing ITOM in a multimodal IT setup also needs a strong
governance architecture and contribution from all departments. Lack of ownership for
activities both in design and implementation phasemay lead to unsuccessful ITOM.New
ways of working, like Agile/DevOps, require a good change management approach.
Otherwise, the organizational culture may impede their adoption.

Our study has limitations insofar as it is a single case study. Therefore, the findings
are only generalizable to similar contexts [37]. However, this work lays the foundation
to further investigation and exploration of ITOM implementation. We have already con-
ducted and plan to conduct other similar case studies in different industrial sectors to
complete the understanding of ITOM building and its practical implications.
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Abstract. In the past decade, the modeling community has produced many
feature-rich modeling editors and tool prototypes not only for modeling stan-
dards but particularly also for many domain-specific languages. More recently,
however, web-based modeling tools have started to become increasingly popular
in the industry for visualizing and editing models adhering to such languages.
This new generation of modeling tools is built with web technologies and offers
much more flexibility when it comes to their user experience, accessibility, reuse,
and deployment options. One of the technologies behind this new generation of
tools is the Graphical Language Server Platform (GLSP), an open-source client-
server framework hosted under the Eclipse foundation, which allows tool devel-
opers to build modern diagram editors for modeling tools that run in the browser
or can be easily integrated into IDEs such as Eclipse, VS Code, or Theia. In this
paper, we describe our vision for more flexible modeling tools which is based
on our experiences from developing several traditional and web-based modeling
tools in an industrial and academic context. With that, we aim at sparking a new
line of research and innovation in the modeling community for modeling tool
development practices and to explore opportunities, advantages, and limitations
of web-based modeling tools, as well as bridge the gap between scientific tool
prototypes and industrial tools being used in practice.

Keywords: Web modeling ·Modeling tool · GLSP · LSP · Language Server
Protocol · Flexibility · Deployment · Tool development

1 Introduction

Efficient techniques and platforms for the development of modeling languages and
tools, such as language workbenches and meta-modeling frameworks, have been a
research endeavor in the modeling community since decades [21,22,41]. This is not sur-
prising, because many of the innovative contributions of this community, such as new
domain-specific languages or algorithms to process or transform models, only ’come
to life’ with appropriate tool support. This tool support is not only essential for prop-
erly evaluating the feasibility and characteristics of the proposed approaches, but also
for sparking new research initiatives around this topic, allowing others to build upon
existing work. This is why, for instance, the premier outlets for cutting-edge modeling
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research (i.e., the BPM, ER, and MODELS conferences) offer dedicated tool tracks to
encourage researchers in sharing their modeling tools alongside their theoretical and
conceptual contributions. Historically, tool development workshops date back to even
2010 [31].

In recent years, there has been a trend towards migrating software development
tools (IDEs) to web-based applications and making them available as a cloud service.
Prominent examples of this are Github Codespaces and the transition from Visual Stu-
dio to VS Code. This move to the cloud was only recently transferred to the develop-
ment of modeling tools. While the strengths of web and cloud-based modeling tools are
undisputed compared to the traditionally heavy-weight desktop modeling tools [35,36],
research into their development, deployment, and operation is still in its infancy. With
Eclipse GLSP and emf.cloud, the Eclipse Foundation has provided the first important
technologies for the development of cloud-based modeling tools from scratch and made
them available as open-source libraries. With this vision paper, we aim to spark a new
line of research that explores and utilizes the many flexibility options enabled by this
new breed of GLSP-based web modeling tools.

The remainder of this paper is organized as follows. Section 2 provides background
information on how GLSP uses the concepts of the Language Server Protocol (LSP) [4]
to support the editing of graphical diagrams (i.e., models). The need for flexible web
modeling tools is discussed in Sect. 3. Section 4 then elaborates on the many flexibility
options offered by GLSP-based web modeling tools. Our vision toward flexible model-
ing tools is summarized in Sect. 5 before we conclude this vision paper in Sect. 6.

2 Background

In the following, we will briefly establish the relevant foundations necessary to under-
stand the workings of GLSP.

2.1 Language Server Protocol

In industry, tool providers are striving for making tool development increasingly effi-
cient. A modern and popular example of such an endeavor is the Language Server Pro-
tocol (LSP) [4], which evolved to be the de-facto standard for developing language
editing support in modern Integrated Development Environments (IDEs) since it was
originally introduced by Microsoft, RedHat, and Codeenvy in 2016 [5].

The core idea behind LSP is to split the traditionally rather monolithic language
implementations of IDEs into a language client, which is a user-facing generic edi-
tor, and a language server, which encapsulates the implementation of the language
smarts of a language, such as parsing, indexing, and refactoring support, in an IDE-
independent backend component. The protocol of LSP itself standardizes the commu-
nication between these two components so that the client only needs to be able to
interpret and understand the protocol instead of the specific programming language,
whereas the server can focus on the language support but does not need to consider the
specifics of the respective IDE. This reduces the complexity of realizing language sup-
port on different IDEs and opens up the development of language support in an arbitrary
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programming language, independently of any IDE into which the language shall be inte-
grated. Currently, version 3.17 of the protocol describes 40 different messages between
client and server and has an implementation for over 100 different programming lan-
guages/technologies [28,29].

Fig. 1. Overview of GLSP components and their interplay.

2.2 Graphical Language Server Protocol

Initially, LSP has only been defined and used for text-based languages. Still, it was
quickly discovered that this concept could also be applied to other areas, one of them
being graphical languages by the research community [36] and the open-source model-
ing community at Eclipse [32]. Soon after, the Eclipse Graphical Language Server Plat-
form (Eclipse GLSP) [12] has been established as an open-source project that uses an
LSP-like protocol, as well as generic framework components to enable the development
of custom, web-based diagram editors, transferring LSP’s client/server architecture for
diagrams (see Fig. 1). Thus, the server is responsible for model management, editing
logic, validation, and manipulation of the underlying model(s) and communicates via
a JSON-RPC (web-)socket to a client, which is responsible for rendering the graphical
representation of a model and handling user interactions. Besides a defined set of pro-
tocol message types, the communication between the client and the server is centered
around a graphical model, which is shared between the client and the server and which
describes the hierarchical structure and state of a diagram based on an attributed, typed
graph on a two-dimensional coordinate system. On the client, this graphical model is
rendered as an SVG element inside a browser with the help of Eclipse Sprotty1. User
interactions on this SVG graph on the client may result in GLSP actions, which are,
depending on their type, either handled locally on the client, e.g., for panning, zoom-
ing, or visual feedback, or they are transferred back to the server, e.g., to perform a
manipulation of the underlying model(s). If an action on the server results in a model
change that affects the diagram, the server processes the change in its internal model
management and eventually sends a new version of the graphical model to be rendered
back to the client to refresh the diagram view.

1 https://github.com/eclipse/sprotty.

https://github.com/eclipse/sprotty
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GLSP is under active development by the community since 2017, with the next major
release v2.0.0 (expected in late 2023). Since its inception, we observe an increasing
adoption of GLSP in industry2 and popularity3. In its current version, GLSP provides
four types of components for realizing modern web-based modeling tools (see Fig. 1):

– Server framework. GLSP provides a server framework one can use to build par-
ticular diagram servers for e.g., UML or a domain-specific graphical modeling lan-
guage on top of. Initially, GLSP was focused on supporting the Eclipse Modeling
Framework (EMF), based on which many modeling languages and their language-
specific logic are already implemented and GLSP servers have been mainly written
in Java. In the meantime, this support opened up to arbitrary model management
frameworks, whether it is EMF, a JSON file, a database or a remote REST service.
More recently, GLSP also added a framework that enables the development of GLSP
servers with TypeScript.

– Client framework. GLSP also provides a client framework. Similarly to the server
framework, one can build a particular graphical modeling language client including
the definition of the rendering with SVG, styling, and user interaction on top of the
provided GLSP client framework. As the rendering and user interaction may heavily
differ between one graphical modeling language and another, the client framework
allows users to take full control over the SVG view implementations for rendering
and enable the customization, as well as adding additional editing tools to control
user interaction.

– Protocol. The messages that can be exchanged between the GLSP clients and
servers are specified in a flexible and extensible GLSP protocol which standard-
izes, at a language-agnostic abstraction level, the communication between arbitrary
clients and servers.

– Platform integration. GLSP provides platform integrations and reusable compo-
nents that take an implemented GLSP diagram client and integrate it seamlessly into
platforms such as Eclipse RCP, Eclipse Theia, or VS Code. These components pro-
vide the clue code necessary to register an editor to a certain file type or some other
commands specific to the integrated platform. With that, GLSP aims at enabling
the integration of GLSP editors into multiple tool platforms and applications with
maximum reuse.

3 On the Need for Flexibility

The idea behind LSP and GLSP is not just driven by the goal of migrating (modeling)
tools toward a web-based UI technology stack. It aims also at breaking with mono-
lithic architectures, tight coupling with underlying tool platforms, and fixed deploy-
ment architectures (such as a desktop client or a cloud-based deployment). In fact, the
tool market in recent years has significantly changed. Instead of a single heavy-weight

2 See https://ecdtools.eclipse.org/adopters for companies that agreed to be publicly listed as
adopters alongside several more companies who do not want to be named.

3 On Github, the GLSP project has about 180 new discussion threads per year and around 1400
weekly downloads on npmjs.com.

https://ecdtools.eclipse.org/adopters
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monolithic desktop application that needs to support all possible tasks along the soft-
ware development process, users expect their language-specific tools to be compatible
and only lightly integrated with multiple tool platforms or editors such as VS Code,
Eclipse Theia, VI, or Emacs. This enables a more flexible combination of the best-
in-class components. Also, more development tools need to support both, running as
a desktop application operating on a local file system, but also being deployed in the
cloud based on ephemeral, task-, or context-specific workspaces. Users expect to click a
link, for instance on a pull request, and end up in a prepared and readily configured tool,
running in the browser, where the changes of the pull request are already checked out,
possibly pre-built, and all runtime components, such as those required for debugging or
generating and running code, are available in the cloud container, while still being able
to edit the project at hand with full editing support of a powerful IDE running in the
browser. Thus the components working on those diverse environments must be agnostic
and loosely coupled with the filesystem and their runtime (browser, cloud infrastructure,
or desktop). Any change applied by the user in this environment is eventually put into
a new commit on that pull request to store the state back into the repository. After a
task is completed, the workspace is thrown away and a new one is created for the next
task at hand. This trend, which increasingly becomes the state of the art in software
engineering, slowly arrives also in the world of modeling tools, too.

Flexibility with respect to the modeling approach itself is not a new topic,
see [19,37]. There even have been scientific workshops in the past that were dedicated
to flexible tools [31]. Within the modeling community, flexibility is often related to
informal vs. formal modeling [3,16,20,43] or the availability of multiple, stakeholder-
specific concrete syntaxes (cf. blended modeling [11,18]). Many works focus on mit-
igating the dichotomy [31,37] between very formal and powerful tools supporting
experts in later stages of engineering projects with the informal, flexible, and creativity-
fostering tools that can be used by non-experts in the earlier stages [39,42].

There is only very little research that concerns the flexibility of language work-
benches or metamodeling platforms. In most of the papers reporting such platforms,
the term ‘flexible’ [2,40] refers to the flexibility of i) supporting arbitrary modeling
languages, and ii) realizing domain-specific concrete syntaxes. FlexiSketch [42] is an
example of a tool that allows sketching models, i.e., using an informal approach to cre-
ate early designs which are then later translated into formal models adhering to a formal
modeling language. Interesting concepts for a modular composition and customization
of metamodels have been presented in [44].

What is lacking so far, and what we propose in this vision paper, is to move the flex-
ibility discussion to the platforms we use to develop modeling tools, and consequently,
to the flexibility entailed in the deployed and used tools themselves. In the next section,
we will basically take this idea of flexibility and walk through the GLSP architecture
and its components (cf. Sect. 2.2), and give some examples of where flexibility is crucial
and how it is enabled by GLSP.

4 Flexibility of GLSP-Based Web Modeling Tools

Over the years, the community around GLSP pushed toward making several aspects
of GLSP more flexible and versatile across all GLSP components (cf. Fig. 1). This not
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only involves benefiting from the full power of the web-based UI technology stack
(SVG, HTML5, CSS) for implementing modern diagram frontends, but also having
more freedom in choosing the programming language for the backend, supporting mul-
tiple tool platforms at the same time, deploying logic in the browser or in the backend,
and enabling to hook up GLSP servers with arbitrary model management backends,
such as EMF, other file formats, databases, remote filesystems or REST APIs. In the
remainder of this section, we summarize and reflect on the use cases and flexibility that
has been added to GLSP by the community based on industry needs.

4.1 Flexibility via Inversion of Control

One of the main goals of the GLSP initiative is to provide a flexible and reusable frame-
work for building graphical modeling tools that can be easily integrated into any appli-
cation frame and deployment scenario. Every aspect of the framework might need to be
extended or customized. Therefore, following the example of modern web-based tools
such as Eclipse Theia and Sprotty, an Inversion of Control pattern based on dependency
injection is used. Each GLSP component encapsulates implementation logic and ser-
vices into reusable feature modules. Modules can be extended or customized toward
the needs of a specific use case. This facilitates a composable architecture of reusable
and interchangeable components. We observe that the flexible, modular approach has
become one of the main arguments for adopting GLSP by the industry because adopters
can fully tailor the framework to their needs.

4.2 Flexibility on the Client

Recently, language workbenches and frameworks for building modeling tools, such as
Eclipse GEF, GMF runtime, GMF tooling, and Sirius, were building an increasing num-
ber of abstraction layers hiding the details of the actual user interface implementation.
While this arguably makes it very simple to get started, as technical details are hidden
away, this also hampers the power of tool developers to carefully design the user expe-
rience, often leading to generic and poor usability, as was also reported by adopters
of that technologies [1]. With the modern, web-based user interface technology stack,
including HTML5, CSS, and SVG, new opportunities for rethinking the dusty usability
concepts of traditional modeling tools arise.

With the increasing adoption of Eclipse GLSP in industry, we increasingly observed
the force driven by industrial use cases to avoid burying the user interface implemen-
tation below layers of abstraction, as was often the case in traditional modeling frame-
works, but rather empower tool developers with direct access to the excellent and well-
known UI technologies to give them full control over look and feel of their modeling
tools. This certainly does not mean having to build everything from scratch. Instead,
the reusable user interface concepts are provided as a library of shapes, editing tools,
UI components, etc., which can be used as is, but also be customized or even replaced
entirely. Consequently, in GLSP, the SVG generation and CSS styles for diagrams are
not hidden anymore behind abstract diagram configurations, but are directly exposed
in the form of reusable library components, which are open to modification in order to
give full flexibility in realizing advanced model representation and the user interaction
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by means of editing tools (cf. [9] for a taxonomy of advanced features). This decision
also enables GLSP-based tool developers to benefit from the rich set of available expe-
rience of working with languages like SVG but also to use the availability of excellent
debugging tools for these languages. Besides the SVG view implementations, adopters
of GLSP can even fully customize the editing tools of the modeling tool to account
for the particular needs of a domain-specific user group and introduce features, such
as highlighting the valid target elements after the user selected the source element of a
newly created edge, etc. The generation of SVG can even be highly dynamic (a gallery
of examples is provided online4). Recent research showed, how the standardized map-
ping of a graph model element to an SVG element can be flexibly extended by dynam-
ically adjusting e.g., the rendered i) form, and ii) content of the elements based on the
currently visible zoom level [8], see Fig. 2 for an illustration of the dynamic adaptation
of the rendered model in the GLSP client contingent on the current zoom level5.

(a) (b) (c) (d)

Fig. 2. Dynamic GLSP-client side rendering.

Lastly, several use cases raised the need for adding additional UI controls, imple-
mented in plain HTML, CSS, and JavaScript, on top of the diagram. This allows adding
controls, e.g., for enabling or disabling certain filters or for editing certain aspects of
the model with web forms or complex text boxes after, for instance, selecting a diagram
element.

4.3 Flexibility on the Integration

Based on our experience, flexibility also matters when thinking of integrating the GLSP-
based diagram editors into a tool platform like Eclipse, VS Code, or Eclipse Theia.
With GLSP, there is a clear separation of concerns in place where the diagram edi-
tor is kept entirely platform-independent and only integrated via platform-specific glue
code, which in turn interfaces to the platform’s native APIs. From this separation of
concerns follows that a GLSP tool developer can not only use the diagram editors with
maximum reuse across multiple tool platforms but also benefit from the full power of
the platform’s native APIs to implement a seamless integration between the editor and
the tool platform, including populating error markers to the platform’s problems view,
allowing navigating across views and editors to diagram elements, etc.

The architecture of this separation is schematically illustrated in Fig. 3 for Theia
and VS Code. The GLSP diagram client exposes an interface to which an extended

4 https://www.eclipse.org/glsp/gallery/.
5 Semantic Zoom video: https://www.youtube.com/watch?v=iBs-fGwq15Y.

https://www.eclipse.org/glsp/gallery/
https://www.youtube.com/watch?v=iBs-fGwq15Y
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Fig. 3. Flexible platform integration of GLSP diagram editors.

and customized Theia or VS Code integration, which builds on the native Theia or
VS Code integration, needs to bind. These integrations allow replication for other plat-
forms. The flexibility here is just as important as the diagram itself because a good
workflow and a good modeling tool do not start and end at the borders of a diagram
editor, but rather span the entire flow when the user opens the tool and works through
their process throughout the tool.

4.4 Flexibility in the Protocol

A core enabler of the flexibility of GLSP-based modeling tools is the protocol that is
being used to coordinate the GLSP clients with the GLSP server. This protocol shares
the fundamental idea behind the Language Server Protocol (LSP) [4] and is designed to
cover the most common actions adhering to graphical diagram editors out of the box.
As diagram editors are usually very specific in their interaction and capabilities though,
it is worth noting that the protocol is intended to be enhanced with custom actions,
which can either be sent from the client to the server to, for instance, execute some
model processing on the source model or to notify the server about UI events in custom
UI controls. Likewise, the server can define custom actions to send to the client, e.g., to
inform the client about validity checks or about additional domain-specific information.

Another flexibility enabled by the protocol is that it abstracts away from the underly-
ing technologies used to implement the GLSP client and GLSP server. This enables the
development of further client and server frameworks in different technologies – some-
thing we see now with the new TypeScript-based GLSP server framework alongside the
existing one for Java. Here is where we see that GLSP further inherits the strengths of
the LSP where we recognize an increase of available LSP clients6, LSP servers7, and
LSP Software Development Kits8. It would be surprising to not see similar develop-
ments surrounding GLSP in the near future.

6 https://microsoft.github.io/language-server-protocol/implementors/tools/.
7 https://microsoft.github.io/language-server-protocol/implementors/servers/.
8 https://microsoft.github.io/language-server-protocol/implementors/sdks/.

https://microsoft.github.io/language-server-protocol/implementors/tools/
https://microsoft.github.io/language-server-protocol/implementors/servers/
https://microsoft.github.io/language-server-protocol/implementors/sdks/


A Vision for Flexible GLSP-Based Web Modeling Tools 117

Fig. 4. Flexibility in model management.

4.5 Flexibility in the Model Management

Flexibility in model management was a huge objective with the 1.0 release of GLSP. It
is now the developer’s choice how to realize model management, i.e., to decide which
format to use, which framework to use, whether it is local or remote, and whether it
is realized as a shared service across users or isolated. This flexibility certainly entails
additional implementation effort for specific model management frameworks, as model
commands, loading, and saving models are inherently specific to the used model man-
agement. To mitigate this effort, GLSP with its 1.0 release pulled out the generic imple-
mentations into reusable model management modules to simplify writing GLSP servers
that interact with EMF, JSON, and emf.cloud9. This flexibility not only supports the
migration of existing tools into GLSP but also prevents a lock-in in the future.

Eventually, this also enables model management reuse across multiple deployments
and in different platform integrations. For example, a local tool can interact with the
local file system while when integrated into a web application, the same tool, with just
a replaced model management module, can use a shared model management or a shared
model server where several people can have read/write access.

GLSP comes now with the emf.cloud model server component which enables mul-
tiple widgets in the modeling tool to interact with the same underlying model. The
emf.cloud model server essentially provides a component that loads and manages these
runtime states of the model so that they can be then interacted with from different
widgets with different services like GLSP editors, JSON forms, and LSP editors (see
Fig. 4). They all manipulate overlapping parts of the same underlying model and the
model server encapsulates these model states and ensures consistent collaborative mod-
eling using multiple forms/widgets.

9 https://github.com/eclipse-emfcloud/emfcloud-modelserver.

https://github.com/eclipse-emfcloud/emfcloud-modelserver
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4.6 Flexibility in Model Representation

In addition to flexibility in model management, flexibility in model representation is
also often required. In many modeling languages there is not necessarily a one-to-one
relation between the source model and its graphical representation (cf. the discussions
surrounding multi-view modeling [34] and blended modeling [11]). A common require-
ment is the support for different views or projections of the source model i.e., different
graphical representations for the same underlying source model (and metamodel) [10].
In addition, the source model might be composed of a set of submodels.

To facilitate this representation flexibility, GLSP comes with the concept of ‘dia-
gram types’, which translate to views, and offer full flexibility in how to integrate them.
For example, separate GLSP editors, one for each diagram type, which are only inte-
grated via client actions (e.g., navigation between different representations realized by
the individual editors). Alternatively, one GLSP server can support two (or more) dia-
gram types with one shared data or with multiple source models.

4.7 Flexibility on the Server

Due to the clear protocol-based separation between the client and the server, tool devel-
opers can choose to write their GLSP servers in any programming language as long as
they adhere to the defined protocol. However, writing servers from scratch entails quite
some effort. GLSP, therefore, provides server frameworks that already cover all generic
features and also provides supporting libraries to implement the diagram-specific func-
tionality.

At its inception, GLSP only provided a Java-based server framework. With GLSP
1.0, however, a framework for TypeScript has been added, which gives tool developers
the flexibility to choose what is the best fit for their project without the penalty of having
to implement a server from scratch. The TypeScript-based server framework has sig-
nificant advantages for use cases where one is targeting a VS Code or non-cloud-based
Theia platform, as these already come with the nodejs runtime and, thus, don’t entail any
additional runtime requirements, such as a Java Virtual Machine, on the user’s machine.
Moreover, a TypeScript-based GLSP server leads to a more homogenous development
stack alongside the TypeScript-based client.

4.8 Flexibility in Deployment

The GLSP architecture and the flexibilities discussed at the outset, especially on the
server and the model management, enable high flexibility with respect to the deploy-
ment of GLSP-based modeling tools. Figure 5 illustrates common deployment options
observed in the industry. Note that this illustration is not aimed to be comprehensive
and further options are likely possible. The deployment options are clustered along
three decisions: i) which tool integration to use?; ii) which GLSP server framework to
use?; and iii) which model management framework to use?

From a runtime perspective, one can further decide whether the components run
in their own, separate processes, in one single process, or even in separate containers,
which is particularly valuable in a cloud infrastructure scenario. While in Eclipse it
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Fig. 5. Flexibility in deploying GLSP-based modeling tools.

makes sense to have everything running in one process if your server is Java-based, in
VS Code, extensions typically run a separate nodejs process. In a Theia cloud deploy-
ment, one can deploy a separate Docker container and even go as far as extracting
the model management into its own potentially shared container. Eventually, having a
TypeScript-based server even enables lightweight deployment scenarios, in which no
separate process and no cloud infrastructure is required at all and the entire GLSP edi-
tor, including the client and the server, is running in the browser only.

5 The Vision for Flexible Web Modeling Tools

This vision paper aims to spark attention to the possibilities offered by highly flexible
platforms like Eclipse’s Graphical Language Server Platform (GLSP) and the web mod-
eling tools built with them. The modeling community has a long tradition of developing
modeling tools. However, often these innovative tools remain on a scientific prototyp-
ical level [33] and only a few of them, e.g., Papyrus [24], reach a maturity level that
qualifies for wide-spread educational and industrial application. Based on our expe-
rience, we believe one aspect that results in this situation is the fact that traditional
metamodeling platforms do not rely on standardized, extensible, and open technolo-
gies and protocols—or, if so, they hide them behind some layers of abstraction to ease
the development for tool developers with less software engineering experience. More-
over, often they do not naturally adopt a modular approach, once the development is
concluded, a packaged final product is compiled which hampers extension and inter-
operability. This lack of flexibility in traditional tools is what often causes the lack of
maturity and widespread use. In the context of web development and web-based mod-
eling tools, however, such flexibility is invariant for longevity. This is why we believe
platforms such as GLSP will have a prosperous future—with flexibility and modularity
built in.

We believe with the uptake of platforms like GLSP it is now time to move forward as
a community and bridge the gap between academic prototypes and modern industrial
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tools. With the flexibility of this new breed of modeling tool development platforms,
researchers and engineers are now able to start from standardized base (web) technolo-
gies to realize state-of-the-art tools, with full control over many aspects, from usability
to model management, to explore and facilitate innovative approaches to modeling lan-
guages and tools. The use of standard open-source technologies should also account for
sustainability and mitigate the lock-in effect which is particularly harmful in a scientific
environment.

An open and interesting endeavor toward the realization of this vision is to bring
the existing tools and the vast amount of powerful EMF-based technologies to this
web-based modeling technology stack. For GLSP, this problem has been mitigated in
so far, as with the EMF model server in emf.cloud, there is a component ready to use
that can be likely equipped and extended with the power of the EMF ecosystem. Still,
there is lots of room for research and innovation towards easing the transition, pro-
viding modern and responsive front-ends to existing EMF technologies, such as EMF
Compare, model query and transformation approaches, model refactoring, and many
great achievements of the modeling community. For all those approaches, we would
be thrilled to see not only a one-to-one migration but also a re-evaluation of how the
usability and flexibility of those approaches can be enhanced based on the power of this
new web-based technology stack.

To learn from existing solutions and to not re-do the same mistakes from the past, it
would be also essential to establish a broader open knowledge base of best practices and
successful tool developments with GLSP [26]. With the further maturing of the tech-
nologies and the increasing attention by the community, we expect this is just a matter
of time. Given that GLSP has this clear separation of concerns, such a knowledge base
or a source code repository would greatly foster reuse across modeling tools. Therefore,
existing high-quality solutions can be easily injected and reused for common require-
ments while unique features of a specific modeling tool can still be customized to the
highest extent.

The open and flexible architecture of these new breeds of modeling tools also
enables the efficient injection of external functionality and features that are also built on
base web technologies. For example, existing frameworks for testing the accessibility of
web applications can now be adapted to test modeling tools with respect to their acces-
sibility for modelers with disabilities – a topic mostly ignored until now with increasing
importance. Moreover, the open technology stack also eases the reuse and injection of
AI/ML solutions to support downstream conceptual modeling tasks like model pattern
discovery [15], domain classification [25,38], model completion [7], refactoring [23],
repair [14], and model transformation [6]. All this should ease the realization of smart
modeling assistants [13,30].

To realize this vision, it is essential, that the modeling community further strength-
ens the links to industry and open-source communities, such as the Eclipse GLSP com-
munity. By increasing collaborations, researchers can gain access to the needs of the
industry while the platform vendors can learn from the innovative approaches devel-
oped in academia and support translating them into common platform features.
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6 Conclusion

In this paper, we envisioned the future of much more flexible web modeling tools. Using
the Graphical Language Server Protocol (GLSP) platform as the currently most promis-
ing modeling tool development platform, we elaborated in detail on the many facets of
flexibility that are enabled by this new breed of tool development platforms. Obviously,
our presentation is focused on the concrete flexibility enabled by GLSP. However, as
GLSP heavily utilizes standardized web technologies and communication protocols,
and architecturally aligns with state-of-the-art approaches for textual language engi-
neering (LSP) [17], we believe many of the presented flexibilities can be translated to
other, future web modeling tool development platforms we are not aware of today. By
moving from proprietary technologies toward standardized open-source web technolo-
gies, the tools developed by the modeling community can eventually bridge the current
gap between academic prototypes and modeling tools used in industry. This may also
foster collaborations between the modeling research community and practice [27].
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Abstract. Behavior-Driven Development (BDD) refers to an agile
development practice to express the fulfillment of a requirement often
depicted in a user story. BDD is meant to facilitate the understanding
of how to properly execute requirements among role-divergent stake-
holders in a software project. In that way, the development team avoids
an excessive focus on coding at the early requirements definition stage
and can focus on truly capturing the features and behaviors that are
expected by the end-users. In BDD, user-driven scenarios are written
in structured natural language following a defined template. Notwith-
standing, not much attention has been placed in the literature in terms
of defining/studying the quality aspects of the written BDD scenarios;
therefore, practitioners tend to use the technique in an ad-hoc manner.
In this study, we explore the quality attributes assigned to a well-written
BDD scenario. We refine an existing framework by establishing formal
definitions for each of the scenarios’ attributes, study their applicabil-
ity through real BDD scenarios, and link them to the quality attributes
appointed to user stories. We then develop and present an experimental
Computer-Aided Software Engineering (CASE) tool that helps practi-
tioners assess the quality of the BDD scenarios through the automated
evaluation of a set of conforming quality attributes namely Uniqueness,
Essentiality, Integrity, and Singularity. We further validate the frame-
work and the tool by collecting two expert opinions.

Keywords: Behavior Driven Development · BDD Quality Attributes ·
User Story

1 Introduction

Within a typical agile software development process, a product backlog is an
ordered list of items or tasks, prioritized in a way that maximizes the value the
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software product delivers [16]. For the sake of coherency, a common way to write
the description of a product backlog item is to use user stories [3,15]. These are
structured statements (e.g., As a 〈type of user〉, I want 〈goal〉, so that 〈some
reason〉) that define information about what the user expects from the to-be
software (i.e., requirements).

Despite their popularity, user stories do not sufficiently detail how the require-
ments that they express can be validated, so it is often convenient to comple-
ment them with test documentation techniques (see, for example, Test-Driven
Development [1], and Acceptance Test-Driven Development [11]). In Behavior-
Driven Development (BDD) [12], one of such testing techniques, a number of test
scenarios can be defined for each user story in the project, to provide an addi-
tional explanation of the behavior of the feature from the end-user’s perspective.
Indeed, BDD scenarios constitute a way of ‘executing’ a requirement; this means
that the system under development should effectively support the BDD scenario
for the requirement depicted in the corresponding user story to be marked as
validated and complete. Only then the requirement can be integrated into the
deliverable release conceded to the users at the end of the sprint.

There are some studies that focus on assessing the quality of user stories. We
can notably mention the Quality User Story (QUS) framework by Lucassen et
al. [9,10] which means to assess the quality of user stories based on a collection
of attributes studied on a syntactic, semantic, and pragmatic level. We can also
mention the Unified User Story Template by Wautelet et al. [23,24] meaning to
increase the quality of the writing process for user stories by offering a guiding
template with specific explications of its incorporating terms. Also, Wautelet et
al. [22] evaluate the impact of the user stories quality on the ability to understand
and structure software requirement and conclude on a positive impact. However,
to the best of our knowledge, there has been limited research on how to write
qualitative BDD scenarios or evaluate their quality once they have been written.
The present study not only leverages the existing literature to investigate what
quality attributes are assigned to a BDD scenario; it is also meant to extend
such literary works by studying how quality attributes that enhance the user
story format can be applied in the field of BDD. Since both techniques exploit
structured natural language but more work has been done on user stories, and
given the fact that BDD scenarios are mostly written in conjunction with user
stories, it makes sense to evaluate the extent to which the quality attributes
of user stories fit the field of BDD scenarios’ definition. We aim to build and
formalize a consolidated list of quality attributes that practitioners could use
when writing BDD scenarios. For this reason, a primary list is being built out
of BDD literary works (we mostly rely on the works of Oliveira et al. [13,14]).
Then, a comparison is made with a list of quality attributes assigned to user
stories as described in the study of Lucassen et al. [9]. Finally, we develop (i.e.,
code and test) an experimental Computer-Aided Software Engineering (CASE)
tool to help a requirements test engineer to assess the BDD scenario qualities
and manage the quality flaws in a semi-automated manner; this means that the
tool can autonomously identify some quality issues by pointing out the BDD
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elements that need further evaluation. This way, the quality of BDD scenarios
can be improved. For further validation, we interview 2 experts in the field of
requirements engineering and ask them to provide feedback on our framework
and CASE-tool.

Overall, Sect. 2 shortly describes BDD as well as the state-of-the-art in search
of quality when writing BDD scenarios. Section 3 describes the research app-
roach. Section 4 and Sect. 5 present the main contributions: first, we collect BDD
quality attributes and accompany them with formal definitions to refine the
existing ones found in the literature; we also evaluate them on BDD scenarios
from a dataset. Second, we survey the link between the quality attributes of user
stories and BDD scenarios. Third, we provision an experimental CASE-tool that
implements the automatic evaluation of defined quality criteria and is meant to
support BDD practitioners. Lastly, Sect. 6 concludes the paper and discusses
limitations and future research directions for this study.

2 Background

2.1 A Generic Overview of BDD as a Testing Practice

To reiterate, BDD can be characterized as a customer-oriented practice of test-
ing the validity of requirements when the latter are usually collected in the form
of user stories. Hence, its deliverables (BDD scenarios) should be easily read and
understood by non-technical stakeholders participating in a new software project
[2]. In other words, BDD is purposed to ensure that the real objectives of stake-
holders are met by the delivered software [17]. For that purpose, BDD employs
tools like Cucumber1 or Jbehave2 that are used to automate acceptance tests
or, more precisely, to turn them into executable specifications of the collected
requirements [21]. Cucumber employs the Gherkin language format that struc-
tures BDD scenarios around 3 concise dimensions, namely the GIVEN, WHEN,
and THEN. The overall benefit of the particular language format is that it pro-
duces a non-technical and comprehensive syntax. Essentially, these 3 dimensions
are meant to communicate that given a particular context describing the sce-
nario, when an event is triggered by the user or the system, then we should be
expecting a specific system outcome. Ideally, scenarios are written in conjunction
with their corresponding user stories to have an agreement with the user on the
requirement and its validation. In Gherkin specifically, requirements and their
corresponding scenarios are clustered around a particular feature and grouped
into a single text file (i.e., the feature file). In the end, Cucumber verifies whether
the software conforms with the described specification and generates a report
indicating success or failure for each scenario. Figure 1 visualizes the conventional
format for user stories and BDD scenarios.

1 https://cucumber.io/.
2 https://jbehave.org/.

https://cucumber.io/
https://jbehave.org/
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Fig. 1. User Story and BDD Scenario template (from: [17]).

2.2 Related Work on Improving the Overall Quality of the BDD
Process

Tsilionis et al. [19,20] furnish a specific ontology that performs a visual asso-
ciation between the dimensions of user stories and their corresponding BDD
scenarios. These studies are ultimately providing a unified template that entails
a specific set of concepts along with their semantic description that could serve
as a guiding aid for agile practitioners to write better BDD scenarios. Although
these studies are meant to augment the rigor within the entire BDD scenarios’
writing process, quality issues within the scenarios are not explicitly addressed.
Similarly, Heng et al. [6] extend the previous studies by linking the BDD-based
ontology with the one for user stories depicted in [23,24].

Gupta et al. [5] describe a methodology that starts from BDD scenarios
to complement the information provided in user stories. Their work essentially
employs Natural Language Processing (NLP) techniques with the ultimate goal
of generating conceptual models out of specific BDD scenarios. Similarly, Snoeck
et al. [18] use BDD scenarios and user stories as input to (at least partially) gen-
erate an (object-oriented) software architecture within the Merode framework.
Once again, these researches study the linkage between user stories and BDD
scenarios but from a software architecture perspective. In that aspect, quality
attributes, as such, are not specifically addressed.

Oliveira et al. [13], in their quest to define a qualitative BDD scenario, they
used the BABOK framework [8] and the INVEST criteria [21] to come up with an
initial list of attributes for BDD scenarios. This list was subsequently refined with
the help of 8 novice practitioners, yielding the following attributes to describe a
qualitative BDD scenario: (i) Concise (being to the point), (ii) Testable (having
a single goal), (iii) Understandable (incorporating a consistent use of business
terms and outputs), (iv) Unambiguous (validating a single action), and (v) Valu-
able (clearly stating its purpose). The aforementioned quality attributes were
further refined in the study of Oliveira et al. [14] as the authors conducted a
larger number of semi-structured interviews with 18 BDD practitioners. As a
result, the last study considers a BDD scenario as qualitative when it is:

(i) Unique: Testing something fundamentally different to other scenarios;
(ii) Integrous: Respecting the GIVEN, WHEN, THEN dimensions;
(iii) Essential: Avoiding unnecessary steps;
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(iv) Singular: Having a single purpose and demonstrating this purpose clearly;
(v) Complete: On the scenario level, presenting all the information needed

to understand and follow the corresponding steps. On the feature level,
providing enough coverage for all the scenarios in a feature file to test a
specific feature;

(vi) Clear: Avoiding vague statements, excessive details, and technical jargon;
(vii) Focused: Being declarative rather than being imperative;
(viii) Ubiquitous: Incorporating a consistent use of business terms.

Lastly, Binamungu et al. [2] used the quality attributes of Oliveira et al. [14]
as inputs to propose a list of principles for assessing the quality of BDD suites
aggregated at the level of the feature-file.

3 Research Objectives and Method

This research follows the paradigm of Design Science [7], which is not meant
to find an underlying truth in reality but rather to develop an artifact that
is useful in helping solve a problem that has been identified in the real world.
Conventionally, Design Science Research (DSR) projects should identify and
articulate a distinct number of research cycles. We briefly document how such
DSR cycles are presently instantiated.

3.1 Relevance Cycle

The Relevance Cycle initiates the research by addressing a particular domain
opportunity (or problem) as well as assessing how the design artifact can improve
the environment [7]. With this frame of reference, the identified challenge within
the presently-studied field is the lack of adopted rules and consistency in the
evaluation of quality for BDD scenarios. Such scenarios are written with various
quality levels by practitioners and this jeopardizes the harmonization of commu-
nication between various stakeholders while hurting any automation effort for
acceptance testing. We are thusly trying to address this problem by providing an
evaluation framework to guide the quality attribution within the BDD writing
process. The term ‘quality’ will be used here in the same manner as defined in
the works of Oliveira et al. [13,14]. Furthermore, a CASE-tool that could identify
any conformance of the BDD scenarios to specific quality attributes in a semi-
automated manner, or at least provide support in the process, is an identified
opportunity. In line with this, the main research question that we aim to address
is the following: How can we write a qualitative BDD scenario as well as assess
and improve the quality of an existing scenario in a semi-automated manner?

3.2 Rigor Cycle

This cycle is meant to elaborate on the appropriate theories and/or methods
for constructing the artifacts that are meant to support the augmentation of
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the domain knowledge [7]. In this light, we take the quality attributes for BDD
scenarios by Oliveira et al. [14], as presented in Sect. 2.2, and try to challenge
and map those attributes with the ones defined for user stories in the work
of Lucassen et al. [9]. We essentially use the aforementioned (and rigorously
validated) frameworks as groundwork to build our study. We then investigate
how we can adapt the components of the AQUSA tool (this is a CASE-tool
presented in the work of Lucassen et al. [9] to evaluate the quality attributes of
user stories) in order to make it conformed to BDD scenarios.

3.3 Design Cycle

The Design Cycle is meant to zoom in on the process of constructing and eval-
uating artifact(s) [7]. Section 4 is meant to partially materialize this cycle; this
happens with the elaboration of an evaluation framework that enhances the
quality attributes presented in previous studies by (i) accompanying them with
rule-based expressions, (ii) confronting them with real BDD examples, and (iii)
comparing them with the quality attributes for user stories. Section 5 is meant
to complete the materialization of this cycle. This happens with the presenta-
tion (and testing) of a CASE-tool that aims to assist with the evaluation of
the conformance of rule-based quality criteria for BDD scenarios from a given
dataset.

4 Evaluation Framework for BDD Scenarios’ Quality
Attributes

This section describes the set up for the development of the custom framework
for the evaluation of the quality of BDD scenarios. To reiterate, we take the
quality attributes presented in Oliveira et al. [14] and further elaborate on how
to concretely apply such attributes in real BDD examples. These examples are
essentially instances of a dataset3 meant to test an experimental CASE-tool. In
parallel, we try to bring an extra level of rigor in the whole process by trying
to map the quality attributes described in the study of Oliveira et al. [14] to
the ones defined in Lucassen et al. [9] to evaluate whether (and how) quality
attributes from user stories can be applied in the context of BDD scenarios; this
process is being exemplified below. Next, we overview how some of these quality
attributes can be supported by a CASE-tool (see Sect. 5).

In general, a BDD scenario μ, contains three elements represented as triples μ
= 〈 c, e, o 〉, where c denotes the context, e the event, and o the set of outcomes.
A set of scenarios in a feature file is denoted by S = {μ1, μ2, .., μn}. Ultimately,
the aggregation of the feature file with its corresponding user stories define the
requirements for a specific feature of a software product. In the remaining of this
section, the 8 quality criteria presented in Sect. 2.2, will be more formally defined
and checked in terms of their proximity to those quality attributes presented in
the QUS framework [9].
3 The build-up of the dataset and the CASE-tool are being concretely described in

Sect. 5.
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4.1 Uniqueness as Quality Attribute and Correspondence to QUS

Starting from the definition given by Oliveira et al. [14], we describe presently
a BDD scenario as unique if it lacks any complete duplicate or semantically
identical scenario within a specific feature file. The logical negation of this cri-
terion stipulates that, within a feature file, there are 2 scenarios can either be
full-duplicates or semantic duplicates. In other words, a BDD scenario μ1 is con-
sidered a full-duplicate of scenario μ2 when μ1 and μ2 are completely identical.
Contrastignly, a BDD scenario μ1 is deemed a semantic duplicate of scenario μ2

when μ2 employs a different event e or context c to achieve a similar outcome o
as μ1. In this case, the outcomes o1 and o2 are either identical or semantically
equivalent. To provide some examples from our dataset:

μ1: GIVEN that I am logged into the system as “user1”, WHEN I update my
language to “Polish”, THEN my default language should be “Polish”.
μ2: GIVEN that I am logged into the system as “user1”, WHEN I update my
language to “Turkish”, THEN my default language should be “Turkish”.
μ3: GIVEN that I am logged into the system as “pdavis”, WHEN I update
my language to “Italian”, THEN my default language should be updated to
“Italian”.
μ4: GIVEN that the user is in the settings page, WHEN (s)he updates the lan-
guage to “Italian”, THEN the default language should be updated to “Italian”.

Although the aforementioned examples are not full duplicates, they are all
used to describe the same feature, namely the ability of a user to change the
default language settings in a system. Examples μ1, μ2 and μ3 are semantic
duplicates and they should be detected as such since they are showcasing an
identical outcome but using different narratives in their event dimension. How-
ever, μ4 should not be detected as a duplicate because it incorporates a set of
preconditions (which are not present in the other 3 scenarios) that have to hold
true to be able to change the systems’ language settings.

We instantly record a similarity in the way uniqueness is framed above for
BDD scenarios and the way it is described in the study of Lucassen et al. [9]
for user stories. The latter associates the uniqueness attribute with the ability
to render 2 user stories conflict-free. In the following example, the convoluted
Epic US: As a visitor, I am able to see a list of news items, so that I stay up
to date could be improved in quality by providing specific and conflict-free user
stories such as US1: As a visitor, I am able to see breaking news and US2: As a
Visitor, I am able to see sports news.

There are methods that can help detect conflict-instigating user stories in
a project. For example, Duszkiewicz et al. [4] elaborate on a tool employing a
cosine similarity index to evaluate the proximity of 2 or more user stories in a
defined backlog. In the context of BDD scenarios, we propose to investigate the
satisfaction of the uniqueness attribute in two levels: first, we can implement a
primary check on the titles of the scenarios in a feature file. In the case that
2 or more titles are full or semantically equal, this is a sign that the unique-
ness criterion is not satisfied. Secondly, we can delve into the scenario level to
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investigate whether 2 written scenarios in a file are semantic or full duplicates.
The CASE-tool, as described in Sect. 5, is being built with the aforementioned
premises in mind.

4.2 Integrity and Essentiality as Quality Attributes
and Correspondence to QUS

Starting from the definition given by Oliveira et al. [14], we describe presently a
BDD scenario as integrous when containing a context, an event, and an outcome.
This means that each tuple of the set μ = 〈 c, e, o 〉 must be non-empty.
Additionally, we describe a BDD scenario as essential when each tuple of the
set μ = 〈 c, e, o 〉 contains a single-element. To adhere to the latter, additional
explanations or details such as comments, references, descriptions of expected
behavior, steps, or testing hints must be moved in other sections of the feature
file.

In the scenario ‘GIVEN that the test server is ready, THEN the server has 0
active connections’, taken as an example from our dataset, the WHEN dimension
is missing; hence, the scenario violates the integrity criterion. We also showcase
the below scenario from our dataset:

– GIVEN the user is on the sign-up page;
– WHEN the user enters 〈firstname〉 into the firstname field; WHEN the user

enters 〈lastname〉 into the lastname field; WHEN the user enters 〈username〉
into the username field; WHEN the user enters 〈password〉 into the password
field; WHEN the user enters 〈height〉 into the height field; WHEN the user
enters 〈weight〉 into the weight field; WHEN the user enters 〈gender〉 into
the gender field; WHEN the user enters 〈age〉 into the age field; WHEN the
user clicks on the sign-up button;

– THEN the title should be 〈title〉.
The last scenario satisfies the integrity attribute; it is, however, violating the
essentiality attribute by incorporating a multitude of complex steps for the
WHEN dimension. A way of stipulating to both attributes is by proceeding
in the separation of all the steps related to the WHEN dimension into distin-
guishable, individual scenarios.

The integrity and essentiality quality attributes for BDD scenarios, as framed
above, can be considered as the counterparts for 3 user stories’ quality attributes.
These refer to the well-form, full sentence, and minimality attributes. The first
one is described within the QUS framework as the state in which every user story
has to contain a role (i.e., describing the user requesting a specific functionality)
and a means (i.e., a description of the functionality itself). If a user story also
contains some ends (i.e., the benefit stemming from this functionality) then
the full sentence criterion is also fulfilled. Finally, if a user story contains all
the aforementioned elements without the use of any additional notes then the
minimality criterion is also fulfilled. The AQUSA tool investigates the advocacy
of the aforementioned attributes by checking the use of separating punctuation
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marks such as “()”, “{}”, “〈〉” and, “-” which refer to the use of additional
comments and remarks within the user story. We use the same premise for the
development of our experimental CASE-tool (see Sect. 5).

4.3 Singularity as Quality Attribute and Correspondence to QUS

“Starting from the definition given by Oliveira et al. [14], we describe presently a
BDD scenario μ as singular when each element of the tuple 〈 c, e, o 〉 is associated
with the same purpose ρ and they are consumed to describe that purpose. In
that aspect, consolidating or aggregating scenarios into larger and more complex
ones reduces the accuracy of the scenario’s intended purpose. We hereby offer
an example from our dataset: GIVEN I am on the home page, WHEN I click on
“Create”, THEN the customer should be created and the customer details should
be displayed, AND WHEN the customer logs on, THEN the Premium Welcome
Page should be displayed.

In the aforementioned example, the scenario should be decomposed in smaller
functional chunks that work towards the manifestation of a single purpose. So,
another way of writing the above would be: Scenario 1: GIVEN I am on the
home page, WHEN I click on “Create”, THEN the customer should be created,
and Scenario 2: GIVEN I am on the home page, WHEN I click on “Create”,
THEN customer details should be displayed, and Scenario 3: GIVEN I am on the
home page, WHEN the customer logs on, THEN the Premium Welcome Page
should be displayed.

We notice that the singularity quality attribute in the context of BDD sce-
narios can be plotted to the atomic one described in the QUS framework. For
example, let us consider the following user story as provided in [9]: As a user, I
am able to click a particular location from the map and thereby perform a search
of landmarks associated with that latitude-longitude combination. This user story
consists of 2 separate requirements, namely the act of clicking on a location and
the display of associated landmarks. Therefore, it should be split into 2 separate
user stories to comply with the atomic criterion. For the development of our
CASE-tool, it would be interesting to search for terms, symbols, and notations
that signal cases of conjunction within scenarios such as ‘AND’, ‘&’, and ‘OR’.

4.4 Completeness as Quality Attribute and Correspondence to QUS

The definition given by Oliveira et al. [14] leads us to investigate the complete-
ness quality attribute in 2 levels. On the feature level, let F be the set of
features in the application. For each feature f belonging to the set F, we define a
set of scenarios (μ1, μ2, .., μn) as complete for a feature f if the 2 following con-
ditions are met: 1) the feature file generated from the scenarios (μ1, μ2, .., μn)
covers all the necessary scenarios required for feature f, and 2) the feature file
generated from the scenarios (μ1, μ2 , .., μn) includes all the essential scenarios
for the implementation and functionality of feature f. On the scenario level, a
scenario μ can be defined as complete if and only if all the information needed to
understand and follow the steps consecutively within μ is available. We hereby
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offer an example from our dataset: GIVEN the Address Book is running, WHEN
I add a new person, THEN the address book contains ‘1’ person. On a feature
level, the aforementioned scenario cannot be considered as complete unless the
feature file contains another scenario that specifies that you first need to create
an address book, then create a new entry in the address book.

The completeness attribute for BDD scenarios is identical to the homony-
mous completeness attribute in the QUS framework [9]. The latter emphasizes
the importance of having the necessary user stories to describe in a complete
and non-redundant manner a particular functionality in a project.

4.5 Clarity and Focus as Quality Attributes and Correspondence
to QUS

Starting from the definition given by Oliveira et al. [14], we define presently a
scenario μ as clear when it is written in a non-ambiguous manner. We realize that
it is difficult to offer a formal rule-based definition for clarity since ambiguity
is endogenous to every notation that is heavily reliant on structured natural
language. In that aspect, we propose to use this attribute in conjunction with
the focus one. We can define a BDD scenario μ as clear and focused when it
describes what the scenario should do and what is the requirement that is trying
to validate. The parts related to how to solve the problem should be left out
of the scenarios since they influence the use of jargon which might be negating
the clarity attribute. To offer an example from our dataset: GIVEN the coffee
machine is started, WHEN I switch to the setting mode, THEN the setting should
be: “...”. This is a scenario that violates both the clarity and focus attributes
as the expected behavior of the coffee machine is neither clear nor could it be
easily corresponded to the requirement it is meant to validate.

These 2 quality attributes can be easily juxtaposed to the unambiguity and
problem-orientation quality attributes as defined in the QUS framework. The
latter describes that technical jargon should be avoided when noting down user
stories in order to reduce ambiguity, and that user stories should clearly try to
address a specific functionality.

4.6 Ubiquity as Quality Attribute and Correspondence to QUS

Ubiquity is defined by Oliveira [14] as a scenario’s capacity to be consistent in its
use of business terms. During our search, we did not find a comparable quality
attribute in the QUS framework for user stories. This attribute was also difficult
to formalize and check for violations in the examples offered in our dataset.
These indications make us challenge the importance of having this attribute
included in the set of BDD quality criteria. However a larger dataset could
justify its inclusion. Future work should include a more focused investigation on
this quality attribute.
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5 Presentation of the CASE-Tool and Some Experimental
Results

5.1 Running and Testing the CASE-Tool

This section presents our CASE-tool supporting the quality evaluation process
for BDD scenarios. The tool has been developed by one of the researchers with
the use of the Python4 programming language and was evaluated by the rest of
the team. The tool has been implemented as an extension of the AQUSA tool.
As a reminder, the latter targets the quality evaluation of user stories while our
tool in extended to evaluate BDD scenarios.

The lack of a publicly available dataset containing scenarios in a Gherkin
format has led us to built our own dataset (which we use as input for the tool) in
a bottom-up manner. Explicitly, we used GitHub as our primary source of data
collection where we found around 200 repositories that contained acceptance
tests for software related projects. We focused on repositories that contained
only Gherkin-formatted scenarios written in English. Eventually, we put together
50 different scenarios that were compliant with our criteria and we manually
checked whether they fit the quality attributes specified in Sect. 4. This means
that we checked whether each scenario is Unique, Essential, Singular, Integrous,
Complete, Clear, and Focused. This investigation and annotation was performed
by all the members of the research team individually until a consent has been
reached on the quality attribution for each scenario. It is worth mentioning that
out of these 7 quality attributes, due to space restrictions, we will be presenting
below the process of algorithmically checking the quality support with the use
of the CASE-tool for only the first 4 quality attributes.

To establish the accuracy of the tool, we used our dataset where we had
already manually identified the quality level of each scenario. Then we submit-
ted the same dataset to our CASE-tool and compared both results. For example,
in order to check the validity of the uniqueness attribute for each scenario, we
used the user interface of the tool to quickly scroll through the titles of the sce-
narios to check whether they are unique in a feature file or not. If they were
equal, they should have been both returned as duplicates. On the scenario level,
we checked if 2 written scenarios in a feature were exact duplicates. Once again,
if this was the case, the tool should be reporting both of them as duplicates. To
offer another example, to investigate the validity for the essentiality attribute for
each scenario, we used the user interface of the tool to check for separating punc-
tuation marks within the scenarios such as: “()”, “{}”, “〈〉” and, “-” (similarly to
the AQUSA tool). We assume that a scenario that contains the aforementioned
symbols has a high chance of using them to give an additional explanation for
the proper execution of the feature the scenario is trying to validate. When-
ever, the tool identified such symbols, we recorded them as a potential breach
of essentiality. By and large, this approach is prone to generate false positives.

4 The source code and dataset are being provided in the online appendix: https://
data.mendeley.com/datasets/4bcd94yh6r/1.

https://data.mendeley.com/datasets/4bcd94yh6r/1
https://data.mendeley.com/datasets/4bcd94yh6r/1
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To give an example from our dataset, the symbol “>” which is used to indicate
“greater than” is generally misconceived as an additional comment for the writ-
ten scenario. Therefore, one must be vigilant about the syntax that they use
while writing scenarios.

To better understand the logic behind the accuracy testing for our tool,
Table 1 displays the output results for the first 4 BDD scenarios included in our
dataset. The first column (GWT: GIVEN, WHEN, THEN) contains the sce-
narios in Gherkin format. We used abbreviations for the description for those
scenarios in that column due to space restrictions. The full description of those
scenarios can be found in the appendix. The columns Unique, Essential, Inte-
grous, and Singular are the ones that have been manually checked and annotated
by the research team as explained above. The word ‘Yes’ in these columns means
that each one of these 4 scenarios has been cleared by the research team, so they
are abiding by the corresponding quality attribute. The columns including the
word ‘anomaly ’ as part of their names are the outcomes produced by the tool.
For example, the word ‘False’ in the column ‘anomaly duplicate’ means that
the tool has checked a particular scenario (in our case one of the 4 scenarios in
our dataset) and it has declared that an anomaly has not been found during the
check for a particular quality attribute. Conversely, when the word ’True’ is being
reported in one of these columns, this means that the tool has detected a partic-
ular anomaly during its automated quality attribute investigation. Accordingly,
any mismatches between our manually annotated columns and the automated
results produced by the tool should be performed by comparing these 2 rele-
vant columns. To make it more clear, the following columns should be compared
together: Essential with anomaly punctuation, Integrous with anomaly full gwt
and Singular with anomaly conjunction. It is worth mentioning that the column
Unique has to be simultaneously compared with columns anomaly duplicate (this
serves as a primary investigation for duplicates in the titles of the scenarios) and
anomaly duplicate based on a feature (this serves as secondary investigation for
exact duplicates within the syntax of the written scenarios.

Table 1. Our dataset after running the tool

GWT Unique Essential Integreous Singular anomaly
dupli-
cate

anomaly
duplicate
based on a
feature

anomaly
full gwt

anomaly
conjunc-
tion

anomaly
punctua-
tion

Given addres book
is. . . when I cre-
ate. . . then. . . is
empty.

yes yes yes yes False False False False False

Given address book
is . . . when I . . . then
. . . contains 1 person.

yes yes yes yes False False False False False

Given I am on the
. . . when I do nothing
then. . . see the title.

yes yes yes yes False False False False False

Given I select the
post when I add
. . . then. . . on the
blog

yes yes yes yes False False False True False
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Any mismatches between these columns could either be the result of a False
Positive (FP) or a False Negative (FN) in the returned results of the tool. We
record a FP in the results when the tool detects a defect which was not recorded
as a defect during the manual investigation by the research team. We record a
FN in the results when the tool fails to report a defect that was captured during
the manual investigation by the research team. Overall, the tool checks each
of the four criteria for each of the scenarios. Therefore, there can be scenarios
reported by the tool as having more than one defect.

Table 2. Report of the defects of the attributes in our tool

Attributes Unique Essential Integrous Singular

FP 0 3 0 4

FN 6 3 0 2

Table 2 shows how the tool performs overall in recognizing the quality
attributes for all the BDD scenarios within our dataset when juxtaposed with
the manually checked quality attributes as performed by the research team. For
the integrity quality attribute, we observe neither FP nor FN. This means that
the tool manages to recognize the quality criteria for the scenarios in the same
manner as the manual check. However, for the uniqueness quality attribute, we
do observe 6 FN with regards to the semantic understanding of the scenarios.
In this case, the tool failed to recognize several violations addressing the con-
formance to the uniqueness criterion. It is interesting to observe the recorded
FP and FN concerning the essentiality attribute; for that particular attribute,
all the discrepancies between the manual and the automated checks are caused
by the non-moderated use of punctuation symbols within the scenarios. An easy
fix for that would be to inform the BDD practitioners about the suggested use
of such symbols well in-advance before the BDD scripting process begins. Sim-
ilarly, the discrepancies between the manual and the automated checks for the
singularity attribute seem to be caused by syntactic choices when writing the
scenarios. Overall, the percentage of the scenarios with at least one defect cor-
rectly detected by the tool approaches 70%.

Finally, the CASE-tool interface can also provide reports on which scenarios
might be containing a violation. It does so by highlighting which dimension(s)
may be problematic for a particular BDD scenario. An example of such a report5,
concerning the integrity attribute for a particular scenario within our dataset,
is provided below:

GIVEN: [21] WHEN :[11 ,37 ,38] THEN :[]

The report reads as follows: The BDD scenario in the row 21 st of the dataset
is missing the GIVEN dimension; the BDD scenarios in rows 11, 37, and 38 of

5 Due to space restrictions, we provide only a snapshot of the user-interface report.
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the dataset are missing the WHEN dimension; there are no scenarios in our
dataset that miss the THEN dimension. Such a report can give a quick overview
to the practitioner. In our specific example, the BDD practitioner can easily
notice that 4 scenarios out of the 50 within the entire dataset might be violating
the integrity attribute. Of course, this trait of the tool might seem pedantic for a
small dataset; however, it can be valuable for larger dataset containing a couple
of hundreds, if not more, scenarios.

5.2 Expert Opinions on the Framework and CASE-Tool

To obtain further validation on the framework and the tool, we conducted 2
interviews with software engineering experts that were retrieved from the pro-
fessional network of one of the researchers. The background and experience of
these experts have been the object of cross-reference among the members of the
research team to ensure the attraction of relevant profiles that can infuse a level
of pluralism in the provision of their feedback. To be specific, the 1st interviewee
is an expert in software development and, in the context of his work, he uses
BDD scenarios written by third parties on a daily basis. The 2nd interviewee
holds a PhD degree in Information Systems, has extensive knowledge in writing
user stories and BDD scenarios, and is currently employed as a business analyst
in an organization providing IT Services. The interview protocol was the same
for both interviewees; it can be synopsized as such: The entire framework as well
as a thorough demonstration of the tool was provided to them. Then a series
of questions were asked to evaluate the usefulness and relevance of the frame-
work as well as the understandability and the easiness to use the CASE-tool.
The use of a semi-structured interview format allowed us to modify our follow-
up questions based on the interviewees’ provided answers. Both interviews were
recorded, and the feedback was analyzed and compiled by one of the authors of
the paper.

Since both interviewees already had experience with the AQUSA tool for user
stories, they were able to easily relate the criteria and the use of our experimental
tool in the BDD context. One of the main questions guiding our interviews was:
“Can you discuss any benefits, and if yes which ones, that such a tool could
offer to a BDD practitioner?”. Follow-up questions were made on the basis of
the elements pointed out. Due to space restrictions, their provided feedback is
epitomized below in 2 contextual installments. The first one summarizes their
feedback in terms of formally defining the BDD quality attributes (see Sect. 4)
which are then provided as input for the CASE-tool:

– The Uniqueness attribute is being described in an interesting way as there are
2 separate fail-safe mechanism checks that can be made to avoid duplicates
when different roles participate in the team as acceptance tests scripters;

– The Essentiality attribute is being defined as integrity maximizer of the writ-
ten BDD scenarios; however, there are times that it might be unavoidable
to have extra explanations about the feature(s) that the scenario validates.
The most important element that the definition of this attribute brings is the



Investigating Quality Attributes in Behavior-Driven Development Scenarios 139

attention that practitioners need to pay to their syntax and the proper use
of symbols.

– The Integrity attribute is very interesting as it can be used as the first level
of control in terms of checking whether all dimensions are actually included
in a scenario. This serves as a control metric to keep scenarios in line with
concurred norms;

– The Singularity attribute, as defined in the framework, could create some
ambivalence; bypassing the singularity attribute could help practitioners to
reduce work since BDD scenarios with similar contexts/preconditions can be
merged. Such scenarios could be, however, over-complicated and problematic
in terms of validation.

The second contextual installment summarizes their feedback on the CASE-
tool :

– A BDD scenario that successfully passes the quality attributes will be easily
and quickly understood by everyone in the team. Therefore, an optimized
(meaning fully automated) version of such a tool will save time by reducing
the extra overhead of business engagement and will increase collaborations
for practitioners;

– The introduction of such a tool will make the software development team to
have a clear benchmark or a point of reference during discussions if necessary;

– The tool would report the BDD scenarios that are at times written in an infor-
mal natural language which does not follow the exact BDD structure/syntax
(this comment refers to the integrous quality attribute of BDD scenarios);

– A downside would be that not all anomalies maybe reported well by the tool
as some features may be more complex;

– It may be risky to fully rely on a tool, since human judgment and experience
are indispensable during the early BDD drafting stages where the definitions
of the quality attributes have not yet reached a decent level of maturity.

6 Conclusion, Limitations and Future Work

The present study has followed the DSR precepts to answer the research question
How can we write qualitative BDD scenarios as well as assess and improve the
quality of an existing scenario in a semi-automated manner?. To this end, we
searched the literature which presented a list of quality attributes that could be
assigned to BDD scenarios. Following, we formally defined these attributes and
checked their correspondence with quality attributes assigned to user stories.
Next, we have used some of those attributes as input to a newly-built artifact in
the form of an experimental CASE-tool. The latter has been tested on a dataset
and presented to 2 experts.

Overall, the practice of writing better BDD scenarios that conform to some
universally accepted standards can improve the development cycles within agile
processes. Having an optimized way of checking (and validating) requirements
can be a serious boost to the productivity of the development team that might
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have an extra tool at hand in its quest to produce software that matches more
closely to the requests of its end-users. This is the operational benefit that
draws roots from the results of our work. In fact, this is in agreement with
the experts mentioning that the framework and the tool provide a partial but
nonetheless concrete answer to the need for unification and guidance that is
required in the BDD field. They specifically mention unification, standardiza-
tion, and the application of predetermined rules as the main strengths of the
framework and tool. They do, however, notice that the ability to add extra
information that does not fit into the BDD structure is sometimes needed to
deliver the complete specification of a requirement; this remark addresses the
way the essentiality and integrity attributes are formally defined by the frame-
work which gives us some directions for future work. In any case, it appears
from the interviewees that writing BDD scenarios is not a momentary event
but a continuous process in agile projects so some flexibility should be provided
to adhere or not to quality rules at different stages of the project; in fact, any
mature supporting CASE-tool should explicitly take this into account. On the
other hand, the value of negotiating the optimization of the entire BDD process
via the formal description of quality attributes goes beyond the mere facilitation
of operational-level software development procedures. In this case we can speak
about some strategic benefits. For example, the ability to compare scenarios
of various quality levels and to study which ones can be meritorious in holisti-
cally representing user-driven system functionalities (and how to best validate
these functionalities) can moderate some of the scalability issues that are con-
comitant within the entire feature-driven development process; the latter is, by
definition, intended to inspire the design of innovation-encapsulating function-
alities that satisfy a variety of stakeholders and play a major role in influencing
the attainment of organizational strategic objectives.

We hereby point out some of the limitations encountered during the conduct
of this study: first, our dataset consisted of 50 instances. However, working with a
larger dataset would have allowed us to train our tool on a set of more complex
rules. Additionally, we proceeded in a manual, case-by-case, assembly of the
dataset which might have influenced a chance of selection bias within the data
itself. However the assembly followed a thorough multi-level discussion on the
description of the included scenarios based on their attributes.

Second, the definitions we used to frame the quality attributes might suffer
from experimenter bias which means that an independent third party with a
slightly different dataset might have conceptualized slightly differ formal rules.
To give an example, the list of defined punctuation marks could be more exten-
sive in another dataset. Similarly, in the context of scalability, our tool is designed
based on the format of our dataset. Thus, further adjustments would be unavoid-
able for another dataset.

Third, we need to point out that the CASE-tool, as an experimental artifact,
is still not at the optimal level of user-friendliness. So more work is necessary to
bring it into a ‘plug-n-play’ mode to accommodate a professional setting.
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As future work, we point out the need to gain more maturity in the automatic
evaluation of the BDD scenarios’ quality. Of course, it would be interesting to
make the tool capable of integrating with different management tools such as
Jira, Trello, MS Excel, or Google spreadsheets. The amelioration of the tool would
happen in an iterative manner to get constant feedback from the practitioners
who use it in real-life projects.
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Abstract. The design of ontologies is a time-consuming and resource-
intensive endeavour. Rather than (manually) design the ontology first
and then associate it with data, can we (semiautomatically) design the
ontology from the data itself? This paper presents a novel approach
to the semi-automated design of ontologies that incorporates axiom
generation from data models, semantic parsing, and ontology learning
from examples and counterexamples via search through an ontology
repository.

Keywords: ontologies · first-order logic · ontology design

1 Introduction

Many tasks within an enterprise require correct and meaningful communication
and integration among intelligent agents and information resources. A major
barrier to such interoperability is semantic heterogeneity: different applications,
databases, and agents may ascribe disparate meanings to the same terms or use
distinct terms to convey the same meaning. It has been widely recognized that
the development and application of ontologies will play a central role in achieving
semantic integration. An ontology is a computer-interpretable specification that
is used by an agent, application, or other information resource to declare what
terms it uses, and what the terms mean. Ontologies support the semantic inte-
gration of software systems within an enterprise through a shared understanding
of the terminology in their respective (possibly implicit) ontologies. However, the
design of ontologies is a time-consuming and resource-intensive endeavour. Sup-
porting the entire ontology lifecycle requires an ontology designer with extensive
expertise in mathematical logic, together with a host of domain experts who
provide the semantic requirements and who validate different versions of the
ontology throughout its development.

Although ontologies might not be explicitly specified, an enterprise typ-
ically has artefacts (such as data models, datasets, enterprise data ware-
houses, databases, and natural language documentation) which implicitly specify
the intended semantics for concepts and relationships. The SEADOO (SEmi-
Automated Design Of Ontologies) project explores techniques for extracting
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144 M. Grüninger et al.

knowledge from natural language texts and data models, and then finding the
best matching ontology from within an ontology repository (see Fig. 1). In this
paper, we give an overview of the components of SEADOO – Data Model Trans-
formation, Semantic Parsing, and the Hashemi Procedure. The first two com-
ponents use techniques similar to other approaches to ontology learning. with
an emphasis on the latter The primary novel contribution of this paper is the
Hashemi Procedure with its use of an ontology repository to generate axioms
for the ontology.

Hashemi Procedure

Natural Language
Documentation

Model
Transformation

Semantic
Parsing

Data Models

axioms

axioms
Ontology

Ontology Signature

Ontology 
Repository

Data
(examples, counterexamples)

SME

feedback

Fig. 1. SEADOO architecture.

2 Ontology Learning

Given the challenges for manually designing ontologies, there has been extensive
research done on ontology learning ([2,15]). Teasing out the relationships among
the diverse array of techniques can be daunting, but two distinctions are helpful
for establishing comparability.

2.1 What is Being Learned?

Given the prevalence of Semantic Web applications, almost all approaches to
ontology learning focus on ontologies specified in OWL. As such, techniques
for ontology learning can often differ depending on whether they are learning
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concepts, concept hierarchies, rules, or logical theories. One widely used approach
that reflects these distinctions is the Ontology Learning Layer Cake ([16]). At the
base of the Layer Cake are terms and their synonyms. Above these are concepts
and their subsumption taxonomy via concept descriptions. The top two levels
constrain the relations (e.g. domain-range constraints) and introduce rules.

Different techniques focus on different layers. For example, semantic parsing
[3] can be used to learn terms and synonyms, Formal Concept Analysis has been
used to learn taxonomies [11], and approaches such as [12,18] can learn axioms
in the description logic AE.

2.2 What Data Is Being Used?

Ontology learning techniques can also be distinguished by whether they use
unstructured, semi-structured, or structured data. Given the widespread avail-
ability of information resources such as webpages and documentation, unstruc-
tured natural language text is most often the source data for ontology learning
( [3,18]). As such semantic parsing (discussed in more detail in Sect. 4) plays a
key role in extracting terms, concepts, and relations from phrases and other lin-
guistic constructs in the text. Techniques for semantic parsing identify semantic
patterns [8] to match against natural language statements.

Learning from semistructured data typically uses database schemas to gen-
erate the ontology’s axioms. There are also data mining techniques, such as
association rule mining [15] that discover patterns in the relational databases
themselves, and not just their schemas.

Learning from structured data uses formal structures (i.e. intended interpre-
tations in some logic) as the basis for specifying examples for learning algorithms
([12,13]), and it is this approach which will be used in the current paper.

3 Data Model Transformation

The first component of SEADOO is the Axiom Generator, which extracts and
transforms data models (such as Entity Relationship diagrams and UML class
diagrams), and outputs statements in both first-order logic and natural language.
In particular, the Axiom Generator is comprised of two interrelated components:
a parser script (the Parser) and an assembler script (the Assembler). As the infor-
mation contained within the metadata models takes the form of an ER diagram,
a format unfriendly to data extraction when read in its logical or physical form,
it is first exported to a more workable XML output. The first component (the
Parser) is designed to extract the aforementioned axiom-relevant data from the
XML outputs, collecting them into a dataframe which is exported in CSV format.
The second component (the Assembler) runs a script to read the CSV output of
the Parser, combining the information of each unique relationship into an axiom
in first-order logic. The axiom that is created is determined by identifying the
information that is contained within each relationship, and categorizing it to one
of a number of prebuilt axiom templates. To improve the intelligibility of the



146 M. Grüninger et al.

outputs for those not well versed in reading first-order logic, the Assembler also
converts the logical phrase of each generated axiom into natural language form.

Manager

Coordinator

Director

Financial
Project

Engineering
Project

Project Employee

Engineer

1

1..2

supervises

assigned_to

1..5 *

Fig. 2. Data model for use case.

For example, given the UML class diagram in Fig. 2, the Axiom Generator
correctly generates the first-order sentences:

(∀x, y) supervises(x, y) ⊃ Manager(x) ∧ Project(y) (1)
(∀x)Manager(x) ⊃ (∃y, z) supervises(x, y) ∧ supervises(x, z) ∧ (y �= z) (2)

(∀x)Project(x) ⊃ (∃y) supervises(y, x) (3)
(∀x, y, z) supervises(x, y) ∧ supervises(z, y) ⊃ (x = z) (4)

(∀x, y, z, u) supervises(x, y) ∧ supervises(x, z) ∧ supervises(x, u)
⊃ ((y = z) ∨ (y = u) ∨ (z = u)) (5)

In this way, the Axiom Generator can transform any enterprise model spec-
ified as a UML class diagram into a set of first-order sentences that can be
incorporated into an ontology. However, there are first-order sentences that can-
not be expressed within a class diagram but which are nevertheless required to
capture the intended semantics of concepts within the enterprise. For this, we
turn to the other two primary modules within SEADOO – semantic parsing and
the Hashemi Procedure for ontology matching.

4 Semantic Parsing

Semantic Parsing is the task of converting a natural language sentence into a
logical formula [4]. Using a set of generic and financial domain ontologies, the
SEADOO has implemented a semantic parser that can generate logical formulae
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that are equivalent to the intended semantics of a restricted class of natural
language statements.

An ontology-based semantic parser typically begins with phrase mapping,
in which each class and relation in the signature of an ontology is associated
with a set of natural language phrases. Given the association of the ontology
signature with phrases in the natural language statement, logical formula con-
struction then generates the first-order sentence for the question [8]. Within
existing implementations of semantic parsers, the coupling between these two
functionalities is not clear; in particular, it is difficult to determine how a spe-
cific ontology determines the logical form, or whether this functionality is in fact
independent of the ontology.

An additional challenge is that different senses of a word are associated with
different ontologies. For example, the word “in” can be associated with temporal
ontologies (“what are the residential mortgages with late payments in Septem-
ber?”) or spatial ontologies (“what are the residential mortgages in Toronto”).
Furthermore, different people might use different ontologies to axiomatize the
intended semantics of concepts that are associated with the same natural lan-
guage words even in technical contexts. For example, the intended semantics of
the phrase “active client” can vary across groups within the same enterprise. In
general, any approach requires heuristics for detecting and selecting the correct
ontology that axiomatizes the intended semantics of the different senses of words
in the natural language sentences.

Several semantic parsers have been developed over the past ten years
([14,17]), although it is not clear whether or not such implementations are
reusable across different domains and ontologies. The initial work in the project
determined that none of the existing semantic parsers could be reused or
extended to support semiautomated ontology design from natural language cor-
pora for arbitrary ontologies. Work to date has developed a prototype semantic
parser that can translate restricted natural language sentences into first-order
formulae. In particular, the current design and implementation are restricted to
stative verbs, i.e. verbs that express a state rather than an action.

Semantic parsing poses two fundamental research questions:
Correctness of Logical Formula Construction: Given a natural lan-

guage sentence, is the first-order sentence generated by the semantic parser the
correct sentence?

There are two cases, depending on whether we are using the natural language
statement to generate new axioms or whether we are using the natural language
statement to generate a logical query. In the first case, the logical sentence is
correct if its satisfying interpretation is equivalent to the intended semantics of
the ontology. In the second case, the logical sentence is correct iff the answer
given by a human to a natural language question is equivalent to the solution
returned by the reasoner when given the logical sentence as a query. This research
question therefore addresses the problem of ontology validation.
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Correctness of Question Answering: Given the first-order sentence that
is the output of the semantic parser, is the answer returned by the reasoner
correct?

This research question is implicitly an evaluation of correctness and com-
pleteness of the ontology that is generated by the semantic parser. The correct-
ness of the ontology is demonstrated through ontology verification techniques
and the completeness of the ontology is demonstrated through the validation
of the ontology with respect to competency questions. These two tasks – ontol-
ogy verification and ontology validation – are addressed in the third component
of SEADOO which explicitly proposes first-order axioms for the ontologies by
finding the best matching ontology from within an ontology repository.

5 Ontology Design Through Ontology Matching

5.1 Axiomatizing Intended Models

Ontology verification is concerned with the relationship between the intended
models of an ontology and the models1 of the axiomatization of the ontology
[10]. This is done by demonstrating that there is a one-to-one correspondence
between the models of the ontology and the models of a mathematical theory
which is known to be consistent. An even more difficult challenge is ontology
validation – are the intended models of the ontology indeed the correct models
of the ontology?

The identification and specification of the intended models of an ontology is
inherently a dialogue between the subject matter expert (who implicitly knows
the models of the ontology) and the ontology designer (who is attempting to
axiomatize the class of intended models). This project will explore techniques
for eliciting intended models from the subject matter expert and evaluating
these models with respect to expert responses. The primary objective here is
the design of a procedure that finds the best match between a theory in the
COLORE ontology repository and the set of intended and unintended models
as identified by a domain expert. The procedure consists of two parts – elic-
itation of intended models and the proposal of models for existing ontologies.
The first component locates the possible ontologies somewhere in the repository
by providing bounds for the ontologies that characterize the intended models.
In the second part, models of existing ontologies, coupled with subject matter
expert responses, tighten this bound. The result is an ontology that is semi-
automatically generated from sets of intended and unintended models.

With ontology verification, we want to characterize the models of an ontology
up to isomorphism and determine whether or not these models are equivalent to
the intended models of the ontology. Relationships between first-order ontologies
within a repository can be used to support ontology verification. The fundamen-
tal insight is that we can use the relationships between ontologies to assist us

1 A model of a logical theory is a truth assignment for the relations in the signature
of the theory that satisfies all sentences in the theory.
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in the characterization of the models of the ontologies. The objective is the con-
struction of the models of one ontology from the models of another ontology by
exploiting the relationships between these ontologies and their modules in the
repository.

The challenge within this project is that the ontologies that are being
designed are new, and do not explicitly exist within any ontology repository.
The Hashemi Procedure implemented in this project identifies the mathemat-
ical theory whose models best match the examples and counterexamples. This
is the same mathematical theory that is the basis for verification of the domain
ontology. The Procedure then maps this mathematical theory to the domain
ontology via translation definitions. In this way, we do not rely on the prior
existence of a domain ontology.

In a sense, the mathematical theories in COLORE serve as ontology patterns
from which we axiomatize the desired domain ontology. The central claim is
that every ontology is logically synonymous to the combination of mathematical
theories that serve as ontology patterns in COLORE [1]: Orderings, Graphs,
Geometries, and Magmas (generalizations of groups in algebra).

Even if there is no single theory in the repository that is definably equivalent
to the ontology that we want, we can still use the models of mathematical theories
already in the repository to construct the ontology for the data. In general, we
need to combine existing mathematical theories in order to construct the correct
and complete ontology for given datasets, each of which will correspond to a
module of the domain ontology. In this way, we get an ontology that is modular
by design rather than needing to modularize the ontology afterwards.

5.2 Ontology Repositories

The SEADOO project uses the COLORE ontology repository [9], which is a
project that is building an open repository of ontologies specified using Common
Logic (ISO 24707). It serves as a testbed for ontology evaluation and integra-
tion techniques, and that can support the design, evaluation, and application of
ontologies in first-order logic.

The basic organizational principle in COLORE is the notion of a hierarchy,
which is a set of ontologies2 with the same signature.

Definition 1. [9] A hierarchy H = 〈H,≤〉 is a partially ordered, finite set of
theories H = T1, ..., Tn such that

1. Σ(Ti) = Σ(Tj), for all i, j;
2. T1 ≤ T2 iff T2 is an extension of T1;
3. T1 < T2 iff T2 is a non-conservative extension of T1.

2 We follow previous work in terminology and notation [9] treating ontologies and
their modules as logical theories. We do not distinguish between logically equivalent
theories. For every theory T , Σ(T ) denotes its signature, which includes all the
constant, function, and relation symbols used in T , and L(T ) denotes the language
of T , which is the set of first-order formulæthat only use the symbols in Σ(T ).
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Fig. 3. The Bipartite Incidence Structure Hierarchy from COLORE

An example of a hierarchy is shown in Fig. 33. Shown in this Figure is a
set of mathematical theories known as bipartite incidence structures [5], which
generalize the concepts familiar from Euclidean geometry. Points and lines are
disjoint sets of elements and there is an incidence relation (called in) between
points and lines.

Most importantly, the ontologies within a hierarchy form a partially ordered
set with minimal elements.

Definition 2. A theory T in a hierarchy is a root theory iff it does not non-
conservatively extend any other theory in the same hierarchy.

The root theory for the Bipartite Incidence Structure Hierarchy is the theory
weak bipartite.

5.3 Examples and Counterexamples

We begin by considering some properties of the ontologies within a hierarchy
before applying these properties to the Procedure used to propose axioms for
the intended ontology.

As discussed in the Introduction, the intended semantics of concepts within
an enterprise are often implicit within the datasets of the enterprise, both those
that are considered to be clean as well as those which are known to contain
errors. One key insight of SEADOO is that clean datasets without any errors
3 The Common Logic axioms for all theories in this Figure can be found at: https://

github.com/gruninger/colore/tree/master/ontologies/bipartite incidence.

https://github.com/gruninger/colore/tree/master/ontologies/bipartite_incidence
https://github.com/gruninger/colore/tree/master/ontologies/bipartite_incidence
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should be considered to be consistent with the ontology, and hence they can be
considered to be a specification of intended models for the ontology. On the other
hand, datasets with quality problems should be inconsistent with the ontology.
They can be considered to be a specification of interpretations that falsify one or
more axioms of the ontology. In other words, a clean dataset can be considered
to be an intended model of the ontology for that dataset. In this way, clean
datasets serve as examples of intended models, while datasets with errors serve
as counterexamples of intended models.

In the following, the set of examples will be denoted by

M = {M1, ...,Mn}

and the set of counterexamples will be denoted by

F = {F1, ...,Fn}

Definition 3. A theory T matches all examples in M iff

M ⊆ Mod(T )

A theory T avoids all counterexamples in F iff

F ∩ Mod(T ) = ∅

For example, suppose M1 is the example:

point = {〈p1〉, 〈p2〉, 〈p3〉}

line = {〈m1〉, 〈m2〉, 〈m3〉}
in = {〈p1,m1〉, 〈p1,m2〉, 〈p2,m2〉, 〈p2,m3〉, 〈p3,m3〉, 〈p3,m1〉}

and F1 is the counterexample:

point = {〈p1〉, 〈p2〉}

line = {〈m1〉, 〈m2〉}
in = {〈p1,m1〉, 〈p1,m2〉, 〈p2,m2〉}

nontrivial lines and double points matches M1 and avoids F1.
In practice, users present their examples and counterexamples using the sig-

nature of their domain For example, given the signature {Project,Manager,
supervises} an example dataset would be

Manager(Alice).
Project(MAT456)
supervises(Alice,MAT456).
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We use translation definitions to map the domain signature to the signatures
of the mathematical theories.

(∀x) Project(x) ≡ point(x) (6)

(∀x) Manager(x) ≡ line(x) (7)

(∀x, y) supervises(x, y) ≡ in(x, y) ∧ line(x) ∧ point(y) (8)

so that the dataset actually used by the Procedure would be

line(Alice).
point(MAT456)
in(Alice,MAT456).

We can utilize the properties of a hierarchy in COLORE to show the following
two results:

Lemma 1. If T1 matches all examples in M and T2 ≤ T1, then T2 matches all
examples in M.

For example, since point bipartite is weaker than nontrivial lines, it also
matches M1.

Lemma 2. If T1 avoids all counterexamples in F and T1 ≤ T2, then T2 avoids
all counterexamples in F.

For example, since double points avoids F1 and graphical incidence extends
double points, we know that graphical incidence also avoids F1.

The set of best matches for M and F therefore forms intervals in the hierarchy
H which are suborderings of chains within the partial ordering of theories in H.
(A chain in a hierarchy is a linearly ordered set of theories.)

Theorem 1. If T1 is the strongest theory that matches M1 and T2 is the
strongest theory that matches M2, and M1 ⊆ M2, then

T2 ≤ T1

Suppose we have a theory T that matches M. As a result of Theorem 1, if
we add more examples M′ so that

M′ �⊆ Mod(T )

(i.e. we add new examples that are not matched by T ), then we need to weaken
T to a new theory T ′ such that

M′ ⊆ Mod(T ′)
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Theorem 2. If T1 is the weakest theory that avoids F1 and T2 is the weakest
theory that avoids F2, and F1 ⊆ F2, then

T1 ≤ T2

As a result of Theorem 2, if we add more counterexamples F′ so that

F′ ∩ Mod(T ) �= ∅
then we need to extend T to a new theory T ′ such that

F′ ∩ Mod(T ′) = ∅

Lemma 3. Given a chain C in the hierarchy H and a set of examples M, there
exists a unique theory T ∈ C such that

M ⊆ Mod(T )

T < T ′ ⇒ M �⊆ Mod(T ′)

We will denote this theory by MAX(C,M).
Revisiting the earlier examples, there are two different chains to consider; in

one chain C1, we have line existence = MAX(C1,M), while in the other chain
C2, we have graphical incidence = MAX(C1,M).

Lemma 4. Given a chain C in the hierarchy H and a set of examples M, there
exists a unique theory T ∈ C such that

F ∩ Mod(T ) = ∅
T < T ′ ⇒ F ∩ Mod(T ′) �= ∅

We will denote this theory by MIN(C,F).
In the earlier examples, we have weak bipartite = MIN(C1,F).

Theorem 3. Let C be a chain in the hierarchy H. Let M be a set of examples
and let F be a set of counterexamples.

T is a theory in C that matches all examples in M and avoids all counterex-
amples in F iff

MIN(C,F) ≤ T ≤ MAX(C,M)

We will refer to the pair of theories [MIN(C,F),MAX(C,M)] as the bracket
for the chain C.

In the earlier examples, we have the following two brackets for the two chains
in the hierarchy:

[weak bipartite, line existence], [weak bipartite, graphical incidence]
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5.4 The Hashemi Procedure

The idea of using an ontology repository for ontology acquisition is the basis
for the Hashemi Procedure, which has two phases – an initial Discovery phase
in which we use examples and counterexamples provided by the user, and a
subsequent Dialogue phase in which we generate models of candidate theories
which the user classifies as either examples and counterexamples. The feedback
provided by the user refines the upper and lower bounds of each bracket.

Algorithm 1. Hashemi Procedure
Require: Chain decomposition C of a hierarchy, set of examples M, set of counterex-

amples F.
Ensure: B is a set of brackets for each chain in C.

B ← ∅
Discovery(C,M,F,B)
Dialogue(B)

Discovery. Given the examples M, we start with the maximal theory in each
chain Ci in H, and find the strongest theory T s

i that matches M (which exists
by Lemma 3). Given the counterexamples F, start with the minimal theory in
each chain Ci in H, and find the weakest theory Tw

i that avoids F (which exists
by Lemma 4). Within each chain Ci in the hierarchy H, the pair [Tw

i , T s
i ] forms

a bracket. By Theorem 3, any theory between the bounds of the bracket is a
candidate since it matches all examples and avoids all counterexamples.

Algorithm 2. Discovery
Require: Chain decomposition C of a hierarchy, set of examples M, set of counterex-

amples F.
Ensure: B is a set of brackets for each chain in C.

for all Ci ∈ C do
T s
i ← MAX(C,M)

Tw
i ← MIN(C,F)

if MIN(C,F) ≤ MAX(C) then
5: B ← B ∪ {[Tw

i , T s
i ]}

end if
end for

Theorem 4. Suppose we are given a chain decomposition C of a hierarchy, a
set of examples M, and a set of counterexamples F. If the Discovery(C,M,F,B)
Procedure terminates, then B is a set of brackets for each chain in C.
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Dialogue. As we can see from Algorithm 2, the Discovery Phase provides a set
of brackets in each chain; in general, this means that there are multiple possible
theories that match all examples and avoid all counterexamples. Without addi-
tional examples and counterexamples, we cannot improve on this set. Instead,
the Dialogue Phase refines the set of possible theories by generating models and
allowing the user to classify them as examples and counterexamples.

Given a bracket [Tw
i , T s

i ] in a chain Ci, we want to determine whether T s
i is

too strong (i.e. omits intended models) and Tw
i is too weak (i.e. allows unintended

models). For each chain Ci with bracket [Tw
i , T s

i ], generate a model N of T ′
i∪¬T s

i ,
where T ′

i � T s
i (it is the theory covered by T s

i in the chain). If N is an example
(i.e. the user classifies N to be an intended model which is omitted by T s

i ), set
the new bracket to be

[Tw
i , T ′

i ]

In other words, we weaken T s
i to allow N to be a model. If N is a counterexample,

no change is made to the bracket.
For each chain Ci with bracket [Tw

i , T s
i ], generate a model N of Tw

i ∪ ¬T ∗
i ,

where Tw
i � T ∗

i (it is the theory that covers Tw
i in the chain). If N is a coun-

terexample (i.e. the user classifies N to be an unintended model), set the new
bracket to be

[T ∗
i , T

s
i ]

In other words, we extend Tw
i to eliminate N as a model. If N is an example,

no change is made to the bracket. If the brackets for all chains Ci are not empty,
the bracket for the entire hierarchy is

[
⋃

i

Tw
i ,

⋃

i

T s
i ]

Any combination of these theories is a candidate for the ontology. For example,
suppose that one of the models that the system generates in the Dialogue Phase
is:

point = {〈p1〉, 〈p2〉, 〈p3〉, 〈p4〉}
line = {〈m1〉, 〈m2〉, 〈m3〉, 〈m4〉}

in = {〈p1,m1〉, 〈p1,m2〉, 〈p1,m3〉, 〈p2,m3〉, 〈p2,m4〉,
〈p3,m2〉, 〈p3,m4〉, 〈p4,m1〉, 〈p4,m4〉}

which the user classifies as a counterexample. The best matching theory is then
strong graphical. Using the translation definitions in formulae (6),(7), and (8),
we can generate the set of axioms in the domain signature which are logically
synonymous with graphical incidence. In addition to the sentences (1)-(5), we
have

∀p1, p2, l1, l2 Project(p1) ∧ Project(p2) ∧ Manager(l1) ∧ Manager(l2)

∧ supervises(p1, l1) ∧ supervises(p2, l2) ∧ supervises(p2, l1)

∧ supervises(p2, l2) ⊃ ((p1 = p2) ∨ (l1 = l2)) (9)
∀x, y Project(x) ∧ Project(y) ∧ (x �= y)

⊃ (∃z Manager(z) ∧ supervises(x, z) ∧ supervises(y, z)) (10)
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If the brackets for all chains Ci are empty, then the theory does not exist
in the hierarchy. Although this might not seem surprising if we are designing
new ontologies, remember that the hierarchies that we are using as ontology
patterns are mathematical theories. If the ontology that we are designing does
not correspond to any theory in the hierarchy, then we have effectively identified
a new theory which has never been identified within the mathematical literature
i.e. we have uncovered new mathematics.

Algorithm 3. Dialogue
Require: Set of brackets B.
Ensure: B is a revised set of brackets

for all [Tw
i , T s

i ] ∈ B do
T ′
i  T s

i

for all Φij ∈ T s
i \ T ′

i do
if Mod(T ′

i ∪ ¬Φij) �= ∅ then
5: Nij ∈ Mod(T ′

i ∪ ¬Φij)
if Nij is an intended model then

T s
i ← T ′

i

end if
end if

10: end for
Tw
i  T ∗

i

for all Φij ∈ T ∗
i \ Tw

i do
if Mod(Tw

i ∪ ¬Φij) �= ∅ then
Nij ∈ Mod(Tw

i ∪ ¬Φij)
15: if Nij is an unintended model then

Tw
i ← T ∗

i

end if
end if

end for
20: if T s

i < Tw
i then

B ← B \ [Tw
i , T s

i ]
end if

end for

6 Relationship to Ontology Learning

As we saw earlier, ontology learning in general is an active area of research. One
approach discussed earlier was the Ontology Learning Layer Cake ([16]), in which
a distinction is made between learning the signature of the ontology and the
concepts, hierarchies, relations, and axioms of the ontology. Within SEADOO,
the signature is explicitly supplied by the user, either within the data model or
within the classes and relations of the datasets. The primary focus of both the
Data Model Transformation and the Hashemi Procedure is on the generation of
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the axioms of the ontology (i.e. the top layer). Moreover, the semantic parser
supplements the axioms generated by the rest of SEADOO; we are not learning
the ontology directly or solely from natural language text.

The three components of SEADOO each address different kinds of data as
the sources for learning. The Semantic Parser focuses on unstructured natural
language text, Data Model Transformation uses semistructured data models,
and the Hashemi Procedure requires formal structures (i.e. the specification of
satisfying and falsifying first-order interpretations).

The approach proposed in this paper has a strong affinity to inductive logic
programming ([6,7]). Both have the objective of generating axioms that require
the expressiveness of first-order logic rather than OWL, and in both cases, formal
structures are used as data. The primary difference is that while inductive logic
programming searches through the space of well-formed formulae, the Hashemi
Procedure is searching through a repository of existing logical theories that serve
as ontology patterns.

7 Summary

The ability to learn first-order ontologies from an enterprise’s datasets would
reduce many of the barriers towards the creation of an ontology-driven enterprise.
Beyond the effort required to manually design ontologies, one drawback of the
conventional ontology lifecycle is the need to map an ontology’s concepts to
the data models and databases within the enterprise. Rather than manually
designing the ontology first and then associating it with data, in this paper we
have proposed techniques by which we can semiautomatically design the ontology
from the data itself.

A key innovation over other approaches to ontology learning (such as induc-
tive logic programming) is to use existing mathematical theories as ontology
patterns to search for the ontology that satisfies all examples and falsifies all
counterexamples. This approach works because of the methodology of ontology
verification, through which any first-order ontology is shown the be logically
synonymous with the combination of mathematical theories.

SEADOO has been implemented and demonstrated as a proof-of-concept
within RBC. The subject domains used for evaluation have been based on sim-
ple data models, and the next step will be to scale up to enterprise-wide data
warehouses.
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Abstract. Enterprise modelling (EM) refers to eliciting and document-
ing knowledge about an organisation from several interrelated perspec-
tives. Often EM is industrially applied and scientifically researched
within the fields of enterprise and information systems (IS) engineering.
In this paper, we put forward that EM constitutes a sound and valid
research method that could be used outside these disciplines. Its sys-
tematic elicitation and modelling techniques lend themselves to rigorous
empirical investigations. We report on our experience in applying an EM
method as a research method in a project exploring the relationships
between sustainability reporting and strategic management practices.
The results were rich in high-quality, detailed research data, that allowed
drawing strong evidence-based conclusions. If EM were known in other
scientific fields interested in phenomena taking place inside or around
enterprises, these research communities would benefit from a structured
and rigorous approach to investigate aspects related to the organisational
structure, processes, communications and information, motivations, and
relationships among these, which are core constructs in EM methods.
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1 Introduction

In many scientific fields, research projects require the investigation of phenom-
ena related to organisations. Sometimes it refers to quantitative data, such as
correlations or causal effects between certain organisational practices and organ-
isational performance (e.g. [12]). Other times, the investigation is qualitative
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and, for instance, relates to attitudes towards some organisational aspect (e.g.
[40]). In some of the latter cases, the research involves discovering structural or
behavioural elements of the organisation (e.g. [20]); and it is precisely the scope
of enterprise modelling (EM) the elicitation and documentation of knowledge
about an organisation from several interrelated perspectives. The application of
EM in research is typically confined to a small set of fields, but hereby we argue
that EM should be regarded as a useful and valid research method within dis-
ciplines outside enterprise and IS engineering. EM should come to the mind of
researchers while conceiving their research approach, when enterprise knowledge
is key to their project, and it should be accepted by reviewers and readers of the
resulting papers as a valid approach to eliciting and documenting phenomena
related to enterprises.

In this paper, we report on the use of EM within a research project that
investigates the mutual influences between ethical, social and environmental
accounting (a.k.a. sustainability reporting) and strategic management within
large enterprises. The contributions of this paper are: (i) we report on the use
of EM as a research method within a project outside the conventional realm
of EM applications, (ii) we discuss the effectiveness, strengths and weaknesses
of such use, also offering advice for researchers willing to use EM within their
research projects. In Sect. 2, we present background knowledge, that allows us
to properly define the research method, in Sect. 3. We then proceed with prob-
lem investigation (Sect. 4), demonstrating the applicability of EM as a research
method (Sect. 5), and discussing the results (Sect. 6). Finally, Sect. 7 concludes
the paper.

2 Background Knowledge

On the Purposes of EM Methods. Many authors have elaborated on the
purposes of EM. The list is large, so we sample a few (find more details in
the companion technical report [15]): diagnosing disorders of the enterprise
[51], re-engineering the enterprise [31,38,51], communicating among stakeholders
[38,42], achieving proper integration (e.g. information system interoperability)
within the enterprise and with external actors [24,51], as a reasoning tool for
evaluating the application of new technology to the enterprise [31], developing
IS that are aligned with the enterprise [38,42,51]. Some purposes are related to
investigation and research; e.g. understanding of how the enterprise should work
and how it really works [51], acquiring knowledge about the enterprise from dif-
ferent stakeholders [38]. However, we have not found any explicit recognition of
the suitability of EM as a research method capable of yielding knowledge outside
of the traditional disciplines that use EM methods and tools.

On the Use of EM Methods for Research Purposes. We found the work
by Kirikova [28] on the representational and explanatory capabilities of EM
enlightening; while her paper does not explicitly characterise EM as a research
method, it does perform a theoretical examination of the capabilities of enterprise



Enterprise Modelling Can Be Used as a Research Method 163

models from the perspective of Aristotle’s explanatory principles. We have found
some examples of papers outside enterprise and IS engineering that have applied
(fragments of) EM methods as research methods, with or without explicit recog-
nition of this fact. For instance, Shukla et al. [44] propose the use of Role Activity
Diagrams [35] to elicit and document detailed healthcare pathways and use the
models as input for problem identification, decision making modelling, path-
way variation analysis, and simulation. Sawitria et al. [43] have used Business
Model Canvas1 [34] to investigate product diversification strategies in Indonesian
enterprises of the food sector. Gerber et al. [20] adopt Zachman Framework for
Enterprise Architecture (ZFEA) as an explanatory IS theory. They apply ZFEA
in seven case studies with South African enterprises, to structure the interview
protocol. They recorded and transcribed the interviews, and later coded them
in Atlas.TI using ZFEA elements as a base reference as well as relevant themes
that emerged from the interviews. In this way, each transcript was mapped to
the different elements of the ZFEA, facilitating the identification of possible pat-
terns of focus during enterprise growth. They also aggregated results to produce
heatmap and identify how knowledge about the holistic organisation and its
underlying parts is relevant for growth. Herein, we will refer to an EM method
used as a research method as enterprise modelling research method (EMRM).

On Sustainability Reporting and Its Links to Strategic Management.
Enterprises are increasingly interested in assessing and reporting their perfor-
mance on ethical, social and environmental topics. Such process is referred to
with many names; e.g. social (and environmental) auditing [23], sustainability
accounting [2], social audits [36], integrated reporting [13], environmental, social
and governance (ESG) reporting [8]. We will use either the term sustainability
reporting,ch10hahn2013determinants (because it is by far the most widespread
both in academia and industry) or the term ethical, social and environmental
accounting (ESEA) [16,17] (because we find it the most accurate). There exist
many methods and standards guiding ESEA [16]; e.g. B Impact Assessment,
Common Good Balance Sheet, REAS Social Balance, ISO 26000, ISO 14000,
GRI Standards, Integrated Reporting framework. The motivations for conduct-
ing sustainability reporting are diverse; e.g. attracting funding [27] or human
resources [4], obtaining a certification [45], improving the enterprise [23], using
the results in marketing [50], reacting to public pressure [48]. Furthermore, there
is an increasing research interest in the use of ESEA data to inform strategic
management decisions and processes [1,3,5,23,30,32,39], but the authors merely
advocate for the need to establish a strong link between both practices or, when
they claim that such link exists, the evidence is anecdotal or based on man-
ager surveys. There is a need for case-study research that shows how many links
between ESEA and strategic management appear in real enterprises and how

1 While not a full-fledged enterprise modelling method, we considered the authors’
research approach representative of the intentions we pursue in championing EM as
a research method.
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these links are operationalised. It is in this research context that we experienced
the need of applying EM as a research method.

3 Research Method

The research questions addressed by this paper are the following:

– RQ1: How can we use an enterprise modelling (EM) method with the purpose
of researching a domain unrelated to enterprise or IS engineering? We intend
to design an enterprise modelling research method (EMRM) and report on
the experience.

– RQ2: What are the benefits and drawbacks of applying an enterprise mod-
elling method for such purpose? We aim at applying the EMRM within a
research project and report on its performance.

In this research, we define an EMRM and acquire new knowledge about its
performance in a practical setting. Such combination of practical and knowledge
problems lends itself to enacting the Design Science cycle [55], as follows.

Problem Investigation. To understand the phenomenon under study, we per-
form a literature review on sustainability reporting and its relation to manage-
ment practices (reported in Sect. 2). We also conduct six literature-based case
studies (Sect. 4), in which we analyse six enterprises that have disclosed links
between their ESEA and strategic management. The sources comprise a vari-
ety of scientific and grey literature, such as papers (e.g. [52]) and thesis reports
performing case studies that we analyse through a different lens (e.g. [11]), sus-
tainability reports (e.g. [19]), corporate websites and communications (e.g. [37]).
During this phase, we soon felt the need for a rigorous modelling approach that
would guide the knowledge elicitation and documentation, and that would pro-
vide a structured representation that facilitated data aggregation to generalise
the results: it became clear to us that EM could assist in our research. The
sources are coded in the QSR Nvivo tool for qualitative analysis, starting with
a minimal coding scheme (a.k.a. node tree) based on our anecdotal evidences in
the domain, and later adding more codes when deemed necessary.

Treatment Design. We use the results from the problem investigation to define
the requirements for the EMRM. We then design the EMRM through method
engineering [9]. The overall approach is a method integration [22], which we
operationalise as a metamodel integration [26], using UML Class Diagram.

Treatment Validation. We apply the EMRM while we conduct observational
case studies in five large enterprises, selected through convenience sampling
across several industry sectors (find more demographic details in the report [15]).
For each case study, we (1) Gather and analyse publicly available documents
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about the enterprise (e.g. websites, sustainability reports, mission statements),
(2) Conduct a semi-structured interview to elicit: ESEA methods applied, how
they use accounting results for management and strategic planning, how strate-
gic management needs influence the accounting practices, (3) Request internal
documentation about the enterprise structures, processes and strategies men-
tioned during the interview, (4) Transcribe and code data, (5) Analyse input and
output information flows, (6) Create detailed models of the relevant processes
(e.g. when sustainability reporting methods are adapted based on request from
strategic managers). Contrasting several sources (external and internal documen-
tation, and interviews) allows us to triangulate the data and verify its accuracy.
During and after the case studies, we collect evidences about the performance
of the EMRM, which allows us to analyse and reflect on the results of applying
an enterprise modelling method as a research method.

4 Analysing the Problem to Design the EMRM

The main stakeholders are researchers who need to investigate phenomena
related to enterprises, within projects that fall outside the conventional realm of
EM; that is, research projects unrelated to enterprise and IS engineering. They
often resort to interviews and surveys, but they rarely structure their data col-
lection protocols with a holistic view of the constituents of an enterprise, nor
do they resort to modelling languages that allow them to document the elicited
data unambiguously and with a level of detail that adapts to the needs of the
investigation. This also complicates the validation of the data to ascertain that
it is accurate and faithfully represents the phenomena they are set to investi-
gate. The problem is, thus, the lack of a guidance in eliciting and documenting
data from enterprises, leading to sub-optimal results in terms of research process
rigour, and results completeness and validity.

As argued above, we faced that precise problem as part of a research into
the relationships between ESEA and strategic management practices. When we
analyse the keywords of the publications and the areas of expertise of their
authors, it becomes evident that this research goal is outside the disciplines
where EM is commonly applied; e.g. accounting, corporate social responsibility,
sustainability reporting, sustainability management control, policy-making (see
a detailed analysis in the report [15]). We wanted to find strong evidences of the
relationships, and understand the mechanisms in play so, for us, EM became an
evident research approach. The literature-based case studies have revealed links
between ESEA practices and strategic management. While the level of detail of
the sources does not allow for a thorough understanding of the links or a detailed
specification of the mechanisms in play, it encouraged a deeper investigation.

The coding of literature from the domain and the sources used within the
literature-based case studies (e.g. [7,23,47]) allows us to identify which con-
structs are key to investigate the phenomena. In Fig. 1 we depict a metamodel
with such constructs. The background colour denotes how frequently the con-
structs or instances of them are mentioned in the literature. For instance,
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Fig. 1. Metamodel containing the constructs resulting from the qualitative analysis of
the sources. The background colour of the metaclass header denotes the frequency with
which the construct appears. The greyish classes with their name in italics were added
afterwards, to better structure the model.

Functional areas are mentioned in nearly all the sources, whereas Precedences
among processes are barely indicated (at least explicitly).

After the literature-based case studies, we also define some requirements for
the EMRM (see Table 1). Firstly, we considered it was important to be able
to represent the investigated phenomena with different levels of detail; in some
literature-based case studies, the sources had abstract or coarse-grained descrip-
tions of (parts of) the organisational practices, and we expected something simi-
lar during the observational case-studies. We aim at specifying the findings with
great detail, but we rather not reject any evidence, even if the details are not
fully known. We decided to follow a three-tier approach, following suggestions
by Dopfer et al. [10], who conceive an analytical framework for evolutionary eco-

Table 1. Requirements for the enterprise modelling research method, defined after the
problem investigation

Id Requirement

R1 The EMRM should allow us to define the links between ESEA and man-

agerial practices at different levels of detail, allowing for different depths

of analysis, depending on the amount of information that the case studies

provide

R2 The models resulting from applying the EMRM should be understandable

by stakeholders, to a degree that allows them to provide feedback

R3 The EMRM can be made of fragments of existing EM methods

R4 The resulting EMRM or its constituent fragments, should be compatible

with our competencies and earlier research we have conducted in the field

of ESEA



Enterprise Modelling Can Be Used as a Research Method 167

nomics with a tiered architecture. In the macro tier we seek to determine the
organisational structure, setting the context for understanding the relationship
between ESEA and managerial practices within functional areas in enterprises.
Even when the details of the relationship are not known, we intend to specify any
evidences of strategic managers using inputs from or, providing instructions to,
the (ESEA) accounting department. In the meso tier, we review the informa-
tion flow between IS supporting ESEA and IS supporting managerial practices;
this clarifies the information being exchanged among the functional areas. In
the micro tier, we further gain a deeper understanding of the exact processes
followed (i) by the managers defining strategies within functional areas, based
on the results of the ESEA, or (ii) by the accountants adapting the ESEA meth-
ods to the needs and wishes of the strategic managers. We aim at specifying the
activities and products of such processes in detail.

We decide to create an ad-hoc EMRM integrating fragments of two existing
methods (R3); namely, ArchiMate [29] and Process Deliverable Diagram (PDD)
[53]. ArchiMate is a visual EM language that allows describing, analysing, and
communicating enterprise-related phenomena. PDD is a language aimed at mod-
elling methods so as to support situational method engineering endeavours2; it
integrates a UML Activity Diagram that represents the process aspects and a
UML Class Diagram that specifies the initial, intermediate and resulting prod-
ucts. The resulting EMRM allows us to express the phenomena at different levels
of detail (R1): we use ArchiMate to elicit and document the macro and meso
tiers, and PDDs to elicit and document the micro tier. See the mapping between
the EMRM metamodel constructs and EM primitives in Table 2).

Also, we expect the stakeholders to understand the ArchiMate models well,
and to understand the PDDs sufficiently (R2); earlier experience showed us that
interviewees can understand the process part of PDDs and that, while they have
trouble understanding the deliverable part in full, they can at least validate
those UML classes that represent business forms, documents and tools. While
we could have represented fine-grained processes with ArchiMate as well, instead
of resorting to PDDs, in earlier research we have produced very detailed PDDs of
the most widespread ESEA methods in the market, and these models have also
been validated by ESEA accountants and consultants, so they can be considered
accurate representations of industrial practice. So far, we have 33 of such PDDs
available in an online repository [14]. We found that using PDDs for the micro
tier was convenient (R4).

5 Applying the EMRM

To get acquainted with the EMRM, we first modelled the results of the literature-
based case studies. Find the models in the technical report [15]. The experience
confirmed that (i) we could create models at the macro, meso or micro level,
depending on the amount of information we could extract from the sources,
2 Originally intended for IS development methods, it is currently used for other types

of methods and processes (e.g. we have used it to model many ESEA methods [16]).
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Table 2. Mapping of EMRM metamodel constructs to EM language primitives. This
mapping also determines the two shapes in the background of Fig. 1 where blue repre-
sents the ArchiMate EM method fragment, red refers to Process Deliverable Diagrams,
and purple represents both.

Metamodel construct ArchiMate Process Deliverable Diagram

Enterprise Business actor

Functional area Business actor

Role Business actor Role

Process Business process Activity

Flow Flow Process-deliverable arrow

Precedence Activity edge

Deliverable Class

Relationship Association relationship

Specialisation Specialisation relationship

(ii) the models showed clearly the links between ECG accounting and strategic
management, pointing towards a good direction of the research. However, no
case had sources which were detailed enough to allow understanding the intricate
mechanisms through which the sustainability reporting results were integrated
within strategic management or how exactly strategic managers had an effect on
sustainability reporting practices (beyond participating in the selection of the
ESEA method to apply).

We then proceeded with the observational case studies. The possibilities to
conduct interviews with ESEA accountants and CSR managers, and ask them
for company documentation (typically under some confidentiality agreements)
helped us collect rich information that deepened into the mechanisms mentioned
above. Not only we again found evidences of the relationship between ECG
accounting and strategic management, but we could also perfectly understand
how those interactions take place in the enterprises. Rather than guiding our
interviews (it did not affect the coarse-grained outline of the interview protocol),
the EMRM gave structure to the discussions every time the topic deepened into
the investigated relationships. The EM primitives associated with the metamodel
constructs in Fig. 1, served as a checklist to identify what details we were still
missing to paint the full picture of the case (i.e. to create the EM models).

It is beyond the scope of this paper to report in detail on the results of
the research project focused on sustainability reporting. However, we include a
sample of the EM models that were produced during case study D, to illustrate
the use of the EMRM in this context, and discuss what types of insights and
research results they enabled. Figure 2 shows part of the organisational struc-
ture of the enterprise that falls within the scope of the case study, depicting the
functional areas, and the core processes within each area. Other models at the
macro tier provide a more comprehensive view of the organisational structure,
but we omit them for reasons of space (the reader can find all models in the
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technical report [15]). The figure also depicts the meso-tier flows that represent
relationships between ESEA and strategic management practices. Overall, the
Governance Department influences the ESEA by informing the selection of mate-
rial topics; i.e. those that are relevant enough to have their impact monitored.
Most functional areas have shown evidences of using the results of the ESEA to
inform their own strategic management processes. The model shows the meso-
tier flows received by the Supply Chain Department, each flow representing a
specific ESEA indicator. We further inquired the interviewee about them until
fully understanding how the department used the information. For instance, the
Total amount, in CO2 equivalents, for Scope 3 is used to inform the strategic
management decisions related to waste management, packaging optimisation,
and overall actions to reduce carbon emissions. Finally, Fig. 3 refines the rela-
tionship between the Governance Department and the Accounting Department.
It depicts the process whereby the executive board defines a company-wide strat-
egy that influences the application of the SDGc ESEA method by informing the
prioritisation of SDGs. The result then informs the sustainability vision defined
by the executive board (which further influences the functional and modular
strategies). The process continues with the executive board, functional man-
agers and the ESEA manager jointly defining the set of categories and metrics
to be used during the application of the ESG reporting 2.0 method.

Fig. 2. ArchiMate model depicting the meso-tier information flows from and to the
Accounting Department that relate ESEA practices to managerial practices, with the
focus put on the Supply Chain Department.

Overall, across all literature-based and observational case studies, we have
created 12 macro-tier, 17 meso-tier and 17 micro-tier models (additionally, 5
micro-tier PDD were created to specify off-the-shelf ESEA methods, but these
are not considered in the overview that follows). Figure 4 shows, on the left, the
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Fig. 3. Process Deliverable Diagram depicting a company-wide process from case study
D whereby the strategic managers influence the ESEA practices. Elements with blue
background are primarily the responsibility of the ESEA Accounting department, ele-
ments in red background are primarily related to the Governance management. (Color
figure online)

Fig. 4. Overview of the use of EMRM metamodel constructs across the models of
the three tiers created during this research. Left: stacked barchart showing the total
number of instances of each construct considering all models. Right: radarchart repre-
senting how each tier focuses on a subset of the constructs; scores are calculated using
normalised averages of the number of instances of each construct per model.
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total number of instances of each construct of the EMRM metamodel (see Fig. 1)
in all models from all case studies. The two most frequent elements in the models
are processes and flows, which is a reasonable result given that the investigation
was looking into links (i.e. flows) between strategic management and ESEA
practices (i.e. processes). The rest of the elements provide the necessary context
and details to properly understand the phenomena under study. To the right
of Fig. 4, a radar chart shows the shapes that characterise the scope of each
of the three tiers we defined. As intended and described in Sect. 4, the macro
tier mostly focuses on the structural aspects, and thus models the enterprise,
its functional areas, some relevant roles and processes, and macro flows. The
focus of the meso tier is similar, but does not include roles and contains meso
flows instead of macro flows. The micro tier deepens into the mechanisms of the
investigated links, and specifies processes in detail, thus covering processes and
precedences on the dynamic perspective, and classes with their association and
specialisation relationships on the static perspective; plus micro flows.

On the one hand, unlike macro and meso flows, which focus exclusively on
the investigated links, not all micro flows are relevant to the research goal, since
PDDs use flows to specify the relationships from process activities to their input
and output deliverables (i.e. classes). Only 23% of the micro flows constitute
evidence of the links under study: 15 micro flows represent information departing
from strategic management and arriving to the accounting department, and 17
signal the opposite direction (see Fig. 5). On the other hand, micro flows are
part of a detailed description of the link, so they provide valuable qualitative
information that reinforces the findings.

Fig. 5. Flows that contribute evidence of the links between ESEA and strategic man-
agement practices.

6 Discussion of the Results

Earlier research has highlighted the value of sustainability reporting results for
strategic management or the effect of strategic management practices in shap-
ing the firm’s sustainability agenda, in the areas of supply chain management,
human resource management or marketing (see, for instance, [33,41,46], respec-
tively). Our results complement theirs by showing how enterprises perform the
processes that link both areas, and depict in models the exact mechanisms that
earlier papers discuss broadly or merely hypothesise. Such a contribution was
only possible through the use of the EM, the reason why we claim that the
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EMRM was effective. It provided detailed models, rich in qualitative information,
that allowed to deepen into the investigated phenomena and reveal non-evident
links. The main strengths are the structure that the EM method provides during
elicitation and the expressiveness of the EM languages. The main weakness is the
difficulty to formulate quantitative hypotheses. In scientific disciplines such as
cleaner production, sustainability reporting, or strategic management, reviewers
and readers are used to quantitative research (e.g. structural equations or mul-
tiple regression models). The effort to obtain sufficient data points through EM
would be prohibitive. Convincing the audience of the validity of en EMRM as
a qualitative research method within these disciplines might prove a challenge.
Nonetheless, assuming that the researchers are willing to overcome resistance
to conventions in the field, we provide the following advice to select and apply
EM as a research method. Select an EMRM (i) whose underlying ontology
(e.g. metamodel) is suitable for the intended investigation, (ii) that is compati-
ble with earlier research results and competences of the research team, (iii) that
is understandable by your stakeholders and research participants (e.g. intervie-
wees). Feel free to engineer a research method based on EM method
fragments, but consider whether the resulting combination of languages has
the proper quality [21] and allows creating a set of models that is coherent [6].
Elicit the information through your preferred requirements or EM elicitation
technique (e.g. interviews, focus groups, document analysis), taking into account
the availability and confidentiality of sources. It is not unlikely to be required
to sign a non-disclosure agreement preventing some details from being pub-
lished (e.g. name or location of the enterprise). Triangulate the findings when
possible, by checking consistency across different sources referring to the same
phenomena (e.g. interviewee claims supported by company policy documents or
sustainability reports). Create the enterprise models without losing focus
of the original research questions, to avoid overkills such as modelling beyond
the area of interest or at a level of detail that does not pay off. Validate the
models when the stakeholders are willing to make that effort.

This work has some limitations and threats to the validity. We could have
opted for other modelling languages for specifying the metamodel or the deliv-
erables of PDDs (e.g. Entity-Relationship Diagrams [18]), and this could have
influenced the results (e.g. readability). We have used the same ArchiMate prim-
itive Business actor to represent three EMRM constructs (i.e. Enteprise,
Functional area and Role. We acknowledge that this ontological overload is
not ideal, but served our purposes. We have only applied the EMRM in a single
research project within sustainability reporting, so we cannot yet make general
claims. The actual value of EM as a research method will (likely) become evident
when more researchers from outsider disciplines apply such an approach. The
selection of the appropriate EM method for a given project is sensitive to the
results of the initial problem investigation, as well as to the modelling skills of
the researcher. EM is not part of most curricula in Economics, Industrial Engi-
neering, etc. It might become necessary to provide guidance to researchers who
are inexperienced with EM, before they can fully tap into its potential.
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7 Conclusions

In this paper, we champion enterprise modelling (EM) as a valid research method
outside the scientific disciplines where it is traditionally applied; namely, enter-
prise and information systems engineering. We have showcased how an EM
method was applied in the context of sustainability reporting research. The
approach has yielded valuable results, providing evidences of the links between
sustainability reporting and strategic management practices, at a level of detail
previously inexistent in the scientific literature of the area. As future work, we
aim at applying EM as a research method in more research projects, and also
within other domains and with different types of research questions. To test
means of generalising the results obtained through an EM research method, we
would attempt techniques such as the method comparison approach [54] or the
inductive reference enterprise architecture modelling [49], which allow produc-
ing reference models from case models. We consider that EM constitutes an
untapped potential for researchers from a diverse set of disciplines, who could
incorporate it in their research methods toolkit. We hope to soon find that
enterprise modelling becomes a known and accepted research method and we
encourage researchers to share their experiences.
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1 Introduction

Policy systems consist of interconnected public policies with webs of actors, pro-
cesses, rules, and decisions that guide and govern administrative action within
and across international borders [1]. Their governance mechanisms can rely on
hierarchies, markets, or networks (cf [2]). A public policy is a documented deci-
sion made by a government to do or not do something about a problem perceived
by the public [3]. It comprises objectives and strategies for achieving them.

Managing a policy system is similar to managing a large and complex enter-
prise. In both cases, there is a need to oversee and manage numerous parts of
the entire whole that collectively influence the outcomes. Achieving the desired
outcomes depends on knowledge about the system and its environment, a
foundation for decision-making, strategic planning, operational efficiency, and
innovation. However, public policies use constructive ambiguity, i.e., deliberately
ambiguous language, in their strategies and objectives to manage conflicting
interests among actors concerning sensitive issues [4–6]. This ambiguity may
complicate the interpretation and implementation of individual policies and mis-
lead conclusions regarding their performance (cf [3]).

This paper focuses on the EU Greenhouse Gas Emissions Trading System
(EU ETS) [7]. This policy system intends to limit large industrial polluters,
such as the aviation industry, from using fossil fuels through market-based mech-
anisms. Actors can buy emission allowances, invest in cleaner technologies to
lower their compliance costs, and sell excess allowances to make a profit. Parts
of the EU ETS contain constructive ambiguity [5]. Despite efforts to eliminate
it through harmonisation, Member States may still have differing views of its
content. This lack of consensus constitutes a knowledge problem.

Research suggests that knowledge problems of this type can be resolved by
allowing external interpretations to reframe ambiguous information into some-
thing more coherent and concrete [8]. In the domain of policy analysis, content
analysis of policy documents clarifies who says what, to whom, and with what
effect and provides the possibility to quantify the data for use in simulations
[9,10]. We propose that enterprise modelling notations, such as the Business
Motivation Model (BMM) [11], can enhance the clarifying function of policy
content analysis as an external organising principle and a stable conceptual
foundation for understanding the ends and means of a given policy. Similarly,
relevant domain theories are commonly employed as conceptual frameworks for
supporting data analysis within a given domain.

In this paper, we analyse the Aviation Chapter [7, pp. 5-10] of the EU ETS
to answer the question: How can we disambiguate the content of the policy gov-
erning the reduction of CO2 emissions by the aviation industry using the tools
of enterprise modelling? The analysis aims to clarify the Chapter’s prescriptions
for ends and means using the BMM notation, thereby reducing ambiguity. The
delimitation by industry is motivated by the fact that in 2021, the European
Commission (EC) solicited the input of citizens, researchers, and think tanks to
assist in revising the EU aviation legislation, as well as by the importance of the
aviation industry for climate neutrality, as it accounts for almost four per cent
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of the EU’s CO2 emissions [12]. The outcome of this work is a diagrammatic
representation of the Aviation Chapter of the EU ETS, i.e., its conceptual model.
It shows its structure, the dependencies between its elements, and an overview
of its content to simplify its understanding for those without a legal background.

2 Relating Policy Intention with Business Motivation

2.1 Enterprise Modelling Languages and Notations

The intentionality of government action embedded in public policy is reflected
in the motivation layer of established goal-oriented enterprise modelling lan-
guages and notations such as iStar (i*) [13], ArchiMate [14], and BMM [11]. i*
is a goal-oriented modelling language representing actors’ intentions and their
relationships within a system. Its application to policy analysis examines how
stakeholders’ motivations and relationships affect policymaking and policy out-
comes. Its focus on social modelling makes it less suitable for analysing poli-
cies employing market-based governance mechanisms such as the EU ETS, but
could fit those focusing on networks. ArchiMate, an open standard for enter-
prise architecture and modelling, has recently been extended with a motivation
layer [15]. Though promising, it needs to be supported by other notations to
provide accurate representations [16]. BMM is an established conceptual frame-
work and a standardised notation for modelling and analysing an enterprise’s
business motivation and strategic goals. It can represent its structure in terms
of business elements that direct organisational action. Although we have not
found any research on using BMM for public policy content analysis, we see
many structural and semantic intersections between policy elements and BMM
concepts. For example, both are concerned with ends, such as goals, and means,
such as actions to be taken to achieve them. Moreover, the BMM notation is
simple enough to be understood by non-specialists after a short introduction. It
thus presents a practical advantage over more elaborate modelling techniques to
clarify the content of public policy.

2.2 Policy Content Analysis

A public policy is a formal statement or guideline a government or public author-
ity adopts to achieve specific societal goals, promote the public interest, or reg-
ulate specific activities. It employs the following terms: Intention - the purpose
of government action; Goal - the end to be achieved; Plans and Proposals - pro-
posed means for pursuing the Goal ; Programs - authorised means for pursuing the
Goal ; Decisions and Choices - specific actions taken to set Goals, develop Plans,
and implementPrograms; and Influencers - things and circumstances affecting the
decisions [3,4]. These terms are often unclear and difficult to identify in policy doc-
uments [4]. Policy content analysis systematically examines the written content of
policy documents to understand their objectives, strategies, provisions, and impli-
cations [10]. It looks into the specific language and textual elements of policy and
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can be qualitative, focusing on contextual understanding, or quantitative, focus-
ing on counting occurrences of predefined categories or other elements in the con-
tent. Subjectivity in coding and categorising limits both approaches. Enterprise
modelling languages and notations supporting business motivation could enhance
policy analysis with an adaptable conceptual roadmap for coding and categorising
the policy content. Business motivation is concerned with the drivers of the actions
and decisions of an enterprise. Akin to public policy, it involves setting objectives
and developing strategies to achieve them.

2.3 Linkages Between BMM Concepts and Policy Elements

We found that the elements and terms constituting a public policy resemble
those of BMM, making the notation well-suited for analysing its content. Per-
haps even more so for policies employing market-based governance mechanisms
such as the EU ETS, which leverages value-driven economic incentives to influ-
ence the behaviour of actors to achieve policy goals. In its native domain of
business management and strategic planning, BMM seeks to visually represent
the structure of the enterprise from a business perspective [17] grounded in
value-driven motivations.

The main concepts used for creating representations are end, means, Influ-
encer1, and assessment [18]. Ends include Vision and Desired Result. Vision
represents the overall purpose, or motivation of the enterprise; we relate it to
Intention in policy (see Sect. 2.2). Desired Result in BMM is similar to Goal in
policy, representing what an enterprise aims to achieve. BMM divides Desired
Results into goals (abstract desired outcomes) and objectives (time-bound and
concrete milestones). Objectives are not distinguished as a stand-alone concep-
tual element in policy, meaning that the BMM notation adds expressive power.
Means in BMM refer to activities the enterprise will employ to achieve the
ends and include mission, Course of Action, and Directive. In policy, they are
Plan, Proposal, and Program. Course of Action is specialised into strategy (plan
of action) and tactic (concrete action), while Directive includes business policy
and business rule (guidelines and rules regulating the plans). The conceptual
homonymity of the term “policy” presents a complication for modelling a busi-
ness policy within a policy. A surrogate term such as, for example, guideline
can be used to disambiguate the terms. Policy Decisions and Choices cannot be
modelled in BMM and require supplementary notation. An Influencer in BMM
is similar to Influencer in policy and denotes a factor that affects the employ-
ment of the means or the achievement of the ends. As a neutral entity, it can
produce a positive or negative impact on ends and means, which is determined
through assessment not present in policy, meaning that the BMM notation adds
expressive power. Assessment judges the impact of an Influencer using a SWOT
analysis [17] and can render it as a strength, a weakness, an opportunity, or a
threat.
1 We capitalise all policy terms and the five core BMM concepts we use to represent
them during the analysis; sub-concepts and general concepts such as ends and means
are not capitalised.
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3 Methodological Overview

3.1 Case: How the EU ETS Governs Aviation

In 2012, the Aviation Chapter2 [7, pp. 5-10] was added to the EU ETS to regulate
emissions from certain types of flights. The Chapter defines the scope of the avi-
ation activities addressed by the policy and prescribes the quantity of allowances
to be distributed, the method of their allocation, and the guidelines for mon-
itoring and reporting the data. Different Member States implement the policy
slightly differently. In addition, there are procedural differences with regard to
sanctions and penalties for non-compliance, whether certain services are subject
to fees, and what happens to the revenue from sales of allowances [19]. As the
EC and the informed public advocate for more sustainable aviation, government
officials and academics believe airlines should be subject to stricter regulations.
In turn, the aircraft industry would like fewer restrictions and a free allocation
of allowances [19] and may seek out legitimate means to avoid compliance con-
straining its operations. Due to these conflicting interests and strong lobbying
from the airline industry, changes in the policy are likely to be slow and difficult
to enforce, making it all the more important to disambiguate its content.

The Chapter consists of seven articles that first cover its scope (Article 3a)
and provide information about the aviation activities referred to in the articles
that follow (Article 3b), and further prescribe how the allowances should be
calculated (Article 3c), auctioned (Article 3d), allocated free of charge (Article
3e) and to new or fast-growing aircraft operators (Article 3f), as well as how the
emissions data should be monitored and reported (Article 3g).

3.2 Design Science Research Methodology

The BMM representation of the Aviation Chapter of the EU ETS was developed
using the design science research methodology (DSR) (cf [20,21]) as shown in
Fig. 1.1.

Problem and Requirements. The knowledge problem posed by the ambiguity
and complexity of policy texts was identified using a scoping literature review. It
identified the need for a conceptual representation of policy content that reduces
ambiguity and allowed us to estimate its effectiveness as a potential solution [21].
The functional requirement defined the primary purpose of the model. It was
set to create epistemic value (cf [22]) by supporting the understanding of policy,
i.e., the entity it represents, by three user groups: airline industry practitioners,
climate policy researchers, and the informed public without legal background
or background in BMM. The structural and generic design requirements were
shortlisted by consulting the literature on quality assurance of conceptual models
(cf [23–27]) regarding how well they supported the model’s purpose.
2 Chapter II of the Directive 2003/87/EC of the European Parliament and of the Coun-
cil of 13 October 2003 Establishing a Scheme for Greenhouse Gas Emission Allowance
Trading Within the Community and Amending Council Directive 96/61/EC (Text
With EEA Relevance).
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Fig. 1. 1. An overview of our design science research process. 2. A breakdown of eval-
uation questionnaire prompts by requirements and respondents; requirement S1 was
not included because its evaluation does not depend on expert judgement.

Design and Development. The BMM representation of the Aviation Chapter
was created using a deductive, theory-driven approach to qualitative content
analysis originally proposed by [28]. It is systematic and language-oriented, focus-
ing on form and content instead of subjective experiences, thereby mitigating
some validity and reliability issues typical of qualitative research. Our approach
included the following steps: 1. Familiarise oneself with the text; 2. Markup the
text segments to be coded with unique identifiers for traceability management;
3. Develop deductive coding patterns, i.e., repeatable language structures that
organise the data points within segments for translating them into BMM con-
cepts; 4. Choose a modelling tool; 5. Create the model while coding the text.

The coding process began with identifying the high-level BMM concepts –
ends, means, and Influencers. The ends and means were further specialised into
Vision, Desired Results, Courses of Action, Directives, as well as assessments of
Influencers were made. Vision is the overall intention of the policy, expressed
in abstract terms. Desired Results are “what” should happen to operationalise
different aspects of the policy intention, expressed in general terms and spec-
ified into an abstract goal or a concrete and measurable objective. Courses of
Action are “how” the operationalisation should happen, expressed in concrete
terms and specified in a long-term strategy or a short-term tactic. Directives are
prescriptions that apply when making it happen. They are specified in a policy
that bears no formal obligation to comply or a rule with sanctions or penalties
for non-compliance. Influencers are current circumstances (internal or external)
that can affect the “what” and the “how” either positively (strength, opportunity)
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or negatively (weakness, threat). Finally, we identified the relationships between
the elements using BMM connectors.

Demonstration and Evaluation. The model was evaluated for fitness for
purpose against the established requirements using expert opinion [29] in an
artificial setting. As an epistemic artefact [30,31], its purpose was to convey
and constitute knowledge to assist in the understanding of the entity it repre-
sents [32], i.e., the policy document. A series of formative evaluations supported
the improvement of the initial version of the model, while summative evalua-
tions provided insights into its perceived value as a source of knowledge among
potential users. An asynchronous demonstration of the model via a pre-recorded
video preceded each expert consultation. The video briefly introduced concep-
tual modelling, BMM concepts, and the model’s structure, allowing participants
to understand and navigate the model independently.

Further, expert interviews were employed to collect the evaluation data and
were unstructured [33] to reduce researcher bias and facilitate the discovery of
new knowledge. They were held in person or through video conferencing, with
the data collected through note-taking. In addition, we used a web-based ques-
tionnaire that prompted the experts to interact with the model to answer a few
questions about the fulfilment of specific requirements relevant to their exper-
tise (see Fig. 1.2) to corroborate the interview data. Informed consent regarding
handling the interview and questionnaire data was obtained as part of email
communication and duplicated in the questionnaire form. In total, 15 unique
opinions were obtained by non-probabilistic purposive sampling [34], which pro-
vided data saturation [35] as a measure of the quality of findings in qualitative
research.

Formative feedback was provided by five experts in enterprise modelling and
architecture with affiliations at Stockholm University, Sweden; University of the
Witwatersrand, South Africa; Riga Technical University, Latvia; and the Univer-
sity of Rostock, Germany; and five experts in climate policy research with affili-
ations at Stockholm Resilience Centre (SRC) and Södertörn University, Sweden;
ETH Zürich, Switzerland; and the International Institute for Applied Systems
Analysis (IIASA), Austria. Summative input was supplied by two experts in cli-
mate policy research with affiliation at IIASA, Austria; one expert in EU ETS
enforcement via trading emission rights at the Swedish Environmental Protec-
tion Agency (Naturvårdsverket), Sweden; and two aviation industry experts spe-
cialising in EU ETS implementation (a non-EU aircraft operator) and EU ETS
auditing (a global EU ETS verifier).

4 Specification of Requirements

Seven requirements have supported the development of the model. One func-
tional requirement (F) specifies the main purpose of the model - it shall clarify
the structure of the content of the policy to support its understanding and com-
munication by stakeholders [22,24]. Further, four structural requirements (S)
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address the internal composition of the model, and two generic quality require-
ments (G) address the user’s perspective and experience of the model. Specifi-
cally, the structural quality requirements are Completeness (S1) [14,23,24,26,27]
- the model should represent all relevant policy text to show the entity it clarifies
accurately; Integration (S2) [23–25] - the model should refer each element to the
original policy text to support the structural integrity of the representation and
the traceability of analysis; Correctness (S3) [24,27] - the model should follow the
rules of BMM notation; and Simplicity (S4) [23,24] - the model should use only
a few core BMM concepts to make it easier to understand and use the model.
Finally, the generic quality requirements are Understandability (G1) [23,24,26] -
the model should be easy to understand to retain its function for users with and
without a background in BMM; and Usability (G2) [14,23,25] - the model should
make finding information easy and quick to present the advantage over reading
the original policy text, lessen the learning curve, and increase user acceptance.

5 The Model of the Aviation Chapter of the EU ETS

The following coding patterns were adopted for modelling the text of the Aviation
Chapter with BMM concepts: Vision – this large-scale abstract thing should be
achieved, e.g., “Climate change should be tackled”; Desired Result – this smaller-
scale abstract thing should be done, e.g., “The special reserve should be set”;
Course of Action – do this concretely, e.g., “Auction leftover allowances”; Direc-
tive – apply this prescription when doing X ”, where the modal verb shall is used
to indicate obligation, e.g., “Information obligation rules shall be applied when
using revenues”; and Influencer – this exists or this is ongoing, e.g., “There exists
data on historical aviation emissions”. To disambiguate the BMM notation from
the language of EU legislation, Directive was renamed into Instruction, policy
into guidance, and rule into mandate. We found that while the policy contained
many guidances, there was only one mandate (in Article 3d). Neither of these
explicitly mentioned consequences for actors for non-compliance.

Figure 2 presents an overview3 of the model structure. This diagrammatic
policy breakdown categorises its prescriptions into what should be done, by
whom, and how. The model features horizontal lanes, analogous to business
process modelling diagrams, to show the hierarchical interplay between actors.
For example, it highlights that Article 3d contains a lot of information about
how the allowances ought to be auctioned – categorised as Instruction – by the
Member States, and that the Commission and the Member States are intended
to share the responsibility for the Desired Result.

A Miro ‘Board’ [36] was used to create a detailed representation of the policy
and Miro ‘Frame’ – to encompass articles of the policy. In the actor lanes, Miro
‘Card’ was used to represent policy elements with a coded summary of the con-
tent, BMM concept tags, and extended quotes from the original policy text. The
model can be read clockwise starting from Article 3c, or the article of interest
3 A full-size model with searchable content is available at https://shorturl.at/ahBZ5
in view-only mode.

https://shorturl.at/ahBZ5
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by following the section names. Figure 3 provides an example of how we coded
the policy text with BMM concepts and UML attribute elements. Each coded
portion of text received a unique identifier (ID) that includes original article
numbering, paragraph numbers in Arabic numerals, and sentence numbers in
Roman numerals. For example, the code with ID “3c(2-ii)” in Fig. 3.3 refers to
the second sentence (“ii”) in the second paragraph (“2”) in Article 3c.

Fig. 2. An overview of the model structure for the Aviation Chapter of the EU ETS.

To increase the understandability of the model and the relationships between
its elements, we added induced elements, distinguishing them from the rest and
providing external references to mitigate the bias. They are Influencers, the
Vision of “tackling climate change”, the goal of “reducing greenhouse gas emis-
sions” that amplifies the Vision, and the objective that quantifies it. Further, the
Aviation Chapter contains numerous references to its articles and the articles in
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Fig. 3. An example of coding for Article 3c. 1. A segment of the model in Miro repre-
senting this article. 2. An overview of this segment’s BMM structure with actor lanes.
3. The Instruction element specialised into guidance with attributes and references.

other Chapters of the EU ETS. These references may be perceived as informa-
tion noise for a reader without a legal background. They can make it difficult to
differentiate between the core message of the Chapter and the information that
merely supports it. An information box element was added to the model below
each Miro ‘Card’ to encompass these intra-policy references and other thematic
attributes. Analogous to the function of attributes in UML diagrams, this infor-
mation box retains the original policy text while simplifying its presentation
and, by extension, understanding.

6 Model Evaluation

6.1 Fulfilment of Requirements

All requirements were evaluated for fulfilment to determine the model’s quality
and fitness for purpose. Purpose (F) – fulfilled: the data showed that the model
could assist all expert groups in their understanding of the policy. Completeness
(S1) – fulfilled: all relevant policy text was modelled except for Articles 3a and
3b, which merely scoped the content of the Chapter and did not provide details
on governing the allocation of allowances, and the second sentence in paragraph
3c(4) that only impacted Article 23(1) which was outside of the scope of our
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analysis. Integration (S2) – fulfilled: all user groups could successfully use the
reference system that links the model elements to the policy text. Correctness
(S3) – partially fulfilled: minor modifications were made to the BMM notation
to increase its expressive power and disambiguate its concepts from the EU’s
legal language. Simplicity (S4) – fulfilled: the model uses only five core BMM
concepts. Understandability (G1) – fulfilled: it took 15 to 20min for all user
groups to understand the model. Usability (G2) – partially fulfilled: while all user
groups could successfully interact with the model to find information and solve
problems posed in the questionnaire, some participants had minor difficulties
navigating the Miro ‘Board’.

6.2 Expert Opinion

Enterprise Modelling and Architecture. The modelling experts regarded
the model and the modifications made to the BMM notation - disambiguating
the BMM concepts under Directive and integrating the UML attribute element
- positively. The use of actor lanes was noted to be advantageous as they allowed
one to see the actors involved and responsible for each element. During the inter-
views, understanding what the model shows was assessed as easy, with question-
naire responses confirming that it took this group 15min on average. The choice
of the tool was regarded as a limitation. It was suggested that the task could be
handled by other specialised modelling tools, such as Enterprise Architect [37],
which could increase the model’s robustness and display its different dimen-
sions at a glance. One participant argued that some portions of the text could
have been modelled differently. For example, the element 3e(5), modelled as an
objective, could have been interpreted as a Course of Action. Although differ-
ent interpretations of policy content are possible, the analysis was deliberately
constrained by semantic boundaries. Our established concept definitions and the
resulting coding patterns determined our coding decisions. The outcome of the
analysis can be slightly different should the concepts be defined differently. As
for possible use scenarios, the modelling experts proposed project-based ana-
lytic assignments where creating a holistic overview of the content of the policy
is necessary for making correct judgements about it. A small interdisciplinary
team of modelling and domain experts can undertake this modelling task.

Climate Policy Research. All climate policy researchers engaged in this study
assessed the structural, diagrammatic representation of policy as the main ben-
efit of the model. They claimed it made understanding the policy easier and
quicker than reading the text directly. However, the questionnaire data showed
their average understanding time to be 20min, i.e., slightly longer than in the
group of enterprise modellers. Such a positive assessment may not be unique to
our use of BMM, and other modelling notations could have yielded comparable
results. The model was further assessed as beneficial for providing an overview of
operational aspects, such as key decision hubs and the actors involved or respon-
sible. Some experts expressed that the model could be more valuable if it could



188 H. Zhemchugova et al.

actively support the process of identifying gaps and coming up with recommen-
dations, as well as show the temporal aspect and indicate how, when, and where
the policy was changed or amended. It was noted that an overview of the his-
tory of changes could show which parts of the policy are considered by decision-
makers most actively. This group found it challenging to navigate the model,
which was corroborated by mistakes in answers to problem-solving prompts in
the questionnaire. We attribute the challenge to both the tool’s limitations and
the participants’ unfamiliarity with this type of conceptual modelling.

Several alternatives were suggested by this group of participants regarding
possible use scenarios. The model could be used as an analytical tool in policy
analysis due to its ability to show the content at different levels of detail. How-
ever, it was noted that to provide the most analytical value, the policy system
would need to be modelled in its entirety, making the policies it contains compa-
rable. In addition, the model was seen as capable of informing the public about
the EU ETS and helping them learn about its objectives and strategies. Never-
theless, in this scenario, a BMM representation may not be directly usable by the
public and would need to be supplemented with a list of key insights. For scien-
tists, environmental lobbyists, journalists, and business consultants, the model
could provide an overview of how different actors can be affected by the policy.
The model may not be helpful for policymakers and lawyers because it conceals
the text unless the model elements are expanded, as this group of experts may
prefer working with full-length texts over overviews.

EU ETS Enforcement, Implementation, and Auditing. The expertise in
this group ranged from trading with emission rights to managing and supporting
airline operations, flight and fuel planning, and emissions reporting. The group
included one expert affiliated with a non-EU airline. Non-EU airlines get to work
with the EU ETS if they manage flights that take off and land in Europe, as they
have to monitor and record their CO2 emissions while in the European airspace.
It was brought to our attention that airlines use EC guidebooks to prepare
internal policy manuals when working with the EU ETS, meaning that several
layers of interpretation may be added beyond the ambiguity of the original texts.
Similar to the climate policy researchers, all experts in this group found the
diagrammatic view to be superior to EC guidebooks in presenting information
and expressed that it simplified its understanding. They were able to assess the
consequences of decisions for some stakeholders, suggesting that although BMM
does not explicitly express Decisions and Choices, they could be inferred from
the model’s structure.

Concerning possible use scenarios, this group presented several practical con-
siderations. To increase the usefulness of the model, it was suggested to supple-
ment it with a “resource hub” dashboard. The following resource items were
proposed for inclusion in the dashboard: a list of flights the policy addresses,
a sample of the monitoring plan and an emissions report, a list of traders, a
link to the latest prices for allowances, and general information on where and
how to buy them. It was brought to our attention that working with the EU
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ETS as intended may not always be possible for smaller airlines. Trading with
allowances has similarities to trading with stocks, and to be able to do it, airlines
may be dependent on employing financial specialists who are also knowledgeable
in legal matters. Without specialist staff, the EU ETS would be difficult to nav-
igate, resulting in various forms of inadvertent non-compliance. Although the
experts in this group found the BMM representation helpful in this regard, they
found that it would be more useful if supplemented with advice for implement-
ing the tactics, as well as included deadlines and recent updates to the policy.
Although implementing these suggestions is beyond the scope of our analysis,
they point to knowledge gaps surrounding the EU ETS implementation in the
aviation industry.

7 Discussion and Conclusions

This paper aimed to clarify the prescriptions for ends and means in the Aviation
Chapter of the EU ETS [7, pp. 5-10] to increase its understanding by reducing
ambiguity. The BMM notation supported qualitative content analysis through
systematic conceptual simplification. BMM concepts and relationships were used
as coding patterns for organising and rearranging the text of the policy to reveal
its conceptual structure rather than manipulate its meanings and implications.

Before information can be converted to actionable knowledge, it must be
understood, and “understanding involves seeing how the parts (...) fit together”
[22, p. 68]. Structural representation of information contained in a policy using
BMM clarifies it and helps its user understand it, similar to how a map clari-
fies the layout of a city to help its user navigate the city environment. It can,
therefore, be seen as a solution to the ambiguity problem as it can support policy
users in navigating it to extract knowledge more straightforwardly.

A modelling notation merely provides a form of expression of reality. It cannot
perform analysis without an analyst, similar to how spoken language expresses
analytical thought and does not constitute the analysis itself. However, notations
differ by what they can enable us to see and express. Even though BMM proved
to be fit for this particular application, it could not identify gaps, tensions, and
consequences for specific stakeholders. Other modelling notations, such as Archi-
Mate, should be explored in future research to improve the analytical capability
of the approach and facilitate structural representations of policy systems.

Although several established tools can support enterprise modelling (cf
[37,38]), the choice should be contingent on their ability to enable effective
communication in the context of their intended use. Miro [36], a web-based
collaborative platform, was chosen for its ease of use and understanding by non-
specialists. However, this tool has clear disadvantages regarding the model’s
durability, robustness, and maintenance. Tools that balance ease of use and
durability should be considered in future research.

This analysis demonstrates conceptual transferability between “intention” in
policy and “motivation” in business. It has the potential to assist diverse groups
of stakeholders as end-users in understanding and communicating the policy
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content. The diagrammatic view separates policy prescriptions from supporting
information, which presents an advantage over reading the original policy text. In
its current form, the model has been assessed to be usable as a knowledge tool for
supporting operations within EU ETS enforcement, implementation, and audit-
ing, as an analytical tool within climate policy research, and as a basis for further
research within enterprise modelling. Due to limited access to stakeholders, we
could not obtain opinions from EC policymakers at this time. In addition, we
acknowledge that, due to our limited knowledge of legal terms in policy systems,
we may have misclassified some of the terms when translating them into the
BMM concepts. Collaborating with policy experts when developing conceptual
representations of policies is recommended to avoid this limitation in the future.

BMM is commonly used for modelling complex organisational systems in the
domain of business strategy. Our application of BMM to policy content analysis
adds to the existing body of knowledge by introducing a new way of using the
notation outside of its native domain. It provides a new perspective on policy
analysis. We have demonstrated that while the BMM notation alone may not be
sufficient for policy content analysis, this systematic approach can be adapted
to the target domain using modifications and extensions. The applicability of
BMM to this type of analysis may depend on the governance mechanisms used
in the target policy. The EU ETS is market-based, which may be more compati-
ble with the intended use of this notation. Investigating BMM’s applicability to
analysing policies that employ hierarchy- and network-based governance mecha-
nisms is another possible direction for future research. The temporal aspect could
be modelled to illustrate policy evolution over time, highlighting less stable com-
ponents. Future research could also investigate whether this can be represented
using elements of, e.g., UML, Business Process Model and Notation (BPMN), or
ArchiMate. Finally, a general guide for applying and adapting the BMM nota-
tion for policy content analysis could be developed, as could the solutions for
automating parts of the modelling process.
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Abstract. Participatory enterprise modeling (PEM) is presumed to
have a positive impact on commitment, ownership feelings and further
appraisals by domain experts with respect to the model. Whether PEM
actually produces the desired effects, however, has been little studied.
In this paper we report on an investigation of the effects of three dif-
ferent participatory settings: an overall model was created 1) from four
individual interviews, 2) from four individual models, or 3) in a joint
meeting of domain and modeling experts. The results show that the
non-participatory interview setting led to less favorable appraisals, e.g.,
the level of participation was perceived as lower and the contribution
of the modeling experts was perceived as higher. Our findings should
help practitioners in weighing possible benefits of participatory enterprise
modeling against the organizational and monetary effort it involves.

Keywords: Participatory Enterprise Modeling · Experiment ·
Participation · Conceptual Modeling

1 Introduction

In participatory enterprise modeling (PEM), enterprise models are created by
actively involving stakeholders in the creation process. They jointly participate
in modeling sessions in which they, themselves, work on the models, supported
by method experts that master the modeling method [26]. A particular added
value of PEM arises when the contents of the models have to be coordinated,
i.e., when domain experts exchange their different knowledge, possible conflicts
or approaches to solutions are discussed, and a consensus has to be found among
the participants [29]. Higher model quality is cited as a particular advantage of
PEM [24,30]. In addition, authors also mention acceptance and commitment
to the resulting models, identification and feelings of ownership [11,25,28,30],
consensus between the stakeholders [24,30], and learning or better understanding
of the model and the notation [6,7,16] as further benefits. Both model quality
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and appraisals regarding the model are important when it comes to the later use
of a model or the implementation of the goals and measures presented in it.

The concept of participation is a much discussed topic in the organizational
context, e.g. informing employees or involving them in decisions with regard
to their company, or financially involving them [15]. Whether PEM actually
produces the desired effects such as feelings of ownership with respect to the
model, however, has been little studied.

Psychological Ownership (PO) reflects the feeling that one owns a certain
object (tangible or intangible), which does not necessarily include legal ownership
[23]. In our context, it is a matter of whether those that have contributed to the
modeling also feel that the model belongs to them. PO is said to have positive
effects on affective commitment, the desire to maintain a relationship [19,20],
and on extra-role behavior [32]. Extra-role behavior means to not only do one’s
job, i.e. what is expected of them, but also take on additional tasks or show
helping behavior, for example. The basic idea is that human beings generally
care for their possessions, e.g. in terms of protecting or nurturing them. In a
study, Giordano et al. found that teams that had ownership feelings towards a
product they had created were also likely to keep on supporting this product
[10]. We are interested in whether PEM promotes the emergence of PO and
how this could be explained. We consider PO as important to investigate in the
context of PEM because, as mentioned above, we can expect that PO towards
the model will lead to a greater extent of commitment. As a consequence, the
people involved in the modeling will be more likely to champion the model and
the measures contained in it.

The goal of this research is to examine whether a participatory approach in
modeling will lead to a greater extent of ownership feelings among the domain
experts compared to a consultative approach. In this context, consultative means
that method experts interview domain experts to build a final model from the
gathered knowledge. Furthermore, we want to explore possible mechanisms that
lead to PO in a modeling project. PO is said to emerge when people can control
the target of interest, when they are familiar with the target and when they invest
their selves into it in terms of time or labor [23]. That is why we additionally
investigate the participants’ perception of how much they could participate in the
process of creating a model (e.g. did they feel heard, were their ideas considered?)
and how much they feel they and other domain experts and method experts
actually contributed to the model. In order to investigate this, we will formulate
seven hypotheses based on existing literature on PEM and PO.

In an experiment, we compared three settings with different modes of involv-
ing the domain experts. In particular, we compared the dependent variables
perceived level of participation, PO, and the perceived level of contribution by
the respective domain experts, the modeling experts and by the other domain
experts involved in the creation process. Furthermore, we want to investigate
the relationships between the variables listed above in order to examine mecha-
nisms for the emergence of positive effects through participation. E.g. does the
perceived level of participation have an impact on PO? Does the perceived indi-
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vidual contribution have an impact on PO? With our findings we want to provide
more insight on PEM, so that in practice, decisions in favor of or against PEM
might become easier. Eventually, PEM always means organizational and mone-
tary effort, as employees have to be called away from their usual work for joint
modeling sessions. This effort has to be weighed against possible advantages that
our study should help pointing out.

The next section presents some theoretical background on PEM, participa-
tion and PO. In Sect. 3, we will describe our research method and present our
results in Sect. 4. We will conclude with a discussion in Sect. 5.

2 Theoretical and Empirical Background

2.1 Participatory Enterprise Modeling

According to Stirna and Persson, enterprise modeling serves a number of different
purposes, such as developing visions and strategies, (re-)designing the business,
developing information systems, ensuring the acceptance of business decisions
and maintaining and sharing knowledge about the business [29]. With enterprise
modeling, an organization is able to document an as-is or a future state of affairs
in a graphical way, usually based on a formal modeling notation. Depending on
a company’s goal, they may use different kinds of models that help depicting
different perspectives, such as goals, processes or technical components [26].

Enterprise models can be created in a consultative way, i.e., modeling experts,
also called method experts, elicit knowledge by interviewing the stakeholders,
by observing them or by studying documentation [26,28]. On the basis of the
gathered information, the method experts create the models and present them
to the stakeholders for feedback, resulting in several feedback loops. This poses
several problems: As the stakeholders have played a passive role in the model
creation process, they may not fully understand the model and therefore not be
able to provide feedback. This can lead to inaccurate or flawed models resulting
in faulty implementations. In addition, the more feedback loops are required,
the less trust there will be in the competence of the modelling experts [6].

Modeling methods such as 4EM therefore suggest a participatory approach
of knowledge elicitation and model creation [26]. PEM may be seen as a spe-
cial case of collaborative modeling where several domain experts collaboratively
create enterprise models supported by method experts [25]. Additionally, a tool
operator may handle the modeling tool and a minute taker documents the session
[29]. This approach considers that domain experts do not need to have expertise
in modeling, thus the procedure, modeling notation and modeling tool must be
chosen accordingly [6,16,29,30].

Frequently mentioned advantages of participatory modeling comprise an
increase in model quality [24,30], acceptance and commitment to the resulting
models, identification and feelings of ownership [11,25,28,30], consensus between
the stakeholders [24,30], and learning or better understanding of the model and
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the notation [6,7,16]. In this paper, we will concentrate on Psychological Own-
ership. It is claimed to be important if the models and decisions contained in
them should be implemented in the organization [28].

2.2 Participation in Organizations and in the Context of Modeling

Even though in this context, we understand participation as the possibility of
stakeholders to actively be involved in creating enterprise models, it is worth-
while to take a brief look at organizational participation. Heller et al. (1998)
define participation as “a process which allows employees to exert some influ-
ence over their work and the conditions under which they work” [15, p. 15].
Several advantages of organizational participation can be directly transferred
to PEM. First, decision-making is improved by integrating the knowledge and
different views of the persons involved. Moreover, Heller et al. claim that people
will be “more likely to implement decisions they helped make themselves than
decisions imposed on them from above” [15, p. 10]. Furthermore, besides foster-
ing learning at the organizational level, employees may also acquire new skills
on an individual level.

In the context of PEM, the term participation is mostly used in the sense
of involving the participants in the modeling process. Several factors have been
considered that might facilitate this involvement and ultimately influence the
process and the outcome of model creation. In particular, modeling tools [5,14,
24,29], modeling procedure [4,8,11] and modeling language [26] have been in the
focus, because they are required to motivate domain experts that most likely do
not have modeling expertise.

In our paper, we focus on a general comparison between participatory and
non-participatory approaches. Studies presenting such a comparison are very
scarce. Sandkuhl and Seigerrot present a retrospective of company cases, com-
paring conventional and participatory modeling [25]. They did, however, not
consider individuals’ contributions to the model or their perceptions of the mod-
eling process and the outcome. Luebbe et al. investigated differences between
knowledge elicitation per interview versus directly involving the stakeholders in
the modeling. They found no difference with regard to commitment, but the
domain experts were more likely to suggest corrections, have more fun and learn
more [17]. Nevertheless, this experimental comparison was not done with col-
laborating groups, but with one domain expert interacting with one method
expert. Gutschmidt et al. compared a participatory setting with a setting where
the domain experts were able to work with a method expert on a model, but did
not collaborate with other domain experts. In the latter setting, the final model
was built from several individual models and rated by the participants [13].
For PO, the authors did not find any difference, but interviews gave hint that
some domain experts, particularly in the individual setting, consider the method
experts as co-owners. The experimental design did, however, not include a truly
consultative setting, i.e. interviews without direct involvement in the modeling.

We will therefore extend the former experimental setting of Gutschmidt et al.
[13] and compare three settings: 1) collaborative/participatory as the “classic”
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PEM with several domain experts collaboratively creating a model supported
by a method expert, 2) individual/participatory as the setting where method
experts built a final model from several models they have co-created with domain
experts in individual meetings, and 3) consultative as the setting where method
experts created a final model from several individual interviews with domain
experts.

First, we are interested in whether a participatory and collaborative setting
has an influence on the domain experts’ perception of the possibility to partici-
pate. Based on the findings of the above-mentioned studies, we believe that when
domain experts are interviewed and do not get actively involved in the creation
of the model they will rate their possibility to participate as lower. Compared to
the collaborative/participatory setting, the individual/participatory setting may
cause a lower extent of perceived participation because the final model may not
look like the one created in the first meeting. On the other hand, some people
may not be able to voice or defend their ideas in a collaborative session. Thus,
in this case, we cannot yet hypothesize on specific differences between the three
groups, but we formulate the following general hypothesis:

H1: There is a difference between collaborative/participatory, individual/
participatory and consultative setting with regard to the perceived possibility to
participate in terms of being heard and considered.

Based on this, we believe that a participatory setting will cause the domain
experts to consider their own contribution higher compared to a consultative
setting. As in the collaborative setting, most of the work is done by the domain
experts, they will also consider their own contribution higher compared to those
in the individual/participatory setting. We state the following hypothesis:

H2: There is a difference between collaborative/participatory, indivi-
dual/participatory and consultative setting with regard to the domain experts’
perceived extent of contribution to the model.
H2a: In the consultative setting, the domain experts perceive the lowest extent
of contribution to the model.
H2b: In the collaborative/participatory setting, the domain experts perceive
the highest extent of contribution to the model.

Moreover, we hypothesize that the domain experts in the consultative set-
ting rate the extent of the method expert’s contribution as highest because
the method experts take on the task of creating the actual model. Simi-
larly, we hypothesize that domain experts in the individual/participatory will
acknowledge the method expert’s contribution more than in the collabora-
tive/participatory setting because of the more exclusive exchange and the
method expert’s service of merging several individual models to one model.

H3: There is a difference between collaborative/participatory, indivi-
dual/participatory and consultative setting with regard to the domain experts’
perception of the method experts’ contribution to the model.
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H3a: In the consultative setting, the domain experts perceive the highest extent
of the method experts’ contribution to the model.
H3b: In the collaborative/participatory setting, the domain experts perceive
the lowest extent of the method experts’ contribution to the model.

We will furthermore explore differences in the perception of the extent of
contribution made by other domain experts.

2.3 Psychological Ownership

In the context of PEM, authors have repeatedly argued that active involvement
of the stakeholders should lead to a sense of ownership of the created models
[11,24,28]. That is why we will take a closer look at the construct of PO. PO
means that a person feels that he or she owns something, e.g. an object, some-
thing intangible such as an idea, or even a person. Consequently, PO does not
necessarily involve legal possession [23]. PO is claimed to emerge when a per-
son controls the target, e.g. by being able to manipulate it, when the person
becomes very familiar with the target by obtaining intimate knowledge about
it, and when the person invests the self into the target, e.g. through labor and
time [22,23]. These antecedents may also occur on a collective level, i.e. shared
control, collective intimate knowledge, and investment of joint resources, leading
to the emergence of collective PO [21]. E.g. Giordano et al. found that teams
that showed collective ownership towards a work product they had created were
also likely to champion this product [10].

We believe that in a participatory setting, the domain experts have more con-
trol over the model compared to a setting where they are just being interviewed.
Moreover, in the collective/participatory modeling, the domain experts have a
chance to get to know more about others’ perspectives and about modeling in
general and about the modeling notation. This refers to the antecedent ‘intimate
knowledge’. Furthermore, in the collective/participatory setting, the modeling
session itself will take more time as the participants’ contributions have to be
discussed and integrated by the domain experts themselves. Consequently we
hypothesize:

H4: There is a difference between collaborative/participatory, indivi-
dual/participatory and consultative setting with regard to the domain experts’
feelings of ownership towards the model.
H4a: In the consultative setting, the domain experts perceive the lowest extent
of PO towards the model.
H4b: In the collaborative/participatory setting, the domain experts perceive
the highest extent of PO towards the model.

The perceived level of being able to participate should have an influence on
feelings of ownership as it is connected to giving the participants some control
over the model creation process. Moreover, we believe that there is a connection
between the extent of individual contribution as perceived by the domain experts
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and feelings of ownership. The more we contribute to the work, the more it will
feel like ours. Thus, we hypothesize:

H5: The perceived level of participation has an influence on the domain
experts’ feelings of ownership towards the model.
H6: The extent of individual contribution as perceived by the domain experts
has an influence on their ownership feelings.

In our analyses, we will consider collective PO and individual PO separately
to examine which aspect is more dominant. In a former study [13], we found
indications that domain experts might consider the method experts as co-owners.
This is in accordance with our hypotheses about the perception of the method
experts’ contribution to the model corresponding to their actual involvement in
each setting. That is why we hypothesize:

H7: The extent of the method expert’s contribution as perceived by the
domain experts has an influence on the collective PO.

3 Method

3.1 Experimental Setting and Procedure

With our study, we want to examine whether participatory modeling leads to
e.g. a higher extent of PO than a consultative approach. In a former study [13],
however, we found interesting results for a third modeling approach where, in
a first step, domain experts create models with a method expert in individual
meetings and, in the second step, the method expert merges all models to one
joint model. These domain experts reported in interviews that they considered
the final model as “our” model and stressed the contribution of the method
experts. We would like to further explore the role of method experts from the
domain experts’ point of view. Therefore, we came up with three treatment
groups as depicted in Fig. 1. Groups of four persons were assigned to one of
each treatment group. In treatment group 1, the method expert interviewed
four participants separately and built a joint model from the collected material.
In treatment group 2, the method expert also met four participants separately,
but in each meeting, the respective domain expert was actively involved in the
creation of the individual model. Subsequently, the method expert had to merge
the four models to one final model. In treatment 1 and 2, we informed the
participants that others contributed in the same way to the model and that
one final model would be created from our interviews. In treatment group 3, a
group of four domain experts met with the method experts and collaboratively
created one model. Afterwards, a method expert refined the model, but only
with regard to formatting. They did not make any changes to the content itself.
To sum up, the experimental design contained one independent variable, the
level of participation.

As PEM is particularly beneficial in situations where a consensus has to be
found, we decided to set the task of creating a goal model. Other models in which
decisions have to be discussed, especially when it comes to the design of a future
state, would have been conceivable, e.g. a should-be model of a process. Since
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Fig. 1. Experimental design of the study including the three treatment groups.

sufficient samples for an experiment like this are hard to obtain in the industry
context we decided to set a task in the university context and recruited students
and university teachers as participants. We set the overall goal “To achieve high
quality and successful learning and teaching at the university through tech-
nology” and asked the participants to draw from their experiences during the
pandemic and to develop several sub goals. We used the 4EM modeling notation
because it is very intuitive and easy to use for modeling beginners [26]. All the
participants were provided with a short video that showed them the basic idea
of goal modeling.

We started the study during the pandemic. Consequently we could not con-
duct the trials in person, but had to arrange video conference meetings. We
wanted to create comparable conditions for all groups. That is why we also devel-
oped a script that dictated all the work steps during a meeting. In all treatment
groups, at first, goals had to be suggested including possible relations, secondly
problems and additional relations, thirdly opportunities and additional relations,
and, in a last step, all kinds of elements and relations could be added. Although
the 4EM notation includes further elements, we did not explicitly ask for those
due to the limited time. The domain experts were nevertheless allowed to use
them.

We used Miro as a modeling tool that was used in the individ-
ual/participatory and the collaborative/participatory setting. Thus, we briefly
introduced the participants to Miro before the modeling session started. Miro
allows collaborative use, thus, all participants could interact with the tool at
the same time. To make the use of the 4EM notation easier, we prepared several
elements of each element type that the participants could use to add descriptions
etc.

For the collaborative/participatory setting, we followed a procedure recom-
mended by Stirna and Persson [29]. In each work step, the participants had to
first write down the goals (or problems or opportunities in the next rounds) for
themselves. We prepared the workspace in Miro so that each participant had a
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personal workspace next to a larger joint workspace. They had three minutes
time. Afterwards, the participants presented each element individually to the
group by putting the respective element on the joint workspace. The partici-
pants had to discuss how to integrate each element into the model and how to
summarize redundant elements.

Although the general conditions should be equal in all treatment groups,
working collaboratively is fundamentally different from working individually
because the participants have to discuss the model and find an agreement. We
also expected the interviews to require the least amount of time because no
model was drawn during the meetings, and therefore set different time lim-
its: one hour for the collaborative/participatory setting, 30 min for the individ-
ual/participatory setting and 20 min for the consultative setting.

All participants were invited to a second meeting a few days after the first
meeting. In treatments 1 and 2, the meetings took place individually. In treat-
ment 3, the whole group came together for a second time. In those meetings,
we presented the final model of the respective group to the participants. We
gave them time to study the model and subsequently asked them to fill out a
questionnaire (see Sect. 3.2).

The meetings were facilitated by Master students that were trained in concep-
tual modeling. In pretests, we made sure to prepare the students particularly for
the facilitation in the collaborative/participatory setting. The students helped
in developing the above-mentioned script they eventually applied in the trials.
They were not part of the sample but part of our research team. In the collab-
orative/participatory setting, one of these students additionally took the role of
the tool operator who supported the participants in handling the modeling tool.
Only one collaborative session and two individual meetings were facilitated by
one of the authors.

3.2 Measures

As dependent variables, we assessed PO, the perceived level of participation and
the perceived level of contribution to the model made by the respective partic-
ipant, by the method expert and by the other participants that were involved
in the model creation. We measured PO using a validated questionnaire by [31]
and added an item suggested by [2]. For the German version of the question-
naire, we used a validated translation by [18]. We adapted the questionnaire to
the modeling context. The following items are contained in the English PO ques-
tionnaire: (1) This is MY model, (2) I sense that this model is OUR model, (3) I
feel a very high degree of personal ownership for this model, (4) I sense that this
is MY model, (5) This is OUR model, (6) Most of the people that have worked
on this model feel as though they own the model, (7) It is hard for me to think
about this model as MINE (reversed), and (8) I feel that the model is mine, even
if others contributed to its development. Each item had to be rated on a Likert
scale from 1 (I do not agree at all) to 5 (I totally agree). Past studies give hint
that the questionnaire reflects two factors, collective (our) and individual (my)
PO [12,13]. We considered this in our analyses.
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To measure the perceived level of participation, we developed the fol-
lowing set of items: (1) I was asked about information that should be contained
in the model, (2) I was asked for my opinion during the task, (3) My suggestions
were incorporated into the model, (4) My suggestions were always listened to,
(5) I could speak my mind at any time, (6) I could criticize at any time, (7) The
model contains items that were included in the model against my explicit will
(reversed), (8) I was able to get as involved in model creation as I wanted to be,
and (9) All my suggestions were taken into account. The questionnaire was in
part inspired by [27]. Again, each item had to be rated on a 5-point Likert scale.

For each construct, an overall value was calculated based on the average value
of the corresponding item ratings [1]. Thus we calculated one value for collective
PO from the average value of items 2 and 5, and for individual PO from the
average value of the remaining PO items. An overall value for the perceived level
of participation was calculated from the average value of all the ratings of the
items belonging to the above-listed questionnaire.

To measure the different levels of contribution by the involved parties
(oneself, method experts, and other domain experts) as perceived by
the participants, we asked them to give 1 to 5 points to the respective party
where 1 means a very low and 5 very high contribution. Thus, we obtained three
different contribution scores, one for each party.

3.3 Methods of Data Analysis

For checking validity and reliability of the PO and participation questionnaires,
we used exploratory factor analyses. We used principal axis factoring. We used
Promax rotation because for PO, we did not expect the factors for collective and
individual PO to be independent. We checked for factor loadings greater than
0.6. A reliability analysis additionally helped us looking for problems concerning
reliability [9]. Due to the small sample size, we did not conduct a confirmatory
factor analysis.

Due to the low sample size, we do not assume normal distribution. That is
why we used the Kruskal-Wallis test as a non-parametric test to test for a general
difference between the treatment groups. To investigate concrete differences in
a pairwise comparison, SPSS provides corresponding post-hoc tests. Moreover,
to examine relations between variables, we examined bivariate correlation with
Kendall’s tau [9].

3.4 Sample

We recruited students and teachers from universities in Germany, Belgium and
Russia. On the whole, 55 persons took part in the study (25 female, 29 male, 1
diverse). The participants’ average age was 26.8 (σ = 6.4). We had five teams
assigned to the Interview treatment, four teams to the Individual/Participatory
treatment, and five teams to the Collaborative/Participatory treatment. Each
team should consist of three students and one university teacher. For the collab-
orative setting, some of the participants had met before in two of the groups,
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in one group, the participants did not know each other, and in two groups, all
participants knew each other before. The students’ subject of studies varied from
computer science and business information systems to medicine, educational sci-
ence, biological sciences, economics etc. In one collaborative team, one student
did not show up at all, so the trial had to be done with only three participants. In
another collaborative team, a participant did not show up in the second meeting
and did thus not fill out the questionnaire. Consequently, we gathered 54 ques-
tionnaires. We let the participants rate their enterprise modeling expertise on a
scale from 1 (novice) to 5 (expert). The average rating was 2.35 (σ = 1.5).

4 Results

Factor and Reliability Analysis: Considering all items for PO, we found a
2-factor solution. Items 2 and 5 that contained the term “our model” loaded on
one factor, i.e., they correlated with this factor. The other items loaded on the
other factor with one exception: the item “I feel a very high degree of personal
ownership for this model” had high loadings on both factors (0.6 and 0.65). We
decided to dismiss this item. The reliability analysis of the items of collective
PO (items 2 and 5) resulted in a Cronbach’s alpha of 0.926. The reliability
analysis of the items of individual items PO (remaining items except item 3)
resulted in a Cronbach’s alpha of 0.854. We consider the reliability of both sub
questionnaires as sufficient [9]. We calculated one value for individual PO and
one value for collective PO for each participant based on the average value of
the corresponding items’ ratings.

For the perceived level of participation, the factor analysis resulted in two
factors with an eigenvalue greater than 1 with the second factor having an eigen-
value of 1.072. The scree plot gave, however, hint on one factor. According to
Field (2017), the results of the scree plot are more relevant. Consequently, we
continued our analysis with one factor which led to factor loadings greater than
0.6 except for items 7 and 8. So, we did not consider these two items when
we calculated an overall value for the construct. The reliability analyses for the
remaining items resulted in a Cronbach’s alpha of 0.969 which is sufficient [9].

Table 1. Mean values and standard deviations for the dependent variables in the
treatment groups (PLoPart = perceived Level of Participation, ME = method expert)
and p-values for the Kruskall-Wallis test (**p ≤ 0.01, *p ≤ 0.05)

Consultative Ind./Part. Coll./Part. Kruskal-W.

μ σ μ σ μ σ

PLoPart (H1) 3.1 1.3 4.7 0.3 4.5 0.5 0.002 **

my contribution (H2) 3.4 1.0 3.6 0.9 3.7 0.9 0.517

ME’s contribution (H3) 4.6 0.6 3.8 1.5 3.8 1.0 0.039 *

others’ contribution (explor.) 3.6 0.8 4.1 0.7 4.1 0.9 0.062

PO collective (part of H4) 3.8 1.3 4.4 0.8 4.3 0.8 0.265

PO individual (part of H4) 2.2 0.8 2.2 0.8 2.7 1.0 0.196
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Table 2. Correlations based on Kendall’s tau, PLoPart = perceived Level of Partici-
pation, ME = method expert, **p ≤ 0.01, *p ≤ 0.05

PO collective PO individual

PloPart (H5) 0.281 ** 0.226 *

my contribution (H6) 0.431 ** 0.134

ME’s contribution (H7) 0.205

Examination of Hypotheses: For each dependent variable we present mean
value and standard deviation for each treatment group in Table 1. The Table
also contains the significance values of the Kuskal-Wallis test. The test shows
a significant difference for the perceived level of participation and the method
expert’s contribution as perceived by the participants. Post-hoc tests for pairwise
comparisons concerning perceived level of participation resulted in a significant
difference between the consultative setting and the individual/participatory set-
ting (p ≤ 0.003) and consultative setting and collective/participatory setting
(p ≤ 0.019). The participants that have only been interviewed generally per-
ceived a significantly lower level of being able to participate in the model creation
process. For the perceived method expert’s contribution, we found that partici-
pants in the consultative setting rated the method expert’s contribution signifi-
cantly higher than those in the collaborative/participatory setting (p ≤ 0.038).
Thus we accept hypotheses H1 and H3. We must reject our hypotheses concern-
ing differences in the domain expert’s perceived contribution (H2) and ownership
feelings (H4). We also explored possible differences in the perception of the con-
tribution by other domain experts but did not find any difference.

According to our correlation analysis (see Table 2), we can accept the hypoth-
esis H5 about a relation between perceived level of participation and PO whereas
collective and individual PO were examined separately. We accept H6 only with
regard to the relation between perceived individual contribution and collective
PO. We reject the hypothesis H7 about a relation between perceived method
expert’s contribution and PO. Significant correlations are marked with two stars
for highly significant p-values (p ≤ 0.01) and one star for significant values
(p ≤ 0.05). According to [3], an effect is low with a correlation coefficient between
0.1 and 0.3, medium between 0.3 and 0.5, and strong with a coefficient greater
or equal to 0.5.

5 Discussion

5.1 Summary and Interpretation

In our study, we compared different levels of involvement of domain experts in
the creation of a goal model and their influence on the perceived level of being
able to participate, PO on an individual and a collective level, and the percep-
tion on one’s own, other domain experts’ and the method expert’s contribution.
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We found that in a consultative setting where the participants were only inter-
viewed, they indeed felt a significantly lower level of participation. Both in the
individual/participatory setting and the collaborative/participatory setting, the
domain experts felt a high level of participation with average ratings of 4.7 and
4.5, respectively, with a maximum of 5. In the consultative setting, the partici-
pants did not witness the creation of the model. They were just interviewed and
confronted with the model in a second meeting. As hypothesized, these partic-
ipants rated the contribution of the method expert significantly higher than in
the collaborative/participatory setting, whereas for the individual/participatory
setting there was too much variance to find a clear difference. The high variance
might generally be one reason why we did not find further differences, partic-
ularly between the collaborative/participatory and the individual/participatory
setting. Nevertheless, the analysis gives hint that concerning the perception of
participation, ownership and contributions, these two settings are equally strong.

We did not find significant differences concerning the perception of one’s
own contributions, the other domain experts’ contribution and PO, although
the descriptive statistics show that there is a tendency for the participatory
settings to promote collective PO. Furthermore, the correlation analysis indicates
that the perceived level of participation has a significant influence on individual
PO and collective PO. So, we can assume that the extent of involving domain
experts in the model creation is important for the emergence of PO. It might be
considered as an aspect of being in control as is necessary for the emergence of
PO [23]. The perception of one’s own contribution also seems to have a significant
influence on collective PO. We assume that one’s own and other’s contribution
can be considered as joint control, familiarization and investment of resources
[23]. The participants seem to generally feel a collective PO rather than an
individual PO, independent of the treatment (see Table 1). This is probably
because we made them aware of others being involved and the persons that had
worked individually may have noticed changes or additions as was reported in
another study [13].

The perceived level of the method expert’s contribution did not have an effect
on the other variables, especially not on PO as we had hypothesized. Based on
this result and a former study on model quality [13], we conclude that the support
by the method expert has a positive influence on perceived model quality while
not corrupting the emergence of ownership feelings.

5.2 Limitations

Our study has some limitations of which we will list those we consider as most
important. Our data sample consisted of only 54 participants and the design
was slightly imbalanced. For example, a one-factorial ANOVA, as a parametric
alternative to the Kruskal-Wallis test, aiming for a small effect (η2 = 0.2) with a
significance value of 0.05 and power of 0.9 would have required 54 participants,
given that each of the three groups comprised 18 persons. Pearson correlation,
as an alternative to Kendall’s tau for metric data, aiming for a medium effect
(0.3) with the same significance value and power would have required at least
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112 participants [3]. Thus, a more extensive data set, especially with a balanced
sample, would be desirable. Moreover, although we set a modeling task that
should have been relevant to the participants, we cannot be sure that everyone
was motivated in the same way. Particularly the fact that the participants could
not expect any relevant personal consequences from the modeling limits external
validity. PO might not have emerged in the same way like in a real company
context where employees are involved.

Furthermore, the students acting as method experts did not have experi-
ence in modeling projects in a real company. Nevertheless, they were graduate
students, currently enrolled for Master studies in Information Management or
Business Information Systems. They had been trained in modeling, e.g. con-
ceptual data modeling and process modeling. In pre-tests, each of them was
additionally trained and prepared particularly for facilitating the collaborative
sessions. Finally, we had to meet the participants virtually due to the pandemic
which might have influenced the communication, especially in the collaborative
setting. To sum up, we need further research, especially of real company cases,
to support our findings. Such research should not only consider subjective mea-
sures, but also include more objective measures, e.g. through observing actual
contributions instead of a self-assessment. Such measures will, however, mean
an increase in effort of data assessment (see e.g. [12]).

5.3 Implications for Practice and Future Research

This study has focused on the participants’ perception of participation and own-
ership feelings. As a next step we plan to analyze the models that have been cre-
ated with regard to their content and quality aspects. Besides our experimental
research, we need to study more real cases that use either of the three approaches
compared here. Until now, the published case studies often lack the assessment
of variables with which we could measure the participants’ individual appraisals
of the process and outcome of a modeling project.

Our findings indicate that the individual/participatory and the collabora-
tive/participatory approach seem both stronger than the consultative approach
and similar concerning perceived involvement and PO. Nevertheless, while col-
laborative sessions require more organizational effort and are more challenging
with regard to facilitation, the individual approach has the same disadvantages
like the consultative, e.g. individual models might contradict each other, so, the
method expert will have to negotiate them, probably through several iterations.
This can make the process more laborious. Nevertheless, the study confirms the
value of actively involving the domain experts in the modeling.
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