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Preface

The PRET working conferences are set up as a one-day event to attract an
audience from both industry and academia. PRET 2013, the sixth incarna-
tion of PRET, was a continuation of the PRET working conferences that have
been organized since 2009. To achieve its objective to confront and link practice
with academia and vice versa, PRET is co-located with academic and practice-
oriented conferences in related fields, such as information systems (PRET was
co-located with CAiSE in 2009 and 2012) and enterprise architecture (co-location
with TEAR/PoEM in 2010 and The Open Group conference in 2012). In 2013,
PRET-6 was co-located with the Enterprise Transformation track of ECIS.

As early as 1996, Orlikowski noted that for decades, questions of transforma-
tion remained largely backstage as organizational thinking and practice engaged
in a discourse dominated by questions of stability. As stated then, future research
ought to address the question of how “precipitating” and “enabling dynamics”
interact in response to pressures for change. Since then, the world has become
even more dynamic. A turbulent economical situation, globalization, new tech-
nology, and new business models have changed the way we look at transforming
enterprises, being (open and active) systems comprising a collective of actors,
processes and technology that jointly engage in some purposeful activity. An
enterprise can be divided into component systems (such as business units) as
well as aspect systems (such as IT, business processes, etc.). Enterprises are no
longer static organizations that change from one state to the other in a fairly
discrete way, but are constantly in motion, in a much more continuous fashion.
Enterprises change their purpose (for instance, the core business of a company),
their customers and services, and their external and internal structure at a pace
that is much higher and much less planned than it used to be. This is partly
due to the dynamic environment in which they operate, but also, to a certain
extent, a choice of their own. To handle this motion, the successful enterprises of
today have well-defined managerial responsibilities and understandable project
priorities while also enabling the processes to be agile enough, even improvisa-
tional and continuously changing. Hence, these enterprises do not rely solely on
mechanistic or purely organic processes and structures. Enterprise transforma-
tion therefore comprises more than just planned change, initiated by people who
think the organization is not agile enough to respond to its environment – it is
a combination of deliberate and organic change.

We are pleased that the papers that were accepted to this year’s conference
represent this hybrid view. Moreover, most of them are based on practical cases,
which will contribute to our understanding of enterprise transformation. This
enables the PRET community to find better ways of dealing with the growing
complexity of enterprise transformation, by providing models, reasoning about
these models, and to eventually improve the practice.



VI Preface

This year we had a total of thirteen high quality submissions. This involved
seven new submissions and six papers that were originally submitted (and re-
viewed) to the enterprise transformation track at ECIS 2013 and practice-driven
research track at CEC 2012, but were found more suitable to be included in the
PRET series. Finally, we accepted a total of eight papers, involving three from
the seven new submissions.

Each paper was allocated to one of the following three tracks:

– Practical Experiences with Methods and techniques
– Cases in Enterprise Transformation
– Enterprise Architecture in Practice

The track themes, and allocated papers, reflect PRET’s objective to bring to-
gether academia and practice.

The organizers would like to thank the authors and all paper reviewers. With-
out their work, this conference would not be possible.

For more information on the PRET series, see the website: www.pret-series.org.

April 2013 Frank Harmsen
Henderik A. Proper
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Jürgen Jung DHL Global Forwarding, Germany
Khaled Gaaloul Public Research Centre Henri Tudor,

Luxembourg
Kurt Sandkuhl Rostock University, Germany
Liam Obrian CSIRO, Australia
Linda Terlouw ICRIS, The Netherlands
Lutz Kirchner BOC, Germany
Marc Lankhorst Novay, The Netherlands
Maria-Eugenia Iacob University of Twente, The Netherlands
Marijn Janssen Delft University of Technology,

The Netherlands
Marlies van Steenbergen Sogeti, The Netherlands
Marta Indulska University of Queensland, Australia
Martin Op ’t Land University of Antwerp, Belgium and

Capgemini, The Netherlands
Martin Zelm InterOP-VLab, Germany
Matti Rossi Helsinki School of Economics, Finland
Michael Rosemann Queensland University of Technology, Australia



Organization IX
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An e-Government Project Case Study: Validation  
of DEMO's Qualities and Method/Tool Improvements 

David Aveiro1,2,3 and Duarte Pinto1 
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Abstract. This paper reflects some useful outcomes of a practical enterprise 
change project where the Design and Engineering Methodology for Organiza-
tions (DEMO) was used in the initial stage as to give a neutral and concise but 
comprehensive view of the organization of a local government administration 
having the purpose to implement an e-government project. One of the main 
contributions of this paper is a case study on how applying DEMO we were 
able to confirm, in practice, its qualities of conciseness and comprehensiveness. 
Namely we specified a generic pattern that reflects the functioning of a local 
government Citizen Service Desk (CSD) and its integration with several other 
government agencies. The DEMO based specification of this CSD gave  
important insights to (1) perceive current operational constraints and (2) devise 
a strategical roadmap for the implementation phase of the e-government project. 
During our enterprise engineering project we were faced with some problems 
while applying current official DEMO Way of Working (DWoW), namely (1) 
the lack of a tool and method steps to quickly and collaboratively collect enter-
prise model data and (2) inability to efficiently and effectively propagate model 
changes in interdependent organizational artifacts. The other main contribution 
of this paper is a collaborative prototype tool which also implements some  
improvements to the DWoW as to solve the just mentioned problems. 

Keywords: enterprise engineering, e-government, enterprise change, DEMO, 
case study, method, tool. 

1 Introduction 

This paper reflects some useful outcomes of a practical enterprise change project 
where the Design and Engineering Methodology for Organizations (DEMO) was used 
in the initial stage as to give a neutral and concise but comprehensive view of the  
organization of a local government administration having the purpose to implement 
an e-government project. By comprehensive we mean that all relevant original and 
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human dependent actions are covered making the whole model of the organization 
complete. It is concise because no superfluous matters are contained in it. Although 
whole, the view is still compact and succinct. By neutral we mean that we abstract as 
much as possible from all realization and implementation issues, e.g., specific persons 
and/or IT systems/applications in place. This government administration is present in 
a small island of a European archipelago that is dependent on a main island that has 
its own autonomous regional government. The regional government has legislative 
autonomy in certain matters like health and education but it is ultimately under the 
authority of a national central government. This small local government administra-
tion – from now on referred to as SLGA – is a kind of “miniature” replica of almost 
all government functions from national to regional level and – thanks to having so 
many functions concentrated in a few persons – was chosen to be a test pilot for the e-
government project, later to be extended to all government entities of the main island. 
This project has three main aspects: (1) the implementation of a workflow system to 
simplify and automate many operational processes currently paper based and/or – 
although using Word/Excel documents – lacking in structure and coherence; (2) the 
development of an online portal to automate as much as possible the interactions and 
services currently provided at a local physical Citizen Service Desk (CSD), so that the 
citizens can initiate such interactions in the comfort of their homes; and (3) the devel-
opment of an IT integration layer with other regional and national government entities 
that end up executing most of the processes. In this context, our research team was 
assigned with the responsibility of applying DEMO to model the processes, interac-
tions and information flows occurring in the SLGA. Our models are now being used 
as a base for the production of a strategic roadmap of organizational changes that will 
have to occur for several alternative scenarios of e-government implementations, 
according to the possible levels of integration and change in current government enti-
ties and/or their IT systems. 

Our team comprised 4 DEMO experts, 2 working in the project full-time and 2 part-
time – one 50% and the other 25% – totaling 55 man-days in a month of project execu-
tion. Many interviews were made to officials head of each of the SLGA's  
departments and also to most of the officials responsible for each unit of each depart-
ment. Interviews were made both for information collection and model validation. A 
final global workshop with the presence of all interviewees – around 20 – was made for 
final validation where most models were deemed adequately correct and complete after 
some small corrections and additions. In the end we specified: 216 transactions – and 
their associated result types; and 232 fact types – these include classes/categories and 
fact types and exclude properties. We additionally specified 250 ontological transaction 
kinds that followed a certain repetitive pattern in certain departments and, because of 
that, were abstracted into a small subset of generic transactions of the above mentioned 
216 transactions set. So, in fact, we specified almost 500 transaction kinds in this 
project. The huge complexity of the SLGA and the short time frame we had to com-
pletely model its organization lead to the need of having a very high throughput in mod-
el information collection, integration and validation. DEMO proved to indeed facilitate 
coherence, conciseness and comprehensiveness by making this enormous complexity 
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intellectually manageable in a very short time frame. But we did face some problems in 
enabling these qualities of the method. The traditional official approaches to apply 
DEMO would not be feasible in the short time frame we had and current generally 
available DEMO supporting tools would not allow an effective and efficient propaga-
tion of model information and propagation of changes in individual model elements. We 
thus had to quickly create and apply new method steps and adequate tooling to support 
our needs. Wrapping up, the main contributions of our work are: (1) a practical valida-
tion of some of DEMO's qualities; (2) the specification of a generic and comprehensive 
DEMO based pattern that can be reused in other e-government transformation projects; 
and (3) the specification of more adequate method steps and tooling for the production 
of DEMO's Object Fact Diagram (OFD). 

Section 2 presents our Research Method and Motivation. Next, in section 3, we do 
a brief Introduction to DEMO. In section 4 we present our case study: Applying 
DEMO to Model the Citizen Service Desk. Section 5 explores ways of Improving the 
DEMO WoW and Supporting Tools based on our experience. Section 6 wraps it  
up with a Results Analysis and Evaluation and finally, in section 7, we present our 
Conclusions. 

2 Research Method and Motivation 

In this section we present the applied research method as well as the motivation be-
hind it. Enterprise Engineering Research borrows standards and methods from  
Information Systems (IS) Research. This research field deals with development, engi-
neering and use of information systems. We find that some consider research on IS as 
a social science and not as an engineering discipline, [1] and [2]. On the other hand, 
both positivist and interpretive perspectives have been applied to study information 
systems [3]. In [4] two paradigms are pointed out that characterize much of the  
research in the IS discipline: behavioral science and design science. The behavioral-
science paradigm seeks to develop and verify theories that explain or predict human 
or organizational behavior. The design-science paradigm seeks to extend the bounda-
ries of human and organizational capabilities by creating new and innovative artifacts. 
A set of seven guidelines are proposed in [4] for understanding, executing, and eva-
luating the research. In order to assess how the design artifact presented in this paper 
meets IS research standards we use these guidelines, as described below.  

Guideline 1: Design as an Artifact - This paper provides two viable artifacts in the 
form of methods. The first is the generalization of the solution for the citizen services 
desk transaction patterns in the scope of e-government initiative that can be applied in 
other similar projects. And the second is the method to propagate changes to derived 
facts and onto DEMO diagrams. 

Guideline 2: Problem Relevance - The amount of processes that take place in organi-
zations may be a huge problem when it comes to modeling, but they may not differ 
much in their pattern, still there is no defined method to generalize such processes. In 
our particular case of the CSD there was the need for a systematization of its  
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functioning so we could identify the requirements for the online portal and the inte-
gration with other government agencies. Another problem that we faced was the lack 
of proper help from the modeling tools, and a lack of modeling guidelines when it 
comes to applying DEMO. The needs of shared knowledge between team elements, 
the centralization of names and descriptions and an easy way to propagate changes to 
diagrams from a central repository weren’t met by any easily available tool. 

Guideline 3: Design Evaluation - To evaluate the utility of the design artifact we apply 
the “Case Study” technique from Hevner’s observational evaluation method. We  
intensively and dynamically developed and applied our artifacts in a real business envi-
ronment as described in sections 4 – Applying DEMO to Model the Citizen Service Desk 
– and 5 – Improving the DEMO WoW and Supporting Tools. The huge amount of time 
saved in this real case, thanks to the use of our artifacts, validates their utility. 

Guideline 4: Research Contributions - The first artifact we propose in our paper, the 
generalization of the solution for the citizen services desk transaction patterns in the 
scope of e-government initiative allowed us to generalize over 150 processes into 
around ten transactions and it was possible to validate in interviews with officers that 
their operational processes fit in our generalized pattern. The second artifact, the me-
thod – directly supported by a prototype of tool – to propagate changes in class names 
to derived result types and facts and then synchronize that data onto DEMO diagrams 
also proved to be an invaluable contribution in our work in both saving time in the 
production of diagrams and on keeping all the data coherent. 

Guideline 5: Research Rigor - The devising of the design artifacts follow a rigorous 
step-by-step logical reasoning, using the solid theoretical foundations from DEMO as 
explained in the same sections referred in the above guideline. 

Guideline 6: Design as a Search Process - This paper has the advantage of having 
DEMO as base, which provides a set of coherent and solid definitions for many organiza-
tional concepts which constitute “laws” that help direct the construction of the artifact. 
The artifacts themselves result from an interactive process with the organization and their 
development was meant to solve our needs as they presented themselves.  

Guideline 7: Communication of Research - To communicate our research and conclu-
sions we are using this paper, as well as providing a practical example of the method 
used in the form of a link to our study case spreadsheet. 

3 Introduction to DEMO 

3.1 Operation and Transaction Axioms 

In the -theory [5] – on which DEMO is based – the operation axiom [6] states that, in 
organizations, subjects perform two kinds of acts: production acts that have an effect 
in the production world or P-world and coordination acts that have an effect on the 
coordination world or C-world. Subjects are actors performing an actor role responsi-
ble for the execution of these acts. At any moment, these worlds are in a particular 
state specified by the C-facts and P-facts respectively occurred until that moment in 
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time. When active, actors take the current state of the P-world and the C-world into 
account. C-facts serve as agenda for actors, which they constantly try to deal with. In 
other words, actors interact by means of creating and dealing with C-facts. The  
production acts contribute towards the organization's objectives by bringing about or 
delivering products and/or services to the organization's environment and coordina-
tion acts are the way actors enter into and comply with commitments towards  
achieving a certain production fact [7].  

According to the Ψ-theory's transaction axiom the coordination acts follow a cer-
tain path along a generic universal pattern called transaction. The transaction pattern 
has three phases: (1) the order phase, were the initiating actor role of the transaction 
expresses his wishes in the shape of a request, and the executing actor role promises 
to produce the desired result; (2) the execution phase where the executing actor role 
produces in fact the desired result; and (3) the result phase, where the executing actor 
role states the produced result and the initiating actor role accepts that result, thus 
effectively concluding the transaction. This sequence is known as the basic transac-
tion pattern and only considers the “happy case” where everything happens according 
to the expected outcomes. All these five mandatory steps must happen so that a new 
production fact is realized. Inwe also find the universal transaction pattern that also 
considers many other coordination acts, including cancellations and rejections that 
may happen at every step of the “happy path” [7]. 

Even though all transactions go through the four – social commitment – coordina-
tion acts of request, promise, state and accept, these may be performed tacitly, i.e. 
without any kind of explicit communication happening. This may happen due to the 
traditional “no news is good news” rule or pure forgetfulness which can lead to severe 
business breakdown. Thus the importance of always considering the full transaction 
pattern when designing organizations. Transaction steps are the responsibility of two 
specific actor roles. The initiating actor role is responsible for the request and accept 
steps and the executing actor role is responsible for the promise, execution and state 
steps. These steps may not be performed by the responsible actor as the respective 
subjects, may delegate on another subject one or more of the transaction steps under 
their responsibility, although they remain ultimately responsible for such actions [7].  

3.2 Distinction Axiom 

The distinction axiom from the Ψ-theory states that three human abilities play a sig-
nificant role in an organization's operation: (1) the forma ability that concerns  
datalogical actions; (2) the informa that concerns infological actions; and (3) the  
performa that concerns ontological actions [6]. Regarding coordination acts, the per-
forma ability may be considered the essential human ability for doing any kind of 
business as it concerns being able to engage into commitments either as a performer 
or as an addressee of a coordination act. When it comes to production, the performa 
ability concerns the business actors. Those are the actors who perform production acts 
like deciding or judging or producing new and original (non derivable) things, thus 
realizing the organization's production facts. The informa ability on the other hand  
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concerns the intellectual actors, the ones who perform infological acts like deriving or 
computing already existing facts. And finally the forma ability concerns the  
datalogical actors, the ones who perform datalogical acts like gathering, distributing 
or storing documents and or data. The organization theorem states that actors in each 
of these abilities form three kinds of systems whereas the D-organization supports  
the I-organization with datalogical services and the I-organization supports the  
B-organization (from Business=Ontological) with informational services [7]. 

4 Applying DEMO to Model the Citizen Service Desk 

The SLGS's CSD works like a “government service store” where citizens can go to 
and initiate several processes, like renew a driver's license, make a passport or even 
ask for a tractor to plow their fields. The execution of most processes are of the re-
sponsibility of specific governmental entities. The CSD not only centralizes the initia-
tion of these processes in a single physical interface but also makes them available in 
this secondary island, freeing its citizens of being forced to travel to the main island to 
deal with such matters. The CSD provides the initiation of around 150 processes, 
whose execution are of the responsibility of 12 different government entities, 10 of 
which are located in the main island, 1 in the mainland and 1 is local to the secondary 
island. In our project we applied the DEMO notion of transaction and modeled each 
of these processes as an individual transaction. Considering the transaction axiom, 
although most of the transactions are initiated in the CSD, their execution step does 
not take place there. The request act happens in the CSD, as well as the promise act. 
Then all processes are forwarded, in paper format, to the responsible entity that may 
or may not give some sort of direct response to the citizen – the state step of the trans-
action pattern – depending on the process in question. When there is direct response 
from the responsible entities it is usually in a form of a document that has to be  
delivered to the citizen either by postal mail or through the CSD. Before forwarding 
any process to the responsible entity, all documents associated must be scanned and 
archived in a local computer server, so that a digital record of all processes is kept. 
Payments related to processes, that have a cost associated, take place in the CSD. 
These payments are collected daily, grouped by entity and, at the end of the day, are 
forwarded to the responsible entities either by a bank deposit or by a direct delivery. 
Considering the large amount of transactions that take place in the CSD our first step 
while specifying them was to try to find a pattern to abstract this complexity that 
would cover all ontological acts taking place in the CSD. In Figure 1 we find Actor 
Transaction Diagram (ATD) of the CSD, where such pattern is specified. 

In the identified transactions there are three that are not ontological. Scanning, arc-
hiving and forwarding are datalogical but we explicitly specified them already at this 
stage as they will be a central aspect of the future workflow system to implement. The 
five transactions with higher ids don't currently explicitly take place in the CSD in a 
structured way, but in a kind of ad-hoc way. Namely, a few times per year procedural 
orders come from some government entity informing of a new process or a change in  
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Fig. 1. CSD - Actor Transaction Diagram 

an existing process. Examples are new mandatory documents needed to request to 
initiate a driver's license renewal, or new mandatory conditions to allow a process 
initiation like minimal age. So the (around 150) kinds of processes currently handled 
at the CSD, respective rules to follow and associated costs are currently dispersed in 
many unstructured documents, grouped by each entity. Our specification gives a 
needed structure to all this information and their specification. Future changes in the 
procedures and rules of the processes will be more easily integrated in the daily  
routine of the CSD workers thanks to the implementation of our specified pattern in 
the future workflow system. 

We can notice five clear clusters in the ATD diagram, the first being the  
transactions initiated by the citizen; it starts with a citizen service that may or may not 
lead to a process realization – e.g. the case that what the citizen needs is not provided 
at this desk but in another specific government office. If indeed a process realization 
is requested then a process creation takes place. Process realization may have an asso-
ciated cost communicated in the process payment transaction. But there are many 
processes with no costs associated that may be target of an emission of proof of  
receipt of the request for the realization of the process. That's why a step that usually 
would simply be the state act of a payment transaction deserves to be a transaction on 
its own. The second cluster is the funds deposit cluster, this one is isolated from the 
rest due to its nature. It is a daily transaction that can only be done by one CSD  
coordinator at the end of the day. 

The third cluster is the process management cluster. Here we find the transactions 
related with the process that are executed in the back-office when the CSD collabora-
tors are free from attending citizens. Two of the datalogical transactions, the scanning 
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of documents of the process and archiving of these documents of the process take 
place whenever the CSD collaborators have free time. Forwarding process documents 
may vary depending on the process forwarding method. If it's sent by fax it takes 
place at the time of scanning. If it is sent by paper through the ferry boat it takes place 
every afternoon sometime before the ferry trip. The last transaction in this cluster also 
takes place when the CSD collaborators have free time, but it does not happen every 
day as many of the CSD processes have no returning documents, and in most that do, 
those documents are sent directly to the citizen by postal mail instead of returning to 
the CSD building. In the fourth cluster we have the process kind management and its 
related transactions that, as we previously stated, are meant to deal with the frequent 
changes in processes and their related documents and conditions.  

 

Fig. 2. CSD - Process Step Diagram Part 1 

The CSD's Process Step Diagram (PSD) is found in Figure 2. As in the ATD, the 
same clusters are identifiable in the PSD, but not in a so clear fashion since there is a 
causal connection between process creation and process management. A process crea-
tion may or may not lead to an instant request of an instance of process management 
right away depending of the work load. But it will eventually lead to such an instance 
that may then handle many processes at the same time when a CSD collaborator has 
free time. As previously stated, a citizen service transaction does not always lead to a 
process realization transaction, for this reason the cardinality of that causal relation is 
zero or one. When there is in fact a process realization it is requested in the sequence 
of the promise act of the citizen service transaction. Process realization will always 
lead to the creation of a new process instance in the promise act. If that  
specific process has a cost associated, a payment process will also be requested after 
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the promise step of the process realization transaction. There might be the need for an 
emission of proof of receipt of the request of the process. If a payment has been made 
the execution of this transaction must wait for the process payment accept act. The 
process realization transaction execution may have up to three waiting conditions, the 
creation of a process, that will always happen, the process payment, that will only be 
associated with a few and the emission of proof receipt of the request of the process 
that again will only happen in some cases.  

The process management transaction is started when there is time and either 
processes to manage or documents waiting to be delivered. If there are processes to 
manage, the logical sequence of transactions is, first to scan the documents of the 
process, then archive those digital versions of the documents on a local server. If the 
document is meant to be sent by fax the forwarding of the process is done straight 
away otherwise at the end of the day the original documents in paper format are for-
warded with a security firm to the main island using the ferry boat. When a process 
management is started only because there are documents that just arrived and need to 
be delivered to the citizen, the CSD collaborator uses the telephone to establish con-
tact giving him or her the notice that the document is ready to be picked-up. The 
process management transaction has one or two waiting conditions depending on the 
processes that were started, it may need to wait for the forwarding of the process  
acceptance, the collection of documents resulting from a process or both. 

 

Fig. 3. CSD - Object Fact Diagram 
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In Figure 3, we find the OFD which, thanks to previous explanations should be 
mostly quite easy to understand. But for some classes we provide explanation here. 
Each PROCESS provided in the CSD isn't more than an instance of a PROCESS 
KIND that is the responsibility of some ENTITY. For each of those PROCESS 
KINDS, INFORMATIONAL FACTS are requested, and certain CONDITIONS must 
be verified. These CONDITIONS themselves – eventually a tree of chained condi-
tions – may also imply the need to request INFORMATIONAL FACTS. Each of 
these will be associated to a specific DOCUMENT KIND. PROCESS KINDS and 
their related CONDITIONS and DOCUMENT KINDS are in constant change so 
PROCESS KIND MANAGEMENT deals with and describes such changes. 

5 Improving the DEMO WoW and Supporting Tools 

In the organizational units information gathering process we stored all collected in-
formation in a Google spreadsheet shared between team elements. When we were in 
the process of producing the State Model, one of the issues we faced was frequent 
changes in class names while validating diagrams with the organizations' collabora-
tors, and subsequent need to change all related names of fact types and result types. 

This would lead to a huge waste of time just in the renaming process. Taking advantage 
of the fact that we were working on a spreadsheet we developed a quick solution for our 
needs. We created a specific worksheet – named Facts – to store State Model elements. 
Excerpts of this worksheet – 3 main sets of columns – can be seen in Figures 4, 5 and 6. 

Columns Class_1 and Class_2 contain the class name that each particular fact type 
relates to. In the case of the specification of a class or a result type, only Class_1 is 
filled (in bold). Class_2 is filled whenever we have binary fact types (that were the 
ones with the most occurrences in our project). Examples are visible in Figure 4. As 
one of our main goals was to facilitate name propagation, the only place that had the 
class name itself was the row containing the class definition. In all other cells we  
had that name passed by a reference to that cell, making all class name changes to  
 

 

Fig. 4. Facts Worksheet Part 1 - Classes and ID's  

 

Fig. 5. Facts Worksheet Part 2 - Result Type and it's construction 

 

Fig. 6. Facts Worksheet Part 3 - Fact Type and it's construction 
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propagate automatically to all result types and fact types referring to the class having 
the name changed. Namely, the specification of result types was done in the four col-
umns visible on Figure 5. The first column contained the result type formulation itself 
and it was automatically filled by a formula referring to the information in the other 
three columns containing, respectively, (1) the prefix (textual content before the  
referred class), (2) the class that the result type was related to and (3) the suffix. The 
column with the class name has a formula that fills the cells automatically when 
something was written in either the prefix or the suffix columns, and automatically 
changed the class name (referred in Class_1 column seen before) to lowercase adding 
the “[“and“]” before and after the class name respectively. 

For the binary fact types a similar solution was used, visible in Figure 6, but, in-
stead of four columns, we had the need for six: the fact type formulation itself, the 
prefix, the first class, the infix (textual content between classes), the second class and 
the suffix. We decided to include in this spreadsheet only the classes, result types and 
binary fact types. But this solution could be scaled to include other elements of the 
SM like properties and ternary fact types, just adding more columns to the table and 
applying similar formulas to the ones we specified.  

As there was no need to propagate changes in the name of properties these were 
added manually in the diagrams and, when part of a fact type, inserted also manually 
in the formulation on the spreadsheet. For a more streamlined manipulation of the 
data in this spreadsheet we added three more features: one new column with the kind 
of fact type(CL for class, TR for result type and TF for fact type), made all the origi-
nal class names bold to facilitate finding the correct place to proceed with a name 
change of a class and added a result ID to relate each fact type with the transaction 
whose result leads to the creation of instances of that fact type. In [8] one can find the 
live worksheet referred in this paper with the examples and formulas mentioned, used 
to automatically fill the result type and fact type formulations and class names. 

This spreadsheet tool is one of the main contributions of our work. With it we had 
most of the content specified for our OFD diagrams with automatic propagation of 
name changes. But considering the huge amount of model elements involved, it  
became essential to have automatic synchronizing between the spreadsheet we were 
working with, and our diagrams in Microsoft Visio, an idea adapted from [9]. To 
realize such synchronization one needs first to export the spreadsheet to Excel format. 
Then, by selecting the “data” tab and clicking on the Link Data to Shapes, a new  
window will appear were one can select the Excel file.  

The data importing process is rather straightforward, one simply has to select the 
file path, worksheet to use, the columns and rows and an identifier field. When this 
importing process is over, one will have an external data tab at the bottom of the 
screen with the source data from the selected worksheet as you can see in Figure 7. To 
actually link the diagram shapes with the source data, one just places the shapes and 
fills them only with the unique row identifier. Then right clicking on the external data, 
using the “automatically link” option and matching the worksheet ID with the shape's 
label's ID. If done properly a chain symbol should appear in the left side of the linked 
rows as shown in Figure 7.  
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Fig. 8. Class Shape 

 
 
 

Fig. 9. Result Type Shape 

  

     Fig. 7. Linking an Excel spreedsheet with Visio                    Fig. 10. Fact Type Shape 

For a proper synchronization of the spreadsheet with the Visio diagrams, we de-
cided to use two ID’s (IDA and IDB). This need existed due the direct matching be-
tween the column label in the spreadsheet and the corresponding Visio stencil shape 
label. We could not use the same row to synchronize classes and all their associated 
result types because we would need to have a huge stencil with many result type 
shapes that only differed in the shape's label name. We had the idea to give a new id 
for each result type, but, in this case we would lose the bond between the classes and 
related result types. So the solution we could come up with was to add a second ID 
column (IDB) used just for result types. In rows specifying result types related to the 
same class the first ID (IDA) is always the same – the same as the class it is related to 
– and only IDB changes. The changes done to the original Visio DEMO OFD stencil 
shapes to accommodate the new ID's can be seen in Figures 8, 9 and 10. This is an 
original and valuable contribution of our work as the Excel-Visio synchronizing  
solution presented in [9] was limited to ATD diagram data. 

6 Results Analysis and Evaluation 

While conducting our interviews and gathering organizational information we were 
able to witness the importance and relevance of the transaction axiom of the Ψ-theory. 
In most of the CSD transactions it was of the utmost importance to have a clear notion 
of each of the 5 basic transaction steps and clearly assess which organizational func-
tions were responsible for fulfilling which actor roles and also important delegations 
that were in operation. It immediately got clear for the project team which govern-
ment institutions were really responsible for which parts of the process. Also it be-
came clear that several current process names should be changed as to more precisely 
reflect the real production or decision taking place in the execution of the process. 
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One example of this is also a quite interesting case we encountered. Citizens that be-
come unemployed can apply for a subsidy given by the state. The name of the process 
was “applying for unemployment subsidy”. But in fact this is the name of the request 
coordination act of a complete transaction that should have a more precise name. 
Thus, this process was renamed to “decision on providing unemployment subsidy”, a 
much more precise name which also made more clear how the several responsibilities 
of each transaction step were and should be alloted and/or implemented in an  
e-government scenario. One thing we noted also in this case was a double delegation 
situation. The Social Security (SS) department is the one that ultimately decides on 
providing the subsidy and so, responsible for the promise step. In the main island this 
step is delegated to the Unemployment Institute (UI). This institute, in turn, delegates 
this responsibility, in the secondary island, to the CSD. Currently the unemployment 
processes are forwarded – paper based – first to the UI and then, by the UI to the SS. 
In this case and others, applying DEMO gave preciseness and coherence to the gov-
ernment processes that got better names while being modeled as DEMO transactions. 
Also bureaucratic infological and datalogical flows were easily identified providing 
clear input for process streamlining and automation for the next stages of this  
e-government project. In the end of the previously referred process the citizen rece-
ives, directly at his home a postal letter sent by the SS with the decision that declares 
if he or she is fit or not to receive unemployment subsidy. Then, with that letter in 
hand the citizen can initiate yet another paper based process in the CSD so he or she 
can start receiving the unemployment subsidy at some point in time. 

In our OFD explanation we specified a class named INFORMATIONAL FACT. 
This is an example of a practical application of the distinction axiom of the Ψ-theory 
as to facilitate the gradual e-government implementation effort. Each instance of this 
class is supposed to be the specification of a kind of ontological fact whose informa-
tion must be provided by the citizen for some process to initiate or to verify some 
process rule. For example, for many processes to initiate the latest tax declaration has 
to be delivered but it is not clearly specified, for that process, which facts on such tax 
declaration will be considered in the process execution. If a process requires the citi-
zen's birth date, he is asked to provide his id card, but in that id card, besides the re-
quired informational fact there are many more that are not relevant, like the social id 
number, the fiscal identification id, amongst others. With this notion of informational 
fact we intend to enable government officials to precisely specify the elementary facts 
that are needed in each process, even though they are still paper and/or document 
based. This will allow a gradual learning process and a gradual implementation 
(process by process) of several e-government initiatives and/or process optimization 
by reducing the required conditions for process initiation and/or obtain required facts 
automatically by web-services provided by the appropriate entity.  

Our improvised tooling solution to collect model data in a collaborative and inte-
grated way was very useful to our DEMO practical project and it may also be to other 
colleagues. It saved us a huge amount of time in diagram editing and propagating 
model changes after validation rounds with officials from the SLGA. We estimate that 
we spent around 30% of our time in diagram creation and editing and that we would 
spend double of that time had we not used our method of collaboratively specifying 
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transactions and facts and linking automatically all the data in the respective rows of a 
Google Spreadsheet to Visio diagrams. Such features were lacking in the modeling 
tools commonly used with DEMO. In our practical experience, a way to propagate 
changes done to certain model elements – like classes, our focus on this paper – is 
essential to maintain one of DEMO's proclaimed qualities: consistency. And this is 
currently not supported by the modeling tools we know to support DEMO, that we 
tested and analyzed. Neither Visio [10] (only diagrams), Xemod [11] and Model-
World [12] have support to propagate a simple change in a class name to its related 
result and fact types. This could and should be easily implemented applying a similar 
method to the one we have presented here, and would be a relevant contribution for 
any project involving DEMO. 

As a contribution to the practical method steps of DEMO, we find that while speci-
fying fact types and result types any tool should provide a way to one easily just  
introduce the words of the formulations “surrounding” the referred classes and, for 
example, provide referral with auto-completion. We implemented such functionality 
in our collaborative spreadsheet with the automatically generated formulations based 
on string concatenation formulas provided by Google spreadsheet. We also contribute 
to the enterprise engineering community with method steps to integrate a spreadsheet 
with Visio diagrams allowing automatic synchronization between shapes and rows of 
the sheet. Just filling an ID in each shape instantiation in a diagram is sufficient so 
that, automatically, the DEMO id and the shape name or fact formulation of that 
shape automatically appear in the diagram in the next sync. Any slight change in 
names can be automatically reflected in several diagrams (e.g., a transaction name). 

7 Conclusions 

The analysis we did on the CSD models shows how Ψ-theory and DEMO's “lenses” 
of transaction and distinction axioms contributed in this case-study to a concise and 
comprehensive view of the essential dynamic and static aspects of the government's 
interaction with the citizen through the CSD. This concise view is now been very 
useful in the current stage of the project to structure and justify: (1) several organiza-
tional changes needed – information policies, establishment of common data seman-
tics, etc.; and (2) the future implementation roadmap, taking in account critical points 
of interaction and responsibility distribution clearly pointed out in DEMO's construc-
tion model in a neutral way abstracted from implementation details. The CSD specifi-
cation we provide here is one of the main contributions of this paper that may be use-
ful to other DEMO and/or e-government projects. 

Regarding the project method, we identified nearly five hundred fact types in the 
SLGA. Keeping consistency with such numbers in not an easy task, especially  
considering all the information is not concentrated in one place, but frequently spread, 
redundantly in diagrams and tables – e.g. class names, our focus in this paper. There-
fore, change propagation solutions like the one we provide are essential and quite 
useful to save huge amounts of time. For space reasons in this paper we focus on the 
OFD diagram, but this solution is easily applied for all DEMO diagrams and that is 
what we have done in our project. 
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As a final remark we found that using DEMO as the central method to gather  
specifications for our e-government project allowed a much more effective and suc-
cessful outcome than approaches of traditional requirements engineering and quality 
management. SLGA had used these 2 approaches before we started our project and, in 
a much longer time frame than ours, the produced documents were ambiguous, in-
complete and some times excessively detailed without need. This leads us to corrobo-
rate that DEMO indeed provides a very high Return on Modeling Effort (RoME) as 
some other initiatives had already shown [13]. As future work we will validate our 
claims more thoroughly with qualitative and quantitative validations with team mem-
bers and SLGA officials. 
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Abstract. Flexible integration of information systems with heteroge-
neous data structures and interfaces has been an important IT research
goal for decades. It is a fundamental requirement for enterprise transfor-
mation that the business knowledge captured in form of data and busi-
ness processes can be integrated and adapted within and across enterprise
boundaries. In this paper we present results of a model-driven interoper-
ability approach in the asset management domain. The approach builds
on multi-domain modeling principles and has been applied in three large
use cases over the last 5 years. We show how information interoperability
and enterprise transformation can benefit from multi-domain modeling
and how it fits together with a design science approach.

Keywords: Domain modeling languages, model-driven engineering, meta
modeling, information transformation, interoperability.

1 Introduction

The lack of semantic interoperability between information systems remains a big
challenge in computer science and costs industry billions of dollars each year.
In 2002, the National Institute of Standards and Technology estimated that the
costs for inadequate interoperability in the US Capital Facilities Industry to be
USD 15.8 billion per year [10]. This number was considered conservative by a
report on interoperability in the construction industry in 2007 [25] and a recent
Fiatech report on advancing interoperability [9].

Semantic interoperability is often a fundamental requirement to accomplish an
enterprise transformation successfully. Many of drivers for enterprise transforma-
tion described by Harmsen et al. [13] such as mergers, acquisitions, introduction
of novel technologies, new business models or compliance to corporate rules and
policies require that existing information systems are interoperable at the time
of the transformation and remain interoperable in the future. As pointed out in
one use case in [13], lack of integration between the IT departments was a root
cause of the lack of synergy between different business units.

Despite considerable progress made in the past, information integration re-
mains challenging. Although first interoperability efforts were codified in the
1980s with standards such as EDIFACT or STEP APIs, the modeling of applica-
tion data in terms of record structures and relational database schemas remained
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“too flexible” [2]. On the one hand, such flexibility increased the modeling power
and incorporated more semantics (object or ontology-based methods) but on the
other, it resulted in higher complexity and an increased likelihood that the data
structures of independently developed systems would be mutually inconsistent
and non-interoperable. The problem of low-level encoding and simple heteroge-
neous data types on the syntax level has mainly been solved with the acceptance
of XML as the standard interchange format within and across enterprise bound-
aries. Data and application integration is therefore an ever-present issue and
capabilities in this space are forcefully advertised by major information archi-
tecture vendors. To be strict, much of the emphasis lies on data transformation
and interchange rather than wholesale migration. Systems such as IBM Web-
sphere or SAP Netweaver present an XML-syntax, SOA based interface to the
world, but the structure and meaning of data still needs to be adjusted by de-
velopers ensuring that the right data structures are exchanged and transformed
at the right time [2].

We propose a multi-domain modeling approach to address some of the prob-
lems in semantic interoperability. In the context of three industry use cases we
apply a meta modeling language to specify a set of executable domain specific
languages (DSLs); one language for each data structure and interface that is
required to be connected to the enterprise landscape. In a following step the
developed domain models are integrated in two ways: (1) Behavior integration
is achieved by composing some of their elements in another domain language
that orchestrates the execution, and (2) static data and interface integration is
achieved through bi-directional model transformation which is specified by an-
other domain specific language within the same framework. By using the same
meta modeling language for all DSLs, we achieve an integration on the language
level that simplifies the integration of models while maintaining the benefits of
domain-specific modeling. Specifically, this served the purpose of simplifying the
semantic integration and addressed particular requirements which are explained
in more detail in the next section.

The remaining paper is structured according to the STARR template: Sec-
tion 2 describes the initial situation of the use cases which comes from the asset
management sector, Section 3 provides an overview of the tasks including the
requirements and goals, Section 4 covers the model-driven approach we took,
Section 5 discusses the positive results of the approach, and Section 6 includes
some reflections on the use case.

2 Interoperability in the Asset Management Sector

Gregory and Matthew [11,19] highlighted that the integration and data manage-
ment of information systems are among the key challenges in Engineering Asset
Management (EAM). Starting from the organization, planning, and controlling
the acquisition of assets to the use, monitoring, maintenance, and disposal of
physical assets, EAM incorporates multiple disciplines to manage the whole life-
cycle of physical assets representing a unique interoperability challenge. In order
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to achieve an integrated EAM solution, information systems from different areas
such as risk management, budget and costing estimation, condition monitor-
ing, human resources, or facility management need to be integrated. In this
section we discuss different aspects of integration that are relevant in the EAM
domain. First we discuss Enterprise Application Integration (EAI) and Business-
to-Business (B2) integration and then two dimensions of integration, horizontal
and vertical integration. Lastly, we introduce three use cases to which we have
applied our approach.

2.1 EAI and B2B Integration

The integration of software applications can be classified according to the en-
terprise boundaries: Enterprise Application Integration (EAI) and business-to-
business integration (B2B integration). EAI is concerned with the integration
of software applications within an enterprise and B2B integration is concerned
with the exchange of electronic documents between organizations. Both share
some commonalities [22,6,7]:

– Business processes are used for modeling the sequence of activity execution.
– Routing rules are applied for defining the data exchange between two sys-

tems.
– System interfaces provide the basis for data exchange.

However, EAI and B2B integration differ in their focus and requirements. EAI
software provides the infrastructure to rapidly connect and interface between
an organization’s internal applications. B2B integration can be regarded as an
extension of EAI by integrating organization’s applications with the applications
of its partners. The three use cases we are going to introduce in Section 2.3 cover
both EAI and B2B integration situations.

The technical integration of systems is usually driven by a goal. Three possible
goals on the technical level can be observed according to Eyal et al. [8,21]:

1. Systems with similar functionality may be merged: Merging systems with
similar functionality is an important issue in preserving data quality. If du-
plicated information is distributed over several systems and an integration of
those is not considered then there is a high risk that information becomes in-
consistent over time. For example, duplicated data is changed in one system
but not in the other.

2. Complementary systems may be composed to gain new functionality: Com-
posing systems to gain new functionality, is the main reason for integrating
existing systems in EAM. For example, a new decision support system is
introduced that requires data from sensors and the ERP system. Without
integration, prediction of asset health conditions cannot be achieved accu-
rately.

3. Existing systems may be customized with new features: New functionality
is introduced to the environment but in this case it affects only one system.
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The main reason for customizations is the ease of integration with other
systems. For example, data extracted from sensor readings are filtered first
and then transferred to an ERP system. Customization may be implemented
within systems as an extension or as a separate component that can be re-
used in combination with other systems.

An integration of two systems can be established in two dimensions depending
on the relationship of the systems. The dimensions are referred to as horizontal
and vertical integration known from organizational integration.

2.2 Horizontal and Vertical Integration

In order to achieve effective decision support the information needs to be in-
tegrated from different disciplines and integrated on a high level. These two
goals refer to the integration in two dimensions: horizontal and vertical integra-
tion. The horizontal dimension integrates information from different disciplines
whereas the vertical dimension integrates information within a discipline [12]:

Horizontal Integration: Horizontal integration incorporates different systems
that provide complementary functionality required to reach a certain business
goal. Horizontal integration can be established by implementing a distributed
business process that orchestrates activities executed in different locations. It
defines the specific order in which activities are executed to achieve a business
goal.

Vertical Integration: Vertical integration handles the integration of systems
within a certain domain, sometimes on different levels of abstraction. Depending
on whether we are dealing with an EAI or B2B integration situation, the levels
of abstraction and goal of the integration are different. In EAI, the systems in
the same domain are usually on different levels of abstraction. For example,
a system consists of sub-systems and a sub-system may consist again of sub-
systems. Vertical integration in EAI allows to abstract information from a low
level and lift it to a higher level that is appropriate for further processing and
decision support. In this way unnecessary information is hidden and an overall
view of the underlying data is accomplished [18,1]. An important feature of
vertical integration is the direct access of information on different abstraction
levels. A high level view has the advantage of identifying abnormal conditions
quickly, but for finding the reasons why the condition is abnormal, an approach
is required that allows to navigate to the sub-systems in order to localize the
cause.

In B2B integration, the information systems in the vertical dimension also
share the domain but are usually on the same level of abstraction. They are
usually integrated by merging for a particular reason, for example, for comparing
competing businesses in a market or for accessing them in a unified way.

Horizontal and vertical integration in EAI and B2B integration are illustrated
in Figures 1 and 2. When we look at the order in which the dimensions are inte-
grated, vertical integration is typically performed before horizontal integration.
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Fig. 1. Horizontal and vertical integration in EAI

Fig. 2. Horizontal and vertical integration in B2B integration



Enabling Information Interoperability through Multi-domain Modeling 21

The reason for this is that in the case of EAI systems, the more detailed data on
a lower abstraction level needs to be aggregated first to a level where it can be
integrated with other systems. In B2B integration, usually one or some systems
are selected for integration on the horizontal level. In order to select a system,
they must be vertically integrated first.

2.3 Use Cases

In this section we describe three use cases we have conducted in the asset manage-
ment sector over the last 5 years. The first projects dealt with “plant monitoring
and management” and has been conducted in collaboration with the CRC for
Infrastructure Engineering Asset Management1 (CIEAM) and the Australian
Nuclear Science Technology Organization2 (ANSTO). The second use case dealt
with the automation of requirement engineering for interoperability and has
been conducted with CIEAM and Mainpac Pty Ltd. 3. The last use case inves-
tigated the digital handover of design documents to the operation and mainte-
nance phase in the Oil & Gas industry and was conducted in collaboration with
industry alliances and major CAD and software vendors in the Oil & Gas Inter-
operability area. In the context of the previous discussion on EAI/B2B and the
integration dimensions, Use Case A covers horizontal and vertical integration in
EAI, Use Case B covers horizontal integration in EAI and B2B and Use Case C
covers the horizontal dimension in B2B integration.

Use Case A. Plant Monitoring and Management: In the first use case we
considered a power plant management environment shown in Figure 3. It consists
of five systems: The vertical dimension captured the “field data collection” which
consisted of (1) an embedded sensor reading system, (2) a data filtering system,
and (3) a field data collection system using personal digital assistants (PDAs).
On the horizontal level, two systems were required to be integrated: (4) an
enterprise resource planning system (ERP) and (5) a decision support system
(DSS). The DSS was introduced later because it provided unique functionality
that was required by the enterprise running the plant, functionality such as
prediction of asset health and decision support in asset maintenance. Particular
challenges in this use case were: how to interface with existing systems in a
unified way, and how to deal with future changes that affect a new version of an
existing software product or the introduction of new software to the enterprise
landscape.

Use Case B. Capturing Interoperability Requirements: In the second
use case, the problem was how to accurately capture and manage requirements
for the interoperability of information systems within an enterprise (EAI) and
between local and external systems at a business partner site (B2B integration).
Requirements are negotiated in iterative sessions between an enterprise and its

1 http://www.cieam.com
2 http://www.ansto.com
3 http://www.mainpac.com.au

http://www.cieam.com
http://www.ansto.com
http://www.mainpac.com.au
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Fig. 3. Environment of Use Case A “Plant Monitoring and Management” [12]

partners and captured based on user input during meetings and on existing
interfaces in the form of Web services definition files (WSDL) and C# code.
From the requirements, a contract is formed in Microsoft Word documents and
WSDL files and C# code are created which may be used as input for the next
requirement capture cycle. Particular challenges in this use case were: how to
capture requirements during interactive sessions with business partners, how to
generate service contracts and interfaces automatically, and how to deal with
changes and achieve consistency between interfaces, contracts, requirements and
implemented code.

Use Case C. Standards-Based Interoperability in the Oil & Gas
Industry: The third use case deals with the digital handover of documents
from the design phase to the operation and maintenance phase. In the engi-
neering space, interoperability is a major challenge in the information hand-over
from one phase in the asset life-cycle to another [5]. To overcome the interop-
erability problem, considerable effort has been invested into the development of
standards to serve as a lingua franca between computer systems. Two candidates
of those standards are ISO 15926 and MIMOSA [20], which are currently applied
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Fig. 4. Overview of Use Case C “Standards-Based Interoperability” (Figure provided
by OpenO&M at ISA 2012 Exposition)

in the Oil & Gas Interoperability (OGI) Pilot in support of the ISO TC 184 OGI
Technical Specification project. The particular challenge in this use case is how
to map data in CAD tools into asset management tools using open standards
and how to ensure that the mapping is correct according to the semantics of the
underlying data model specifications [15]. An overview of the context is shown
in Figure 4.

In the next section we discuss the common goals and objectives of the three
use cases.

3 Requirements and Goals of a Sustainable
Interoperability Solution

Although all three use cases cover a different type of integration and dimen-
sion, they share common requirements and goals. In this section we provide an
overview of the key challenges and goals that have been defined in collaboration
with the industry partners.

3.1 Requirements

Legacy Applications: Integrating systems that have been developed in the
past remain one of the biggest challenges in interoperability. Because of limited
human resources with necessary expertise the costs of changing and adapting
legacy systems is usually so high that this option is often not considered as a
solution. Alternatively, underlying data might be accessed directly, e.g., direct
access of a relational database through SQL interface and bypassing the legacy
application or developing a wrapper that maps an API of the legacy tool (if it
exists) with state-of-the-art technologies.



24 G. Grossmann et al.

Minimize Dependency on Existing Systems: Non-IT enterprises are often
in the situation where they are locked into software support contracts, especially
with large software vendors, and become dependent on particular systems that
have been developed externally and dominate their tool landscape. Changing or
adapting those systems usually requires high costs or is sometimes even impossi-
ble due to policy reasons. Software tools tend to be closed and only allow access
through a limited API which becomes a challenge if no tools are acquired that
need to access the same data. In some cases it might not only be necessary to
access the data but also to feed data back into the systems, for example, a data
quality tool performing data cleansing.

Comprehensive Integration: Since information can be integrated in different
dimensions and within or across enterprise boundaries (see Section 2), a compre-
hensive solution is required that is able to support all different integration types
in a single framework. Further to the already discussed integration types are the
static and dynamic aspects of an information system that need to be considered,
in particular data integration and behavior-based integration [23]. A fundamental
requirement for a framework to handle data integration and behavior-based inte-
gration is the modeling language used. One of the first modeling approaches that
combined behavior- and data modeling were Object/Behavior Diagrams [16].
More recently, the two modeling aspects received increased attention in artifact-
centric business process modeling [4].

Security: An important issue in all three use cases, especially where critical
infrastructure is involved, is security. Although integration always aims at a
higher degree of automation where data is passed on automatically and infor-
mation systems react automatically to events, it can be the case that data flow
is limited because of security reasons. For example, supervisory control and data
acquisition (SCADA) systems that control and monitor industrial processes in
power plants are usually physically disconnected from the remaining enterprise
systems for preventing the possibility of intruders accessing the system remotely
and for restricting the access to critical infrastructure. The most prominent ex-
ample for malicious software to exploit security holes in SCADA systems is the
Stuxnet computer worm. Another security objective is that an integration so-
lution should make use of the existing security infrastructure rather than try
to bypass it, e.g., access data from an ERP system through the provided API
rather than accessing the data directly.

Non-intrusive Solution: Today there exist many data integration solutions.
About 60 tools are listed in a recent Gartner report on data integration tools
published in October 2012 [24]. The drawback of a majority of those tools is that
they require a lot of resources. They do not only require hardware and software
resources but also human resources because people need to be trained to use,
manage and maintain those tools. By introducing a new system to minimize the
dependency, a new dependency might be created because of the complexity of the
tool. Enterprises with limited resources are therefore looking for “non-intrusive
solutions” that require a minimum impact on the existing infrastructure, a
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minimum requirement on hardware and software resources and minimum effort
in learning to use the tool.

Sustainable Solution: Sustainability is not only an important aspect in energy
production and consumption but also in software development. Especially in the
asset management sector where physical assets usually operate much longer than
software systems, it is crucial to consider future changes and even the whole
replacement of a software system. An interoperability solution should therefore
support changes on different levels: (1) changes made to the software landscape,
e.g., adding or removing whole systems and interfaces, (2) changes on existing
systems due to upgrades or changes in the business strategy and (3) changes to
the integration solution itself, e.g., how to transfer the integration logic from one
system to another.

Verification and Validation: This objective focuses on the correctness of an
interoperability solution and is divided into syntax and semantic correctness.
Whereas syntax correctness is usually fully automated by verifying data accord-
ing to provided specifications, the semantic correctness still remains challenging
and often involves domain experts. As there does not exist a fully automated
solution for a semantically correct integration, functionality should be provided
that supports domain experts in verifying the data (e.g. through query function-
ality), visualization and back-tracking transformed data to its original source.

Performance: The last objective is the performance of an integration solution
which is often an issue in real-time integration scenarios. For example, the instant
persistence of data across systems. Since we did not deal with real-time data in
the three use cases mentioned above, this objective was not critical. However,
performance was an issue for the transformation of very large amount of data
and the requirement was to execute it in minutes.

3.2 Goals

Based on the requirements listed above the following goals were defined:

– Seamless, non-intrusive integration of required systems: The main
goal was establishing bi-directional data integration of existing systems with
minimal impact on the existing landscape. This goal included overcom-
ing heterogeneous data interfaces and structure, e.g., SAP RFC, relational
databases, and ontology-like specifications of standards.

– Open transformation: Internal change of systems and adding new sys-
tems must be supported. The integration solution must be open so it can be
extended for support of new systems and must be able to export its own inte-
gration logic to an open standard, e.g., Query-View-Transformation (QVT)
or XSLT languages that can be imported into another transformation engine.

– Centralized integration: The solution should centralize integration logic
in a single system and replace integration components in existing systems.
This offers the advantage of a centralized management of the integration and
leads to a more flexible landscape.
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– Cover all dimensions in EAI and B2B integration: A solution needs to
support horizontal and vertical integration within and across the boundaries
of the enterprise.

– Easy usability: It should be usable by domain engineers who do not have
the background knowledge of the underlying IT technology. The domain
experts should be able to: (a) design, simulate and execute an integration
solution, and (b) verify the integration with the help of visual functionality.

In the next section we describe how we addressed the above mentioned goals in
a model-driven interoperability approach using multi-domain modeling.

4 Model-Driven Interoperability Approach

In this section we describe a model-driven approach we have applied to Use
Cases A–C introduced in Section 2.3. The approach builds on multi-domain
modeling languages that are semi-automatically generated and coherently form
an interoperability framework to achieve the goals mentioned in the previous
section. Before this approach is discussed in more detail, the methodology applied
in the use cases is described from a Design Science Research perspective in which
the modeling languages specify the central design artifacts.

4.1 Design Science Research

We first discuss how the approach relates to the design science research cy-
cles [14]. Figure 5 shows the relevance-, design- and rigor cycle between environ-
ment, design science research and knowledge base. The figure is annotated with
the information from the three use cases.

Environment: All three use cases came from the asset management sector. The
first use case, plant monitoring and management, involved engineers responsible
for the maintenance of power plant and external software consultants responsi-
ble for the installed enterprise resource planning systems that supported the en-
gineers with their regular tasks. The information systems to-be integrated were
commercial SCADA and ERP and a decision support systems built in-house. On
the technical side, heterogeneous interfaces in form of plain CSV, Web service like
interfaces and a relational database had to be bridged. The main problem was a
non-existing interoperability solution and high costs in performing a manual data
exchange. However, the opportunity existed to implement and deploy a state-of-
the-art solution that automates the data exchange and to demonstrate a new way
of designing interoperability that can easily be handled by engineers and software
consultants without any knowledge of the underlying implementation.

Use Case B, capturing interoperability requirements, involved internal and
external software consultants and software developers. They met in regular meet-
ings and needed a design tool to interactively capture requirements for negoti-
ating service contracts. The problem was that capturing the requirements was
performed manually, producing a Word document, and partly re-created existing
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Environment Design Science Research Knowledge Base

People:
- engineers,
- consultants, and
- software developers

Systems:
- ERP,
- risk management,
- finance,
- business intelligence, and
- CAD tools
Problems:
- heteroeneous interfaces
   and models,
- Horizontal and vertical
   integration in EAI and
   B2B integration

Design Artifacts:
- data models,
- interface models,
- process models, and
- model transformations

Evaluation:
- syntactical (automated),
- semantical correctness.
- tested in industry
   environment

Foundations, expertise,
and experience in:
- behaviour and data-
   modelling,
- meta modelling,
- model transformation, 
- process execution

Meta Artifacts:
- meta DoME language
- multiple domain model-
   ling languages

 

Requirements 
specified by industry 
partners. Testing in 
lab and industry 
environment

Relevance

Applied existing 
knowledge in data 
modelling. Results 
published in research 
papers.

Rigor
Developed multiple 
domain models. 
Evaluation based on 
test data in the lab 
and feedback from 
industry partners

Design

Fig. 5. Use cases in the context of Design Science Research according to the cycles by
Hevner et al. [14]

interfaces rather than importing them automatically. The systems involved were
a Business Intelligence software product with a relational database model in the
background and various other systems, such as a finance system that can be ac-
cessed via Web service interface. There was an opportunity to introduce a model
driven approach for human-computer interaction in capturing requirements in-
teractively, re-engineering existing interfaces and generating documentation and
code automatically.

Use Case C, digital handover of design documents, in the oil & gas sector in-
volved CAD designers, engineers, owner & operators and large software vendors
who built asset registries and enterprise resource planning systems for the op-
erators. Systems considered in this use case were three different CAD software
tools and one asset registry. On the technical side, the standards ISO 15926
and MIMOSA had to be used to specify the design and asset registry data, and
an enterprise service bus specified by the OpenO&M Information Service Bus
Model (ISBM) had to be used for the data exchange. The main challenge in this
use case was identifying the overlaps and differences between ISO 15926 and
MIMOSA and how the mapping could be specified and executed. This provided
an opportunity to introduce a model-driven approach and model transformation
techniques on a real-world scenario that involved complex standards.

Design Science Research: The design science research tasks consisted of de-
veloping design artifacts and processes as well as the evaluation. Artifacts were
designed on two modeling levels: (1) On the meta model level a modeling lan-
guage was constructed for each interface and data model and (2) on the model
level artifacts were designed that represent a particular interface or data model.
Further details on the artifacts and how they were designed and developed are ex-
plained in Section 4 below. The approach was evaluated in two stages, first within
a test environment in the lab with a small data set and then a test environment
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at the industry partner’s site with a larger set of data taken from real-world use
cases. The tests included syntax verification which was fully automated by the
modeling framework and semantic verification which was supervised by domain
experts using visual feedback provided by the modeling framework.

Knowledge Base: The knowledge required to solve the problems in the use
cases came from the research team who designed and implemented a solution and
domain experts who provided feedback to the research team in regular meetings
for the semantic correctness of the integration. Specific technical knowledge and
experience from four areas in computer- and information science contributed to
the use cases: (1) behavior- and data-modeling, (2) meta modeling, (3) model
transformation and (4) process execution and consistency rules for data and
behavior modeling.

Relevance Cycle: The cycle between environment and design science research
was conducted by the research team in collaboration with the domain experts
in regular face-to-face and online meetings. In the beginning, the research team
had to become familiar with the environment and industry partners and their
domain experts provided requirements and goals. Field testing was performed
either collaboratively or independently by the industry partner in multiple cycles.
In all three use cases a first prototype was deployed after successful testing in
the lab environment. This prototype allowed industry partners to test in their
environment and provide feedback either through meetings or log files. While the
research team improved the design and implementation, the industry partner
could perform further tests and feedback was incorporated in a next cycle.

Design Cycle: The development of the design languages and design artifacts
were mainly performed by the research team. The design (or modeling) languages
were semi-automatically generated by querying meta data from the required
interfaces and data models. These languages were used to model design artifacts
for the execution of the integration task. Depending on the results of the field,
the artifacts were modified or new types of artifacts were added on the meta
model level.

Rigor Cycle: The rigor cycle between design science research and knowledge
base was also mainly conducted by the research team. It included the application
of existing research outcomes and knowledge into multiple software prototypes
deployed to industry partners. Feedback and evaluation results were captured in
experience reports and led to the improvement of software prototypes and new
scientific results that were published in multiple publications.

In the following section we describe the model-driven approach in more detail.

4.2 Multi-domain Language Approach

We decided to apply a model-driven development (MDD) approach because of
the well-known benefits that come with it [17]. In particular the following benefits
were relevant for the use cases: (a) fast prototype development to demonstrate
benefits to industry partners in a shorter time, (b) separation of concerns and
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skills where design artifacts were used by domain experts to focus on the in-
tegration, and the research team focused on the implementation and execution
of the artifacts, (c) bridging the gap between business (or engineers) and IT
because IT systems are defined on a much higher-level using design artifacts,
(d) results in software being less sensitive to changes, (e) design artifacts can be
used for execution and for up-to-date documentation, and (f) platform indepen-
dent modeling allowed to focus on the actual integration problem rather than
implementation details.
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Fig. 6. Architecture overview of a multi-domain modeling approach for an interoper-
ability solution in engineering asset management

One significant difference in our approach compared to existing MDD ap-
proaches in interoperability is the use of multi-domain modeling. Figure 6 shows
an overview of the architecture. We created a domain modeling language with
its own visual notation for each aspect of the framework: for each interface and
data model specification, for the process-driven orchestration, and for the trans-
formation of the data a separate modeling language was created. Through the
use of multiple languages we maximized the benefits of MDD and allowed a do-
main expert in each aspect to focus on the problem with the help of a design
tool. Each language has its own visual notation and constraints with which the
domain experts are usually familiar. For example, an ERP system expert was
able to verify an existing design in a fast and easy-to-understand way in our tool
without knowing the tool and without the need to learn it beforehand.

Despite the advantage of this approach, we faced two challenges: First, how
to develop a new modeling language for a model specification and second, how
to integrate all languages and their models in a coherent way? For specifying a
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modeling language we used the open source meta modeling tool DoME (Domain
Modeling Environment). DoME comes with a visual meta modeling language
called meta-DoME and a modeling tool generator similar to the commercially
available MetaEdit+4, and is available as a contributed package in the Visual-
Works5 development environment. We addressed the first challenge by a text-to-
model (T2M) transformation in order to lift existing specifications to the model
level. Each specification language that was applied for data models and interfaces
in the environment, was mapped to meta-DoME, the meta modeling language
in DoME. This enabled us to generate a modeling language in DoME from each
model and interface which have been specified in a language that has previously
been mapped to meta-DoME. For example, we developed a mapping for the
XML Schema language and this allowed us to generate a modeling language for
each XML Schema specification automatically.

Meeting the second challenge, integrating languages in a coherent way, was
possible by using DoME. All languages were created with the same meta mod-
eling language meta-DoME and therefore integrated in the same framework.
An important feature in DoME is that elements from one language can be ref-
erenced in another language. We made use of this feature in a simple process
language to integrate other language elements, e.g., model transformation tasks
for the orchestration of different data sources. This combined behavior- and data
integration in a single framework.

5 Outcomes

For each of the three use case we developed a prototype using the same meta
modeling framework DoME. In all cases the prototypes focused on bridging
syntactical and structural differences between data sources and provided the
following features:

Interface: Support for the required interfaces mentioned above and additional
interface for XML, Web service and relational database servers such as Microsoft
SQL Server, Oracle, SQLite, and MySQL. The support for Web services enables
the continuing support for SAP in the case that ANSTO decides to upgrade to
the new SAP version called NetWeaver which is based on Web service technology.

Flexibility: The prototypes provided a generic business process modeling editor
with a basic notation that allowed creating new integration solutions. A clear
separation between orchestration and data transformation supports various sce-
narios and enhanced re-usability and flexibility.

Adaptability: The prototypes used existing communication technologies and
interfaces and did not require additional resources. In can be seen as a light-
weight approach compared to existing tools. All prototypes were deployed as a
single executable file with additional configuration information installed by copy

4 http://www.metacase.com
5 http://www.cincomsmalltalk.com

http://www.metacase.com
http://www.cincomsmalltalk.com
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and paste. The prototypes can be executed in two different ways during the
design phase: (1) executing the whole integration process at once or (2) executing
the process stepwise and observing data flow and transformation between various
applications. After a prototype is deployed, it can be executed in batch mode
which allows the scheduled execution on a server.

Usability of Application: All prototypes provided a visual editor that was
easy to use and understand by domain experts. For example, the editor for or-
chestrating an integration came with a simple process language that consisted
only of activities with data in- and output and data flows between them. De-
signing a business processes is supported by wizards which insert new activities
into a process. For each software application type that had to be integrated one
wizard was implemented and provided.

With the deployment and application of the developed prototypes in an in-
dustry environment we could reduced the manual steps from an average of +15
to 3 single steps in all scenarios. Furthermore all scenarios were supported by
a single integration tool and could be combined in different ways, e.g., features
that were developed for one use case could be deployed in combination with
features developed for another use case.

6 Discussion and Conclusion

A state-of-the-start software environment in asset management must be able to
accommodate a dynamic environment to allow the introduction of new software
applications and their integration to cope with Enterprise Transformation. We
have pointed out that integration needs to be considered as a separate com-
ponent to optimize re-usability of integration knowledge and provide flexibility
to the environment. We have proposed an integration architecture that sup-
ports horizontal and vertical integration and have demonstrated its application
in three use cases that involved multiple industry partners. We have developed
a light-weight integration solution and implemented prototypes which are cur-
rently used in industry. They fulfilled the requirements identified in the use cases
which are (1) support for various data interfaces, (2) flexibility in building future
integration solutions, (3) highly adaptable to the running environment, (4) ease
of use for non-IT users, and (5) a significant performance improvement through
the automation of manual steps.

Open challenges we have identified are matching heterogeneous data models
and interfaces, coherent modeling of processes and data, and modeling events
with business processes. There exist many matching techniques and tools for
matching heterogeneous data structures [3] but in the three use cases, especially
for matching heterogeneous standards as in Use Case C, existing approaches
were not sufficient to identify possible matches. On the modeling side, there is
still a lack of standardized languages for modeling processes and data flow in a
coherent way. Artifact-centric business processes try to overcome this gap but so
far no standard has emerged. Similar problems can be found for modeling events
in the context of processes. The Business Process Model and Notation (BPMN)
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language provides a set of events for modeling start, end and intermediate events
in a business process but there is no guideline on how to use these events for
orchestrating multiple systems in a correct way.

Future work includes addressing the challenges mentioned above, support for
automated integration of service interfaces and the complex integration of engi-
neering asset management standards. This includes the development of additional
wizards which help to design and deploy integration solutions, the discovery and
automated matching of services, and the complex mapping of data specified in
standards such as MIMOSA and ISO 15926.
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Abstract. The choice of the right business model has proven to be a critical 
success factor for enterprises in the software industry. This paper presents the 
design of an assistance system for a standardized construction of business 
models for software producing companies. The system helps software 
companies to determine their business model by using predefined building 
blocks. The structured methodology enables companies to build their business 
model. Moreover, it enables them to estimate the impact of changes within one 
business model element on the other elements of the business model by 
following recommendations within the process of business model adaptations. 
The prototype aims at providing decision makers a tool which supports the 
design of business models and the consideration of existing interrelations 
between the elements of a business model. An interface to a process modelling 
tool allows considering implications of business model modifications on the 
business model’s underlying business processes and value chains. 

Keywords: Business models, decision support, software industry, business 
processes. 

1 Introduction 

Companies in the software industry continuously face peer pressure and a rapidly 
changing economy. Hence, companies are forced to continuously reconsider and 
readjust their current business model. To be able to prevail over competitors, the 
choice of the right business model is a critical success factor for the long-term success 
of a company. A business model explains how an enterprise works by providing an 
abstract view on aspects like the value chain of a specific product or the 
organizational structure within an enterprise [1–5]. Hence, a business model depicts 
relevant information about a company’s underlying business processes, critical 
success factors and financial flows in a structured manner [4, 6]. Osterwalder et al. 
define a business model as “…a conceptual tool containing a set of objects, concepts 
and their relationships with the objective to express the business logic of a specific 
firm” [7]. 

By now, there has been considerable interest in business models in scientific 
research. In literature, as well as in organizational practice, there is still an identified 
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need to explore further research issues [7–11]. Practice-oriented approaches, such as 
IBM’s Component Business Model or the Business Motivation Model so far do not 
support a standardized construction and analysis of business models in a full extent 
[12, 13]. One further critical aspect about current business model research is the 
generality of the concepts. Although several research work about the constituent 
elements of business models exist, such as Linder and Cantrell’s “Change Models” 
[14], Osterwalder’s “Business Model Canvas” [15] or Morris’ business model 
components [16], the derived concepts have no focus on a specific industry branch. 
As a result, these general business model concepts do not support a standardized 
description and evaluation of a business model’s current quality [17]. Another critical 
aspect is the lack of software for an automated support for the construction and 
comparison of business models. So far, existing software has a strong focus on 
generic aspects about business modeling not taking into consideration a supported 
creation and adaptation of dynamic aspects of business models. 

This article aims at developing an assistance tool that allows the easy creation and 
configuration of business models based on a priorly developed methodology for an 
automated creation and adaptation of business models with a particular focus on the 
software industry. By this means, software industry specific concepts are taken into 
consideration which goes along with the possibility for a detailed description and 
construction of business models. This methodology has already been prototypical 
implemented, which is going to be presented in this manuscript.  

The derivation of the prototype is based on preliminary studies of Schief and 
Buxmann, who describe the derivation of morphological building blocks for business 
models in the software industry [18]. The assistance system supports decision makers 
of software producing companies to both compose new business models and to adapt 
already existing business models. The research work presented in this article follows a 
design oriented approach [19]. Based on a systematic literature review and on several 
expert interviews in the software industry, shortcomings about current business model 
concepts and software tools are collected as requirements. The derived requirements 
served as a basis for the conceptual design and the implementation of the business 
model assistance system based on a design-oriented research approach [20].  

The outline of this document is as follows: Chapter 2 describes the state of the art 
in business model research by explaining the derivation of the constituent elements of 
business models and value chains in the software industry. In addition, the 
relationships between business models and business processes are presented in this 
chapter. Chapter 3 describes the conceptual and the technical design of the business 
model assistance system, whereas Chapter 4 focuses on its implementation and 
preliminary evaluations. The paper closes with a summary of the main research 
results, limitations an outlook on future research. 

2 Requirements Analysis and Theoretical Background 

This chapter explains the basic objects of recommendation. First, the constituent 
elements of business models in the software industry are going to be introduced, 
followed by an explanation of the software industry value chain. 
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2.1 Business Model Elements 

To be able to design an assistance system for the construction and analysis of business 
models, first a conceptual and structured description of business models components 
has to be derived [9, 16, 21, 22]. Therefore, the specific elements of a business model 
within a specific industry branch have to be defined. Business model elements do not 
represent entire business models, but they describe the integral parts which make up a 
business model [14]. By decomposing a business model into its constituent parts, 
enterprises are offered a structured approach for a standardized description, analysis 
and comparison of their business model [5]. So far, extensive analysis in literature and 
practice has been carried out regarding the constituent elements of a business model 
[14, 16, 21]. However, they focused on generic aspects not taking into account 
specific industry branches. 

The business model elements in this paper are focused on the software industry. 
Several literature studies and expert interviews with representatives from the software 
industry have been carried out to derive the constituent elements of business models 
in this industry (see corresponding publication by Schief and Buxmann [18]). The 
result are 20 morphological building blocks (business model elements) that have been 
classified into 5 business model categories [18]. 

Table 1.  Business Model Categories and Business Model Elements in the Software Industry by 
Schief and Buxmann [18]  

Category Business Model Elements 

Strategy 
unique selling 
proposition 

product 
portfolio 

value chain 
strategy 

investment  
horizon 

Revenue 
license  
model 

pricing  
model 

sales  
volumes 

operating  
margins 

Upstream 
technical 
platform 

principles localization 
standardization 
degree 

Downstream 
sales  
channel types 

target  
industries 

target  
customer size 

target  
customer type 

Usage 
operating  
model 

support  
model 

maintenance 
model  

replacement 
strategy  

After having derived the 20 business model elements, they have been classified 
into morphological building blocks, consisting of business model categories and 
business model elements. A business model category represents a structuring 
principle, grouping four business model elements each. The business model elements 
are optional variables that are assigned several specifications (e.g. the business model 
element target customer size can have as specification: “individual customer”, “small 
organization”, “medium organization” or “large organization”). The number of 
specifications for each business model element of which can be chosen is between 3 
(minimum) and 11 (maximum). These morphological building blocks represent the 
conceptual basis for the prototype as they enable a standardized and comprehensive 
description and classification of software industry business models. 
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2.2 Business Models and Business Processes 

Business models are often seen as a mediator between a company’s strategy and its 
business processes: 

 

Fig. 1. Business Model in its mediating role [23] 

Although business models and business processes are characterised by a close 
relationship, these terms however are often used interchangeably in practice [24]. 
Business models contain an abstract view on a company’s core logic of creating value 
[7] whereas the business process model describes the implementation of a concrete 
scenario into executable process steps [6, 25, 26] which can be explained by the 
production of an output by the use of several input factors [27, 28]. Thus, a 
company’s business model and strategic goals form the basis for the design of the 
underlying business processes. In doing so, a clear understanding about the scenario 
to be modelled can be gained as changes within a company’s business model affect a 
company’s business processes. Hence, business models explain why business 
processes are being executed in a specific manner [6].  

For the developed prototype, the software industry specific value chain has been 
derived, based on several literature and practical studies by Pussep et al. [29]. 
Thereby, 10 characteristic activities that are typical for the software industry have 
been derived, which are depicted in Fig. 2:  

 

Fig. 2. Software Industry Value Chain [29] 

Specific business processes are assigned to each activity in the value chain. Hence, 
modifications on specific business processes caused by external or internal 
influencing factors (e.g. outsourcing of certain procurement activities) come along 
with implications for the corresponding value chain activity. The following figure 
shows the existing interrelations between business models (including categories, 
elements as well as specifications) and business processes. 
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3 Conceptual Design of the Business Model Assistance System 

This chapter explains the conceptual and technical design of the developed prototype. 
These explications are going to be enriched in the following chapter by the 
demonstration of several use case scenarios (s. section 4.1), which are supported by 
the prototype and have already been evaluated in practice. 

In general, an assistance system represents a computer-based system that supports 
humans in decision making [30]. In our context, we define an assistance system as a 
recommendation system that enables several target groups in the software industry 
(company founders and companies that have been active in the marketplace for some 
time) to compose their business model from scratch and to carry out modifications on 
an existing business model by enabling users to configure their business model in a 
structured manner. 

Based on the close relationship between business models and business processes, 
the prototype is also interfaced to business process level. By this means, the prototype 
supports two different scenarios: On the one hand it facilitates company founders to 
establish a business model from scratch. On the other hand it also indicates the effects 
of changes or components of a business model have on underlying business processes 
(e.g. an outsourcing of business processes, which is caused by changes on the 
business models is accompanied with changes on resource allocations and 
responsibilities in the underlying business processes). Fig. 3 depicts the design 
approach of the prototype which follows a three-tier architecture: 

Reference Data Base Business Processes

Data Sources

Web

@

User Interface

Application & Analytics Layer

Business Model 
„From Scratch 

View“

Assisted 
Business Model 

Config. View

Market Analysis 
View Process View

Dependency 
Analysis 

Component

Business Model
Config. 

Component

Business Model 
Recommender 

Component

Business Model 
2 Process 

Transformation 
Component

 

Fig. 3. Conceptual design of the business model assistance system 
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Data Source Level. The layer of data sources consists of the data sources that provide 
the operational data for the prototype. The reference database enables carrying out 
market analysis. It contains a large collection of reference business models for 
software producing companies. This data was elicited in the 100 largest software 
companies worldwide (based on the US classification scheme of SIC codes), by 
considering dimensions like annual accounts, transaction volumes, number of 
employees etc.). By this means, similar business models that are already on the 
market place can be used as a reference for the own business model. This data can be 
also used to compare and evaluate the own business model with those of competitors. 
An additional interface to the web allows taking into account current information 
when composing or modifying the underlying business model. Hence, current market 
data such as competitive analyses, forecasts or industry sales can be dynamically 
considered for the own business model. 

Application and Analytics. The second layer comprises all major functionalities for 
analytic features and basic modifications for the business models. Based on the layer 
of data sources dependency analysis within the business model elements can be 
carried out among the business model elements to make statements about how 
modifications within one business model element influence other components of the 
business model. Hence, recommendations can be given within each step of business 
model modification (BM Recommender Component). An interface to the process 
modelling tool ARIS supports the process of business model transformation into 
executable business processes. Thereby, users are shown within each step of business 
model modification, how these changes affect the underlying business processes. 

User Interface. The user interface represents the most aggregated level in which 
information about the evaluated data is provided to the end user (e.g. company 
founders or executive managers). The interface to the web and to the reference data 
base allows to carry out market analyses and to present current market development 
and / or the development of software companies along a timeline based on semantic 
knowledge networks. This helps company founders to get an overview about the 
specific market segment in which they plan to establish their business (Market 
Analysis View). 

4 Prototypical Implementation  

Within this chapter, the scenarios for the implementation of the prototype and first 
evaluations in form of expert interviews with representatives in the software industry 
are going to be described.  

4.1 Application Examples 

The prototype supports two scenarios: “Personal Business Modeling” and “Business 
Modeling Example”. The first scenario focuses on company founders in the software 
industry who intend to start their own business to implement their business idea into 
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practice. Before company founders can transfer a concrete business plan into practice, 
they first have to get an overview about the key business model inclusive its 
constituent elements. Hence, company founders get informed about which 
components are most important for their business idea. Within this scenario the 
prototype supports company founders to derive their business model from scratch. 
Company founders can compose their own business model by clicking through the 20 
business model elements derived in Chapter 2 and selecting several specifications for 
each business model element. For each business model category and business model 
element users are shown several specifications to select from (see Figure 4). 

 

Fig. 4. Business model element with its specifications 

The figure above shows the business model element category “Upstream”, which 
consists of the business model elements “Technical Platform”, “Principles”, 
“Localization” and “Degree of Standardization”(Schief & Buxmann 2012).  

After having configured the business model, users receive an e-mail with a 
comprehensive overview of their configured business model by presenting the 
constituent parts of the business model in a structured manner which is based on the 
morphological building blocks (see Figure 5). Based on the connected business model 
reference data base several analyses are being carried out to recommend users 
investors that are convenient in supporting the specific business idea. Furthermore, 
users are shown in the configured overview a list of competing enterprises that pursue 
a similar business idea and could be a potential rivals once the business is running. 
Subsequently, this aggregated information can be used as a basis for consultation 
interviews with potential investors that are needed to start the business. Further target 
groups of the scenario “Personal Business Modeling” are analysts, scientists or 
business developers. 
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Fig. 5. Overview of selected business model elements of the composed business model 

The second scenario focuses on enterprises that have been active in the market 
place for some time and intend to change several aspects about their current business 
model (“Business Modeling Example”). In this scenario, the prototype provides 
recommendations about business model adaptations for specific business model 
elements. An interface to the process modeling tool ARIS shows how changes within 
single business model elements influence a company’s business processes. If users 
change one element of their business model, effects on the other elements of the 
business model are displayed in form of recommendations. Figure 6 shows an 
example for a recommendation process. In this case, users get informed that changes 
within a company’s business model in terms of a switch from national distribution to 
a pan-European distribution has an influence on the current business model element 
“sales volumes”. 

 

Fig. 6. Recommendations for business model modifications 

In addition, to each step within business model modification, the underlying value 
chains and business processes are indicated through an interface to ARIS. Thereby, 
for each step in business model transformation, the value chain of the software 
industry with its 10 activities is deposit. By clicking on an activity of this value chain, 
an EPC diagram in the process modeling tool ARIS is displayed which indicates all  
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Fig. 7. Interface to business processes 

related organizational units, functions, information flows and material and resource 
objects within the specific value chain activity. Figure 7 shows the process view of 
the prototype. 

The figure above demonstrates how conducting marketing activities enables users 
to gain insight about several related aspects / views of this step in the business 
process. Hence, users gain insight in the effects of business model changes on the 
underlying business processes including all related views on a business process such 
as involved organizational units, performance flows and information flows. Thus, if 
specific aspects about a business model change, users are informed which artifacts 
within a specific process step are affected and should be considered in terms of 
business model transformation [32]. 

4.2 Preliminary Evaluation 

For the prototype presented first evaluations have already been carried out in practice 
in from of expert interviews with 13 representatives in the software industry. The 
practitioners were either CEOs or employees with strategic and managerial 
responsibilities. In the following, a brief summary of the evaluation results will be 
shown. For a full listing of the results and the applied research methodology cf. [33]. 

To gain results which can be applied to the entire software industry, the composition 
of the selected software companies was as broad as possible. Therefore, the expert 
interviews have been carried out with software companies that are established in several 
market segments such as e-learning software producers, enterprise software producers or 
providers of media asset management systems. In total, 7 large enterprises and 6 small 
and medium sized enterprises have been interviewed. First, interviewees had to compose 
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their business model based on the scenario “Personal Business Modelling”. In a next 
step, the interviewees had to carry out modifications on a fictive, already existing 
business model according to the scenario “Business Modelling Example”. Therefore, the 
interviewees were shown recommendations for adaptations on the current business 
model. In addition, interviewees had to check influences of business model adaptations at 
the underlying business processes. 

First evaluation results have demonstrated that most interviewees estimate the 
research work as highly relevant (85 %), whereas 15 % claimed that the implemented 
concept is too academic as it tries to convey the derived research results into a holistic 
construct. 68 % stated that aspects about the relationships between business models 
and business processes, as supported within the scenario “Business Modelling 
Example” are already taken into consideration in practice. However, there is still a 
lack of a conceptual method for considering these interrelations and monitoring the 
quality of the underlying business model. In the most interviewees’ point of view, the 
evaluated prototype is most useful for start-up companies establishing their business 
model from scratch. Hence, the majority of the interviewees estimate the scenario 
“Personal Business Modelling” as highly relevant. 

5 Conclusions, Limitations and Outlook 

This paper presented a tool for the assisted and standardized description and 
composition of business model. First, software industry-specific business model 
elements have been derived and grouped into categories. As a business model often 
acts as mediator between a company’s strategy and its business processes, an analysis 
of the relationships between the business model and its underlying business processes 
has been carried out. Based on the presented research results, a prototype has been 
developed which supports start-up companies to compose their own business model. 
In addition, it also supports companies that are already active in the marketplace by 
offering the possibility to change specific aspects of their business model.  

In the scenario “Personal Business Modelling” enterprises so far do not receive 
recommendations within business model composition from scratch. Current research 
work focuses on an integration of (proactive) recommendations for each step in the 
process of business model composition. Therefore, existing interrelations between the 
business model elements have to be analysed and taken into consideration. According 
to the carried out expert interviews we found out, that the questioned software 
companies estimate the use of control parameters (key performance indicators) as 
highly relevant to determine the quality of a business model. For this reason the 
prototype is currently extended to integrate software industry specific KPIs as 
feedback parameters for the quality of the current business model. If specific 
thresholds are reached on business process level, the information is sent to the 
prototype in form of a warning message. By this means, users will be shown which 
aspects about the current business model should be changed. 

So far, the focus of the prototype has been on the software industry. In future 
research work, further industry branches (e.g. automotive industry) should also be 
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taken into consideration to derive a structured framework for a standardized 
description of business models. Hence, business model components and value chain 
activities of further industry branches have to be carried out and transferred into a 
conceptual framework. A fundamental research question for future work is how 
business strategy and business process KPIs can be monitored in a consistent and 
continuous manner, in order to propose proactive business model changes. The 
current prototype provides interfaces to business process level are implemented in 
ARIS. In future research, further process modelling tools will be integrated with the 
prototype to enable broader application potentials of the assistance system. The vision 
for future business model adaptation is a roundtrip-like engineering and management 
of business models based on current environmental business data. 
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Abstract. More than ever, enterprises aim at assuring their structure and 
initiative portfolio are aligned and support value-creation. However, essential, 
explicit and cross-cutting models that allow keeping bottom-line in sight over 
the whole initiative lifecycle are generally absent.  

The role of IT Demand Management is instrumental in addressing this issue due 
to its unique positioning between business and IT. We advocate that the classical 
Business/IT alignment should primarily be reformulated as a more general 
Business/Business alignment. Furthermore, we analyze its contribution to making a 
new organizational capability emerge - the instruments through which interactions 
and alignments are made using a common value referential. 

In this paper, we present the case of the IT Demand Management of ZON 
Multimedia and report on its transformation in the last 3 years - a journey of 
increasing maturity and transformation towards value-orientation. 

Keywords: IT Demand Management, Benefits Management, Value Management, 
Business/IT alignment, Enterprise Engineering. 

1 Introduction 

More than ever, enterprises aim at assuring their structure and initiative portfolio are 
aligned and support value-creation. Cost reduction through effective reuse, 
reengineering and innovation being heavily demanded features from enterprises and 
their supporting systems.  

Laudon notes that enterprise performance is optimized when both technology and 
the organization mutually adjust to one another until a satisfactory fit is obtained [1]. 
However, studies indicate as much as 90 percent of organizations fail in applying 
their strategies [2]. However, essential, explicit and cross-cutting models that allow 
keeping bottom-line in sight over the whole initiative lifecycle are generally absent. 

Misalignment between the business and its support systems is frequently appointed 
as a reason of these failures [1, 3]. Aligning Business and IT is a widely known 
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challenge in enterprises as the developer of a system is mostly concerned with its 
function and construction, while its sponsor is concerned about its purpose, i.e., the 
system’s contribution. 

The role of IT Demand Management is instrumental in addressing this issue due to its 
unique positioning between business and IT. We advocate that the classical Business/IT 
alignment should primarily be reformulated as a more general Business/Business 
alignment. The main implication is to abstract from the implementation and model the 
alignment problem as the relation between two systems, one supporting the other. This is 
mainly a relativity issue, as one organization’s support processes are the core processes 
of the (sub)organization providing them [4]. Particularly, in the case of IT-enabled 
supporting systems, this implies modeling the business behind the IT organization as a 
pre-condition to co-developing those systems.  

In this paper, we present the case of the IT Demand Management of ZON 
Multimedia and report on its transformation in the last 3 years - a journey of 
increasing maturity and transformation towards value-orientation. This approach is 
based on Enterprise Engineering (DEMO) [5], Value Modeling (e3Value) [6] and 
Enterprise Architecture (Archimate) [7]. Furthermore, we analyze their contribution 
to making a new organizational capability emerge - the instruments through which 
interactions and alignments are made using a common value referential. 

The paper follows the STARR template, describing Situation, Task, Approach, 
Results and Reflection and closes with a contribution summary and conclusion. 

2 Situation 

2.1 ZON Multimedia Group 

The ZON Multimedia business group leads the market in pay TV in Portugal and is 
the second largest internet provider. Nationally, it is also leader of the cinema market. 

The origins and development of ZON are intertwined with the genesis and growth 
of the mass entertainment and telecommunications industries in Portugal. 

From 1999 onwards, TV Cabo, became the leading distributor of television to the 
home and later the first internet operator to offer a broadband service. In 2008, after 
TV Cabo had split off from the incumbent operator, ZON Multimedia first appeared 
as an independent brand. With new business and engineering processes, ZON 
transformed itself into a provider of high quality integrated services, both inside and 
outside the home and for businesses.  

Today, ZON Multimedia has around 1.6 million customers. ZON operates the 
largest New Generation Network in Portugal, reaching over three million homes. 
ZON is also the second largest provider of internet and fixed voice with 790 
thousand customers and 976 thousand, respectively. Its digital satellite platform 
allows it to offer coverage to the whole country. Its 210 cinemas make up the largest 
network in the country and attract almost ten million cinema-goers a year. Today, 
ZON Multimedia and its affiliates have approximately 1,600 employees. 
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This solid operating base, internationally recognized for its know-how and ability to 
adapt across a range of markets, is the foundation stone for ZON’s internationalization 
strategy. In 2010, its expansion plans were given a hefty boost with the setting up of its 
ZAP joint venture for providing subscription TV services via satellite to the Angolan 
market, recently extended to include Mozambique. 

For confidentially reasons, only a selected set of information is available for the 
purpose of this paper. Particularly, the monetary rates were withheld and, whenever 
possible, relative values were provided.  

2.2 ZON Multimedia’s IT Demand Management 

The IT Demand Management area is responsible for analyzing business needs and 
using the available resources to provide feasible solutions. 

ZON’s IT Demand Management unit includes the Service Strategy and Service 
Design processes of the ITIL v3 framework. The managed platforms included those 
typical of a Telco, e.g. CRM, Integration, Billing, Provisioning, ERP, public and 
internal Portals to name a few. A standard IT Demand Management process that 
mapped to a classical Software Development LifeCycle (SDLC) was in place, as 
pictured in Figure 1.  

 

Fig. 1. IT Demand Management process 

A set of Telco traditional IT client units (business and support) jointly created over 
a thousand project requests per year through this process, ranging from simple 
changes to full-scale product launches and IT transformations with development 
effort that amount to hundreds of staff-days. The Information Systems support 
services annual investment was 18,9 M€ in 2011 [8]. 

The demand component of this process had fundamental issues: 

─ Problems/opportunities were not clear and direct implementation of solutions 
was requested from IT; 

─ Prioritization of projects was casuistic and used criteria were opaque; 
─ A large number of projects went through detailed and time-consuming 

specification and only after an estimate by the development team was it possible 
to evaluate the merit of the project; 

─ A project backlog amounting to half the new project requests placed every year; 
─ The capacity issue led to ageing and dated solution specifications; 
─ Investment control and visibility: IT was mostly seen as a cost center; 
─ Solution design: ROI imbalances were found at solution component level, i.e., 

the contribution to the benefits was unknown or unjustifiable. 
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3 Task 

This paper addresses a 3 year period of continuous changes to the IT organization 
and, particularly, to the IT Demand Management process. The main goal of the 
transformation is to provide improvement of IT Management maturity, particularly in 
the Value Management area and addressing the previously stated issues. 

The idea of introducing a Benefits Management process is not new [9], with known 
promises of increasing portfolio control, particularly prioritization, and establish a 
clear rationale for allocating delivery capacity. However, as maturity increases, 
diminishing returns were experienced and deeper approaches were called for. 

The stakeholders of such process are the Business Units, split into the sponsors –
empowered to approve business changes and budget – and the users, which specify 
and operate the system. From the IT side, the process stakeholders are the IT Director, 
IT Demand Management (Business Account & Requirements Manager, Business 
Analyst and Architect), Delivery Management and Operations Management.  

The task at hand was result-oriented and specific indicators for each of the phases 
of the process have been defined: project backlog reduction (includes demand shaping 
and project consolidation), value-driven project cancellations and scope reduction (€) 
based on cost/benefit of solution components.  

4 Approach 

A Design Science Research (DSR) based approach was followed in alignment with 
ongoing PhD work. The Environment component of the Relevance Cycle (cf. Figure 
2) was presented in the previous sections. Regarding scientific Foundations used in 
the Rigor Cycle, a combination of Benefits Management [9], Enterprise Engineering 
[5, 10] and Value Modeling [6] was used, both presented in section 4.1. 

 

Fig. 2. Design Science Research reference model [11] 
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The resulting artifacts belong to three distinct types: 

─ Concepts – used for business analysis and creating relevant questions for 
project qualification and requirements elicitation.  

─ Deliverables – tangible changes to project request forms, quickscan (as 
presented in section 4) and project prioritization and planning; 

─ Method – mostly resulting of adding value structuring and engineering 
capabilities to a general SDLC process with Benefits Management; 

As stated, the improvement process of the IT Demand area has been a continuous 
effort during last three years. Nevertheless, we can break down the overall approach 
taken in this time period in three distinct, but connected, phases presented in the 
following sections: 

─ Phase I. Benefits oriented Lifecycle 
─ Phase II. Quickscan and Investment Appraisal 
─ Phase III. Value-oriented Solution Development 

 

Before presenting each of these phases, we will briefly review the foundations of the 
Rigor cycle. 

4.1 Scientific Foundations 

Enterprise Engineering - DEMO. Formally integrating the notion of purpose into 
system development activities requires addressing both the teleological and ontological 
perspectives in an integrated, bidirectional way [12]. However, Engineering approaches 
are generally focused solely on the ontological perspective [13]. By Enterprise 
Engineering is meant the whole body of knowledge regarding the development, 
implementation, and operation of enterprises [5]. DEMO has a particularly relevant role 
in this area both as ontology and as a method. Enterprise ontology [5] includes a sound 
theory and a method for supporting enterprise engineering. It goes beyond traditional 
function (black-box) perspective aiming at changing organizations based on the 
construction (white-box) perspective. Organizations are considered as systems composed 
of social actors and their interactions in terms of social commitments regarding the 
production of business facts.  

From the Transaction Axiom of Enterprise Ontology, we find that actors perform 
two kinds of acts. By performing production acts (P-acts), the actors contribute to 
bringing about and delivering services to the environment. By performing coordination 
acts (C-acts), actors enter into and comply with commitments. P-acts and C-acts occur 
in generic recurrent patterns, called transactions. Every transaction process is some 
path through this complete pattern, and every business process in every organization is 
a connected collection of such transaction processes [5].  

The Distinction Axiom of Enterprise Ontology’s PSI-theory, states we can divide all 
acts of an organization in 3 categories - ontological, infological and datalogical, 
respectively related with the 3 human abilities: performa (deciding, judging, etc.), 
informa (deducing, reasoning, computing, etc.) and forma (storing, transmitting, etc.). 
By applying both axioms, DEMO is able to produce concise, coherent and complete 
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models with dramatic reduction of complexity. This feature is particularly relevant for 
quickscan efforts as it assists in creating and checking essential transactional models. 

Additionally, unlike other approaches, DEMO makes a very strict distinction 
between teleology, concerning system function and behaviour – the black-box 
perspective – and ontology, about its construction and operation – the white-box 
perspective [14]. These perspectives are embodied in the Generic System Development 
Process (GSDP), which is specified in DEMO’s TAO-theory as the process by which 
a system is designed and implemented from the specifications of its using systems. 
The GSDP is systematically defined, clarifying normally ambiguous concepts like 
architecture, design, engineering and implementation. The GSDP is directly relatable 
to a software development process and is an abstraction that clearly positions the 
construction and function perspectives. In order to systematically address the 
teleological part, a new perspective – contribution – was introduced in [12]. This 
perspective directly addresses the origin of the functional requirements as means of 
obtaining certain results and the valuation of their contribution by some stakeholder.  

Value Modelling – e3Value. A formal business model [15] is necessary to create a 
founded integration with constructional models. Value Modelling is increasingly 
recognized that the concept of value assists in improving stakeholder communication, 
particularly Business and IT [16]. All organizations have in common bringing about 
value to their environment, either directly or indirectly, so value is an unifying 
concept to consider in business modeling. For our case, we elected e3Value [6] 
because of its formal ontology, practical application, coverage financial evaluation 
coverage and tool support. 

e3Value is part of e3family, a set of ontological approaches for modelling 
networked value constellations. It is directed towards e-commerce and analyses the 
creation, exchange and consumption of economically valuable objects in a multi-actor 
network [15]. In e3Value, an Actor is perceived by his or her environment as an 
economically independent entity, exchanging Value Objects. An enterprise is 
modelled as an actor in a value network, where the demand and offer market concepts 
are a natural consequence of the economic context of Value Objects. This is a natural 
way of capturing, structuring and expressing the components of a business case. Our 
approach implies specifying the value system of the opportunity at hand for each 
project request. Only upon stakeholder agreement about the model of the value 
system does the supporting system design process begin. The fact that these are two 
formal systems allows checking them for coherence and alignment Further, we 
applied e3Value to improve system and subsystem value modelling: inside the 
boundaries of organizations, as opposed to applying it solely to e-commerce relations 
between formal organizations. 

4.2 A 3-Phase Approach 

Phase I – Benefits Specification. The project portfolio benefits management 
essentially aligned with the Benefits Management approach [9]. In our approach, it 
began by introducing a mandatory qualification step for each and every project that is 
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requested from IT. The Qualification step consists in validating the Project Request 
form. Particularly, it includes checking the presented investment rationale. 

For this purpose, a new version of the project request form was produced, with the 
following added/revised sections: 

─ The proposed benefits, by type, value, owner, timing and evidences; 
─ Impact of “doing nothing” and deferring the project in specific amounts of time. 

Positioning each system in a GSDP referential allowed clarifying their relations. 
Moreover, specifying the production facts and their contribution, differentiating this 
perspective from functional and constructional perspectives, as defined in [12, 13], 
enabled increased assertion capabilities during project request qualification. 

Collecting benefits and working on their specification allowed for increased insight 
into motivation, which is especially relevant for solution building and case-by-case 
decisions. However, it fell short of expectations as the whole IT development process 
did not formally consider this information, and the project qualification that follows, 
as a main driver for the whole process. 

Phase II – Quickscan and Investment Appraisal. In mid-2011, a new step – the 
quickscan – was introduced in the process. The outcomes from project qualification, 
particularly benefits specification, were leveraged as inputs for formal appraisal. 

The main reason for introducing the quickscan was that significant time was 
consumed by doing detailed solution design for all projects before they were formally 
evaluated against the potential benefits. Many projects were canceled after detailed 
development estimates or, at least, lost priority and many never saw the light of day. 
In these cases, significant effort had already been consumed and relevant capacity was 
used for detailed estimation. The quickscan involves business accounting, architecture 
and business analysis functions and aims to provide a high-level solution, identified 
impacted platforms and estimate of the project cost. The quickscan happens, by 
definition, very early in the process. This makes it challenging as several solution 
scenarios may be designed, and solution scope is not yet closed in depth, only in 
breadth. For this reason, complexity reduction techniques are sought-after, which is a 
relevant entry point for techniques and methodologies that aim at making Enterprise 
Engineering intellectually manageable, such as DEMO. 

The introduction of a quickscan phase, that includes the production of a High-level 
Estimate as deliverable, was decisive to boost efficiency and effectiveness of the 
process. On one hand, less work was done to reach a decision on whether to continue 
with the project, i.e., deciding on its funding. On the other hand, the work anticipates 
detailed solution design effort, so it does not involve inefficient allocation of effort. 

Building on Phase I, validation of benefits since the early stages of the project 
became a norm and was made a mandatory component of the project request. 

The budget remained under the IT department but now the business units had to 
compete and justify its allocation to projects before a wider audience. According to 
the project cost range, different approval levels (and forums) are required for project 
appraisal. Further, prioritization of projects for portfolio composition became driven 
by the stated benefits. The result is a project portfolio with increased visibility and 
buy-in by the business units and board. 
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Additionally, some incursions into detailed benefits analysis were carried through. 
For instance, a seemingly simple mechanism for aligning requirements with benefits 
is to build a two-dimensional matrix with the benefits proposed for the project and the 
Functional Units (FU) that contribute to achieving those benefits. This matrix 
supports the following coherency checks: 

─ Ensure functional units contribute to at least one benefit 
─ Ensure the production of each benefit is grounded on at least a functional unit 

Moreover, it became possible to identify and analyze imbalances in expected return at 
the FU level. Combined with cost information from the quickscan, it allows applying 
an analogy of the Pareto rule, i.e., aiming at 80% of the benefit with 20% of the effort. 
For instance, automation of very specific and seldom occurring exception scenarios is 
likely to be complex to build versus the benefit is provides. 

Furthermore, an e3Value model was produced for selected projects. This value 
model was instrumental in checking completeness of the scenario and its structure 
contributed to identifying gaps in stakeholders (economic actors), value exchanges 
(transactions) and the value objects themselves. Using the value model for formal and 
structured teleological representation is part of a more elaborated roadmap which is 
presented in section 4.4. These constructs, the benefits matrix and value model, have 
not been explicitly included in the deliverable. They are used as instruments to 
identify the relevant questions and only in selected projects.  

Phase III – Value-oriented Solution Development. Phase III of the transformation 
began in mid-2012 and is currently ongoing for research validation completion. It 
entails using value specification to guide solution development on a project-by-
project basis, i.e., it consists in ensuring alignment between the value and construction 
models of the project. It is a more detailed approach, working inside the construction 
of the system, and has been performed selectively for research validation purposes. It 
consists in creating the e3Value models, the DEMO models, and aligning them [17]. 
This approach, named Value-oriented Solution Development Process (cf. Figure 3), is 
further detailed and analyzed in [18]. 

Fig. 3.  VoSDP - Method for practical application 

Establish Problem
• Specify Value Model
• Specify Ontological Model

Define Solution Scenarios
• Specify Result Chain
• Specify Value Model
• Specify Ontological Model
• Iterate and Align

Select Solution Scenario
• Compare Value Models

Implement Solution
• Implement organization
• Assign subjects to actors

Evaluate Solution
• Validate runtime Value Model
• Identify gaps
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The existence of an overall value model to commit project-specific value model 
changes incrementally in deltas is comparable to architecture deltas on a project-by-
project basis being committed to an overall architecture model. This assists in having 
a more systematic and complete analysis capability over the business model part of 
the overall solution, while keeping alignment with the construction. A single, simple, 
value model would give a high-level, but accurate idea of the context of the value 
proposal. For instance, a simplified generic value model of a private, for-profit 
enterprise is presented in Figure 4. 

 

Fig. 4. Generic value model of IT-enabled for-profit enterprise 

Considering the value model in Figure 4, the equation for considering the 
development of business support initiatives for an annual period would be: ݀݅݀݊݁݀݅ݒ ൌ – ݁ݑ݊݁ݒ݁ݎ ݎ݁݉ݐݏݑܿ – ܺܧܱܲ ݏݏ݁݊݅ݏݑܾ  ܺܧܱܲ ܶܫ  െ  ݐ݊݁݉ݐݏ݁ݒ݊݅
It is noteworthy that the result can be attained by reducing the expenditure or by 
finding alternative ways of generating value, such as increasing revenue (relating with 
the customer actor) or decreasing support costs (relating with the IT actor). For 
instance, a business requirement such as allowing the customer to configure the 
features of his phone service (such as confidentiality, 3-way conferencing, voicemail, 
etc.) via selfcare channels can have many concurring initiatives through different 
stakeholders and at different timings. This was the case with different project 
requests: one for configuring features via set-top box interface and another for the 
same request over automated dial-in IVR (Interactive Voice Response). 
Technologically, they consist in simple service reuse but, from a business perspective, 
there are overlapping benefits that should be aligned by the business areas in an 
overall value model in order to accurately specify the worthiness of the initiatives. 

The creation of a project-specific value model, exemplified in Figure 5, is a step 
forward by itself, fostering consensus among stakeholders and improving objectivity. 
Further, in order to rationally select solution scenarios, objective criteria must be 
defined. To this end, using e3Value it is possible to assign valuation formulas and 
specifying value model components using specific attributes that make the 
profitability sheets directly derivable from the model. 
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Fig. 5. Internet Support Example - Value Model 

The process of alignment with the construction model is described in [17]. While it 
exceeds the scope of this paper, it must be mentioned as it is a cornerstone of the 
approach and allows checking coherency between ontological and teleological 
models. The advantage of having a business case integrated with the ontological and 
implementation models is that it makes possible to estimate the critical values that put 
economic viability at stake and monitor them in anticipation via trend analysis. 

5 Results 

The main quantitative improvements to the IT Demand process found over the three 
year period are summarized in Table 1. The IN column establishes the number of 
projects of whichever category that entered the process each year. The terminal states 
of the process, Cancelled and Implemented, come next and its sum equals the projects 
leaving the process, represented in the OUT column. Finally, δ backlog refers to the 
backlog variation, or project flux through the IT DM process.  

Table 1. IT Demand Management process volumes 2010-2012 

Year IN Cancelled Implemented OUT (C+I) δ backlog 

2010 100% 33% 65% 98% 2% 

2011 55% 29% 30% 59% -4% 

2012 45% 28% 29% 58% -13% 

Total 200% 90% 124% 215% -15% 
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The values presented are a percentage of the total of projects that were input to the 
process in the first of the 3 years. In Figure 6, a yearly referential is taken to portrait 
process improvements: the outputs are considered as a percentage of the inputs of the 
corresponding year. As it can be seen, 9% and 29% backlog reduction were achieved 
in the second and third years, respectively. 

 

Fig. 6. Process outputs (implementations and cancellations) versus yearly inputs 

As it can be seen, the project backlog has faced a significant and increasing 
reduction, led by a major cut in project creation and implementation. We should point 
out that the decrease in the number of implemented projects does not imply a strict 
proportional IT investment reduction. In this case, consolidation of initiatives played a 
major role in this indicator. Furthermore, some decrease in IT Demand may be 
partially explained by the overall economical context and the pressing need for more 
rigor and justification in its allocation – the approach we have presented serves as a 
means for doing just so. 

The yearly contribution of the Demand Management process due to 1) project 
cancellation and 2) scope reduction based on value balancing, represented 6% of the 
yearly Information Systems service spending. In the remainder of the section, we 
detail the origin of these quantifiable improvements. 

Phase I led to a massive cancellation due to missing benefits specification and 
ageing. In spite of this, the project backlog grew as there was a very large number of 
new projects, more than half of which found the way through production.  

The application of Phase II mounted a large obstacle to project creation, which 
dropped by almost 50% in 2011 and kept the tendency for 2012. Additionally, as 
main result, the input to solution development process had a quality increase, 
resulting from better problem elicitation. For instance, applying the presented method 
allowed improving the definition of the set of stakeholders, scoping and value 
proposal. Additionally, business case clarity yielded important gains, particularly 
enhancing GO/NOGO decisions, prioritization criteria and scrutiny between peers. As 
a positive side effect, the relation with the IT Delivery also improved as planning and 
priority volatility has been greatly reduced.  
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As for the outcome of Phase III, there are still no results that allow for complete 
validation as not enough projects have completed the new process. Interesting metrics 
will be, for instance, stakeholder identification gaps, the number of times the 
construction model is not compliant with the value model (differentiate incompleteness 
and violation), average number of alignment iterations, etc. It is noteworthy, though, 
that applying the transactional pattern to value exchanges supports the identification of 
relevant scenarios. Also, by building the value models of functional units that had no 
explicit contribution, it became possible to integrate them in the overall business case 
and to decide if they should be a part of the recommended scenario or not. The now 
structured business case enables tracing benefits to implementation components. In 
turn, validation is improved by using a structured and traceable value proposal as 
reference during Post-Implementation Review. 

6 Reflection 

Looking back at the last three years, it is possible to identify clear advances in the 
maturity of the IT Demand Management organization and process from the Value 
Management perspective, including: 

─ Increase of justified and mature project requests 
─ Improved specification of benefits and value generation mechanisms 
─ Project Appraisal based on IT DM inputs 
─ Stakeholder visibility and buy-in 
─ Prioritization based on known and systematic criteria 
─ Value models that can be checked at runtime 
─ Reduction of planning volatility 

The simple fact that the expected benefits are made explicit has a two-fold 
contribution: 1) there is a justification for the project that rests on the benefits to the 
company, which are now open to scrutiny; 2) the solution provider is now aware of 
the intended benefits and must question or commit, never ignore them. 

It is worth noting that there were no specially created IT artifacts or tools. Current 
portfolio management tools, spreadsheets and process control mechanisms were used 
with minimum adjustments. 

As a main challenge, we have to point out the early commitment to a high-level 
estimate during quickscan, as it is a demanding exercise in terms of working with a 
high-level solution and predicting scope, impact and costs. In addition, an adaptation 
period was needed for the business areas to engage in the new process as an 
opportunity rather than a threat – and adjusting their way of working, namely benefit 
forecasting and matching with their own yearly objectives and plans. 

Leveraging the new deliverables produced we can now map the artifacts regarding 
value-orientation through the process, as represented in Figure 7. Particularly, each 
Project Request (1) entails a value model (2) that must be made explicit. This value 
model specifies the exchanges of value objects between stakeholders, representing 
expected benefits. The quickscan produces a high-level solution that honors the value 
model. The fact that the components of the value model are matched to ontological 
components, e.g. from a DEMO model (3), allows constructive estimates that 
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complement the value model with the cost dimension. The result is a formal, 
integrated, problem/solution value model that provides structure to the business case 
(4). After investment appraisal, the detailed implementation models are produced (5). 
Following, implementation planning (6) can now be performed based on the project 
value proposals across the portfolio. 

More importantly, the mentioned artifacts are aligned and represent a value proposal 
along the three perspectives – contribution, function and construction – and have 
significance during operation (7). This marks a significant difference from traditional 
business case approaches, which are used solely for decision making during early design 
stages. The value proposal can effectively be used during operation of the solution for 
justification of each component in the runtime environment and for change analysis.  

 

Fig. 7. IT Demand Management Process - Value-oriented 

From this reflection, we have devised a value management maturity matrix that 
summarizes our experience. The matrix is presented in Table 2. 

Table 2. IT Demand Maturity Matrix regarding Value-orientation 

# Level Description 

0 No Value Awareness No portfolio management based on explicit value 
1 Value Awareness Common language and casuistic value decisions 
2 Benefits Specification High-level rationale is captured systematically 
3 Value-oriented 

Portfolio Management  
Process steps (i.e., qualification, quickscan, detailed 
solution design, estimates and planning) is 
systematically value-driven (black-box) 

4 Value-oriented 
Solution Design 

Value of solution components is defined in detail and  
traceable through the whole process (white-box) 

5 Continuous 
Improvement 

Patterns are captured, trends are anticipated and 
proactive Demand is created 
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The maturity of the process has increased as a result from the transformation. 
Coupled with enabling political and management changes (particularly the formal 
appraisal step introduced in Phase II), the maturity has increased from level 0 to 3 and 
is now entering level 4 at the time of writing.  

IT Demand Management is now adequately positioned to promoting business-
business alignment while maintaining neutrality, which includes rationally handling 
OPEX increases et al by promoting IT and making itself explicit as a business. 

7 Conclusion and Future Work 

In this paper we report on the transformation of an IT Demand Management organization 
of a Telco. Such transformation was grounded on: 1) Benefits Management, 2) 
Integration of theoretical models, in this case an ontology for matching e3Value and 
DEMO, and 3) a value-oriented solution development method. 

The ability to establish relevant perspectives by stakeholder group and present an 
integration ontology to act as a Rosetta Stone for the Business and IT parties. By 
employing a separation of concerns enabled by differentiating Construction, Function, 
Value and Purpose perspectives, problem elicitation improved. Jointly, the inclusion 
of mandatory benefits statement and their validation during project request phase was 
instrumental in controlling demand volume and quality. 

The main contributions from Value Modeling to integrating Teleological and 
Ontological perspectives were: value structure and coherence, economic reciprocity 
and value object explicitation; from the Enterprise Engineering side, the provision of 
complexity reduction mechanisms, a transactional context and construction support. 

We found Enterprise Engineering and Value Modeling to be compatible and 
complementary and that their combination results in an essential capability to increase 
the maturity level and business IT alignment. As future work we hope to fully 
implement and evaluate Phase 3 for more detailed and grounded Business/IT 
alignment and Value Management maturity. 
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Abstract. In recent years, social media have been increasingly adopted in 
enterprises. Enterprises use social media as an additional way to get in contact 
with their customers and support internal communication and collaboration. 
However, little research is devoted to the adoption and internal usage of social 
media in small and medium-sized enterprises (SMEs), which are of high social 
and economic importance. The purpose of this paper is to examine the adoption, 
usage, and benefits of social media in SMEs as well as potential concerns that 
may prevent a wider adoption of social media in SMEs. Therefore, a survey of 
decision-makers in German SMEs was conducted. Findings based on 190 
responses indicate that SMEs started to use internal social media (e.g., wikis, 
blogs) in order to support collaboration among employees and to improve 
knowledge management. However, SMEs still face problems to manage 
adoption and to identify relevant business values. Based on our results, we 
derive several implications for SMEs, in particular how to overcome the 
obstacles to a wider adoption of social media. 

Keywords: social media, SMEs, adoption, usage. 

1 Introduction 

In the last few years, web 2.0 technologies and associated social media applications 
such as social network sites (SNSs), microblogging, weblogs, content communities, 
and wikis have been increasingly making their way into organizational environments 
[1], [2]. While the use of internal social media applications is believed to improve 
communication and collaboration among employees, knowledge management, and 
product/service innovation, companies started to establish social media based 
networks with business partners and engage in public social media for purposes of 
marketing, customer relationship and reputation management, recruitment, and 
product/service innovation [3]. According to recent studies, 72% of large enterprises 
have already deployed at least one social media tool. 40% say that social networking 
tools as well as blogs were in use [4]. 

Not only social media have proven to play an important role for larger 
corporations, it also becomes increasingly relevant for small and medium-sized 
enterprises (SMEs). According to research by US-based marketer Constant Contact, 



62 C. Meske and S. Stieglitz 

 

24% of small businesses use social media in a structured way, and a further 20% use 
it in an informal way, with slightly higher percentages for medium-sized businesses 
[5]. In Germany, 47% of all companies use social media [6]. In particular, SMEs can 
benefit greatly from easy-to-use and easy-to-implement social media applications [7]. 
Moreover, the adoption of social media applications is rather less complicated and 
less costly due to its wide diffusion and technological advances [8]. Furthermore, it is 
even argued that SMEs should proactively embrace social media technologies and 
(re)-design their core business processes in order to maximize their efficiency. The 
widespread adoption of social media by SMEs might help to “level the playing 
ground” with large firms [8]. However, many small businesses that use social media 
may fail to understand how to use them correctly. The Business Network International 
addresses this by surveying 1,000 business owners. They found that three quarters of 
the surveyed owners have been “put off” a company because of improper use [9]. 

There is a growing body of academic literature on social media use in corporate 
context. However, most of the studies focus on larger enterprises and there is little 
research on social media in the context of SMEs explicitly. As SMEs are a vital 
component of all economies representing 99% of all companies in the European 
Union and employing half of the total workforce in the EU [10], they are of high 
social and economic importance. However, SMEs often are behind larger companies 
regarding the adoption of innovative technologies. Reasons for this are, for example, a 
limited ability to realize risky investments and a stronger focus on core business 
activities, which are directly aiming on increasing the company’s profit. Given their 
typical limited resources and capacities, SMEs have to make well-conceived decisions 
regarding the adoption of new technologies such as social media applications. In this 
regard, knowledge of key success factors as well as potential impediments may 
significantly improve their ability to make informed decisions on whether or not to 
adopt social media. In particular, it is important to identify factors behind the 
reluctance of SMEs to introduce social media in their organization despite its 
potential benefits. 

The main purposes of this paper are therefore 

(1)  to investigate the adoption, management, goals and added values of internal 
social media platforms in SMEs, as well as 

(2) to explore factors that may prevent a wider adoption of social media in 
SMEs. 

To address these research purposes, we surveyed decision-makers in German SMEs. 
In order to be able to compare the social media adoption in SMEs with adoption in 
large scaled companies (LSEs), we additionally surveyed a smaller sample of German 
LSEs. We do so to search for significant differences and to explain their reasons. 
Moreover, we validated our results by comparing it with findings of other studies. 
Finally, based on our results we derive several implications for SMEs, in particular 
with respect to how to overcome obstacles to a wider adoption of social media. 

The paper is structured as follows. In the next section, an extensive literature 
review concerning social media use in corporate context and especially for SMEs is 
provided. Section 3 outlines the applied methodology for the survey. Following, we 
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present the results of the survey in section 4. In the subsequent section 5, the findings 
are discussed and the implications deducted. Finally, we conclude by summarizing the 
results, outlining limitations, and by proposing potential future research. 

2 Literature Review 

Recently, social media use in corporate context has been subject to considerable 
attention. There are a growing number of studies focusing on the use of social media 
by companies. In this section, we review relevant literature on the internal use in 
corporate context. In addition, we present several recent works on web 2.0/social 
media and SMEs. We used the keywords (isolated as well as in combinations) 
displayed in Table 1 in the mentioned search engines and searched for publications 
from 2003-2012. 

Table 1. Search parameters 

Keywords  Social media, enterprise 2.0, web 2.0, small and medium 
enterprises, large scale enterprises, technology, adoption, 
deployment, dissemination, implementation, goals, obstacles, 
problems, added value, wiki, blogs, social network, microblog, 
RSS, social bookmarking, podcast 

Search Engines ACM Digital Library, AISeL, EBSCO, Google Scholar, Jstor, 
ScienceDirect, Taylor & Francis Online 

2.1 Adoption and Use of Internal Social Media Applications 

The adoption and use of internal social media applications in corporate context, 
widely termed as “Enterprise 2.0”, has recently generated a lot of research interest. 
Several case studies on social media adoption and use in enterprises show a diverse 
area of application in Enterprise 2.0 implementations (e.g., [11], [12], [13], [14]). 
However, the majority of previous works, focused on studying specific social media 
applications in enterprise context. 

Among others, enterprise microblogging has attracted a lot of research attention 
recently. In a case study about the early adoption and use of Yammer - an enterprise 
microblogging platform - in a Fortune 500 company, Zhang et al. [14] found that 
users vary in their posting activities, reading behaviors, and perceived benefits. The 
study also identified barriers for adoption, such as the noise-to-value ratio paradoxes. 
Other studies such as by Riemer et al. [12] also confirmed the potential benefits of 
enterprise microblogging but still pointed out that there are striking differences in 
usage patterns and enterprise microblogging is highly dependent on the particular 
organizational context shared by users. 

Companies have recently started to use internal social networking platforms.  
Richter and Riemer [15] studied three cases of large, knowledge-intensive organizations, 
which introduced corporate social networking sites. They identified three modes of use of 
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corporate SNS including identifying experts, building personal context and fostering 
existing relationships.  

Another important social media application, which has been adopted by an increasing 
number of companies are enterprise weblogs. For example, enterprise weblogs are often 
used as project logs or for communication between the CEO or head of marketing and 
the company’s customers (e.g., [16]). Efimova and Grudin [17] examined the use of 
blogs as personal communication and knowledge management tools within Microsoft 
and identified the benefits to both individuals and organizations. In a recent paper, Wattal 
et al. [18] examined the role of network externalities on the use of blogs in an 
organization and showed that such usage within an individual’s network is associated 
with an increase in one’s own usage. Furthermore, they also found that network effects 
are stronger for younger generations and women. 

Recent literature has also paid attention to enterprise wikis, which can be used by 
knowledge workers to create a shared knowledge base of common term [13], [19]. 
Recent empirical studies show that wiki technology was used to support a wide range 
of work activities within a corporation, including project team collaboration, 
information dissemination within communities of practice, idea generation, e- 
learning, technical support, customer relationship management, and resource 
management (e.g., [20], [21], [22], [23]). 

Despite the potential benefits social media offers for organizations, companies are 
challenged managing the adoption and use process of social media [4]. In a 
comparative study, Fuchs-Kittowski et al. [24] summarized findings about a whole 
range of economic, cultural, and technical factors that can be seen as great obstacles 
to the use of web 2.0 in enterprises. The most important of them is the fact that cost- 
benefit analyses yield unclear results. Similarly, further studies by Kaske et al. [25] as 
well as Steinhu ሷser and Smolnik [26] also emphasized the problems of measurement of 
social media success. We addressed this issue by proposing various measurement 
models and frameworks. In a recent work, Kuikka and Aሷkkinen [27] aimed at 
identifying internal and external challenges related to the adoption and use of social 
media in a large case company. Results of their study revealed that companies might 
face internal challenges such as resources, ownership, authorization, attitudes and 
economic issues as well as external challenges associated with company reputation, 
legal issues and public/private network identity. 

2.2 SMEs and Social Media 

Kim et al. [8] presented a conceptual model of web 2.0 applications and analyzed the 
usage of these platforms in 100 U.S. SMEs (50 “best SMEs” to work for in America 
in 2009 and 50 SMEs randomly chosen from manta.com, an online source of SMEs). 
Their results show that while most of the 50 “best SMEs” adopted web 2.0 to some 
degree, other SMEs need to increase their efforts to improve their performances, to 
connect with consumers, and to remain competitive. Stockdale et al. [28] found that 
the business value of social media, for SMEs, lies primarily in customer engagement. 
Out of the five case organizations they examined, only the largest one with about 300 
employees reported using social media internally. Based on six case studies of the 



 Adoption and Use of Social Media in Small and Medium-Sized Enterprises 65 

 

application of social media in SMEs, Zeiller and Schauer [7] analyzed the adoption 
and implementation, the motivation of team members and their benefit, and success 
factors of the use of social media for team collaboration. They found that top-down 
adoption strategies based on an initiative by management dominate in the case 
companies. Furthermore, two success factors were identified: support of the social 
media activities by the company’s management as well as technical and operational 
support for users. On the other hand, Li et al. [29] investigated that many SMEs 
simply can not afford to establish a dedicated collaborative portal. Subsequently, they 
present a platform that includes weblogs, microblogging, and project management. 

A few number of studies focused on specific social media platforms. For example, 
Stocker et al. [30] studied weblog adoption practices for knowledge transfer purposes 
in a case SMEs. Results of their study indicated that weblogs in SMEs also suffer 
from the knowledge sharing dilemma although through their simplicity, they will 
significantly reduce the cost of contributing knowledge. Moreover, weblogs have to 
be actively and professionally promoted, even in SMEs where the number of 
employees is lower and group identity may be higher. Another example is a work by 
Fuchs-Kittowski and Hu ሷttemann [31], which presented a new web 2.0-related 
approach towards an integrated collaboration and knowledge environment for SMEs. 
More specifically, we proposed a new conception for quality assurance in enterprise 
wikis including different methods to measure the structure of the wiki and user 
behavior. Chang and Chou [32] argued that IT-enabled collaboration between SMEs 
will help companies develop their proactivity, which they define as the ability to 
anticipate change. Recent literature addressed the adoption of web 2.0 in SMEs 
networks ([33], [34], [35]). As SMEs face new challenges in a complex and dynamic 
competitive environment, they need to cooperate due to their restricted resources and 
limited capacities. 

As shown above, most of the existing studies each focus on certain web 2.0 
technologies but do not provide a comprehensive overview regarding the adoption 
and internal usage of social media in SMEs in general. With our research paper we 
therefore attempt to contribute in this field to get broader insights by analysing the 
status quo of internal social media usage in German SMEs, without focussing on 
single technologies or platforms. 

3 Methodology 

To address our research purposes, we follow a quantitative research approach by 
conducting an extensive survey of German SMEs. In the period from July 12 to 
August 27, 2012, we contacted (via mail) about 500 companies across different 
industries mostly from the North Rhine-Westphalia region in Germany asking them to 
participate in an online survey. Contact data were provided by the local chamber of 
industry and commerce. Furthermore, about 200 companies were contacted 
nationwide via Xing, which is a social network platform for business purposes 
similarly to LinkedIn. We contacted enterprises, which match the definition of being a 
small and medium-sized enterprise according to EU-law [36]. Following this 
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definition for SMEs, the number of employees does not exceed 250 and the annual 
turnover does not exceed 50 million Euros. Furthermore, we contacted large 
companies with more than 250 employees to allow a comparative analysis. 

Based on our research goals and the findings from the literature review, the survey 
was structured as follows. First, we explained the differences between externally and 
internally used social media as we did in the first paragraph of chapter 2 (literature 
review). That was to ensure that participants have the same understanding of the 
matter they will be dealing with in the survey. In a second step, we asked participants 
to provide information about number of employees, sales, geographical affiliation, 
and industries of their firm, as well as information about the position of the participant 
within his/her organization. Subsequently, we asked participants whether their 
company has already adopted social media platforms in their organization. Depending 
on their answer, respondents were assigned a corresponding subset of follow-up 
questions. On the one hand, respondents of firms that have already adopted social 
media platforms were asked to answer questions about the status quo in their 
organization, process of adoption, areas and benefits of social media use, as well as 
evaluation and plans for the future regarding adoption of additional platforms. 
Moreover, participants were asked to report factors that may impede a wider adoption 
of social media in their firms. 

On the other hand, organizations that have not adopted or used social media were 
asked whether they are planning or considering using social media in the future. 
Finally, we asked a number of questions to companies that have explicitly rejected the 
use of social media to elicit the reasons for that reluctance. In total, the survey 
comprises 30 questions of different types including yes-no and multiple-choice 
questions, rating scales as well as open-ended questions supporting the exploratory 
approach. We closed the survey after having obtained responses from 190 companies 
in total. This yielded a response rate of about 27%. 

4 Results 

4.1 Descriptive Data of the Respondents 

Overall, we contacted 700 companies, of which 190 managers (27%) responed. Only 
one manager per company participated. This data set included 147 (77%) SMEs with 
up to 250 employees and 43 (23%) LSEs which each employ more than 250 
employees. In our analysis, we focus on 80 companies, 64 SMEs (44%) and 16 LSEs 
(37%), which stated to use social media for internal purposes. For the other 
companies (83 SMEs, 27 LSEs), we analyse the reasons for not adopting internal 
social media, as far as they provided such information. 

The diversity of industries in which the sample firms are engaging is high covering 
manufacturing, services, retailing, IT/telecommunication as well as other services. 
Most of the responding enterprises belong to the IT/Telecommunications industry 
(SMEs: 55%, LSEs: 31%) or are service companies (SMEs: 28%, LSEs: 31%). 13% 
of the participants of our survey classified themselves as “other”. However, they 
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provided more information by means of an open-text answer revealing that they are, 
for example, energy suppliers, tourism or construction companies. 

More than half of the SMEs (59%) stated that their employees are between 31 and 
40 years of age (LSEs 50%) while 16% stated an average age of between 41 and 50 
years (LSEs: 44%). 59% of the SMEs have only one single headquarter (LSEs: 12%) 
while 41% (LSEs: 88%) operate several branches, 35% of them with at least one 
branch outside of Germany (LSEs: 63%). 50% (LSE: 37%) of all companies with 
more than one branch use social media. 

4.2 Adoption and Management of Social Media  

In 36% of the SMEs, social media adaption was organized as a top-down process 
(LSEs: 25%) and therefore essentially initiated and controlled by the higher 
management. Only 14% of the participants described their social media adoption as a 
bottom-up process (LSEs: 23%) while 50% specified that social media has been 
introduced in a mix of both approaches (LSEs: 63%). The introduction of social 
media was mainly initiated by the top management of the company (66%; LSEs: 
32%) or the IT-department (25%; LSEs: 25%). Therefore, the responsibility for the 
management and control of social media in SMEs is mostly located with the CEO 
(44%; LSEs: 19%) while, within LSEs, mainly the IT-, marketing- or corporate 
communication-department performs this task (each 25%). 

Participants reported that wikis are the most frequently used type of social media 
for internal usage, followed by blogs and internal social networks (see Table 2). 61% 
of the SMEs companies have been using internal social media no longer than three 
years (LSEs: 56%). Concerning the LSEs, our result is backed up by the survey of 
Bughin et al. [4], which described social networks, blogs, and wikis as the three most 
used social media platforms. 

Table 2. Adopted types of social media  

Type of Social Media SMEs (in %; n=64) LSEs (in %; n=16) 
Wiki 81.25 75.00 
Blogs 60.94 62.50 
Internal Social Network 39.06 37.50 
RSS 32.81 18.75 
Social Bookmarking 29.69 12.50 
Microblog 29.69 12.50 
Podcast 9.38 0.00 

In most cases, the board supports the internal social media use, by active 
participation (70%; LSEs: 50%) and/or a regular call to use the appropriate tools 
(42%; LSEs: 25%). 53% of the companies offered trainings to their employees 
(LSEs: 37%). According to the interviewees, the acceptance of social media was 
never classified as low or very low (LSEs: 25%). 71% of the SMEs reported a high or 
very high level of acceptance (LSEs: 25%). Social media guidelines exist in 45% of 
the SMEs (LSEs: 57%), which adopted internal social media. 
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4.3 Goals and Added Values of Social Media Usage 

The respondents mentioned the need to improve communication structures (58%; 
LSEs: 38%) and collaboration processes (60%; LSEs: 44%) as most important 
reasons for SMEs to adopt social media. 28% of the SMEs stated that they had 
implemented social media primarily because of the current social media trend in IT 
(among LSEs even 38%). In only 3% of the companies, social media were adopted 
without certain goals (LSEs: 25%). The most quoted goals (multiple choice) were 
improved communication (84%; LSEs: 56%), improved information and knowledge 
management (83%; LSEs: 50%), and improved collaboration (78%; LSEs: 50%). A 
rapid detection of in-house experts and the change or opening of the corporate culture 
has been quoted in 30% (LSEs: 19%) and 24% (LSEs: 6%) of the cases, respectively. 
The results for LSEs are in line with the survey of Clearswift [37] and Bughin et al. 
[4], which points out that increasing speed of access to knowledge, reducing 
communication costs, and increasing speed of access to internal experts are the top-3- 
purposes for internal social media usage. When asked to what extent social media has 
already set a value for the company, improved communication were mentioned most 
frequently, followed by faster access to in-house information and knowledge, 
improved cooperation, and a positive change and opening of the corporate culture (see 
Table 3). 

Table 3. Objectives and value added through implementation of social media (n=80, multiple 
choice) 

Goals of social media usage SME 
expected

SME  
achieved 

LSE 
expected 

LSE  
achieved 

Improved communication 84.38% 79.69% 56.25% 56.25% 
Faster access to in-house 
information and knowledge 

82.81% 70.31% 50.00% 56.25% 

Improved collaboration 78.12% 59.38% 50.00% 37.50% 
Positive influence on 
corporate culture 

23.44% 28.12% 6.25% 18.75% 

Faster access to in-house 
experts 

29.69% 21.88% 18.75% 25.00% 

Reduction of travel costs 14.06% 12.50% 0.00% 0.00% 
No goal / no added value 3.12% 4.69% 25.00% 18.75% 

Furthermore, we asked the participants to assess the added value and intensity of 
use of the implemented social media platforms in the company (scale from 0=very 
low to 5=very high). The results are displayed in Figure 1. The size of the circles in 
the chart represent the amount of companies that use the corresponding social media 
platform. Regarding the intensity of use and added value, since none of the platforms 
were rated less than 1.5, the chart has been adjusted to provide a better overview. 
Grey filled circles represent SMEs, black filled LSEs. As the figure shows, SMEs 
considered social bookmarking, RSS and podcasts as with a low added value and 
intensity of use while LSEs rate wikis, blogs, and microblogs as low. In contrast to  
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Fig. 1. Intensity of use and added value of different social media platforms 

that, Internal Social Networks (ISN) as well as wikis and microblogs seem to 
contribute a higher value with significantly higher usage intensity in SMEs while for 
LSEs this is only true for RSS and Internal Social Networks. 

With regards to the overall importance of social media for the companies’ 
production and/or service provision, 56% rated importance as with "high" or "very 
high" (LSEs: 31%), while 20% classified importance as with "low", “very low” or 
"no" (LSEs: 57%).With regards to the overall importance of social media for the 
companies’ production and/or service provision, 56% rated importance as with "high" 
or "very high" (LSEs: 31%), while 20% classified importance as with "low", “very 
low” or "no" (LSEs: 57%).  

4.4 Obstacles to Social Media Usage 

When asked about occurring problems related to the implementation and operation of 
social media, SMEs mostly mentioned aspects of lacking support by employees, 
effectiveness, efficiency, issues of corporate culture and the lack of resources (see 
Table 4). To get more information about factors that prevent social media adoption 
we provided an open-ended text question. However, only a small amount of 19 SMEs 
answered to that optional question. 

Table 4. Preventing classification and frequencies 

 Total (19) Percentage (n=19) 
Insufficient support of SM by employees 6 32% 
Poor Effectiveness and Efficiency 4 21% 
Lack of Resources  3 16% 
Issues of Corporate Culture 3 16% 
Others 3 16% 
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Of the 83 SMEs (LSEs: 27) that specified not to use any social media within the 
company, 44% reported to have not yet adopted that technology because they have 
generally just not considered it (LSEs: 31%). The lack of expected value added due to 
social media has been mentioned in 23% (LSEs: 42%) of the cases as a major reason 
for not implementing social media internally. Only 6% (LSEs: 0%) respectively 1% 
(LSEs: 5%) said that the technical implementation or high implementation costs led to 
a rejection. When asked whether the companies plan to use social media in the future, 
10% said yes (LSEs: 37%), while 48% (LSEs: 37%) of companies were undecided. 
42% (LSEs: 26) reject any future corporate social media use. 

5 Discussion and Implications 

5.1 Adoption and Management of Social Media 

Distributed structures are often seen as a driver for the adoption of internal social 
media because of the accompanied difficulty of communication and cooperation 
within the organization. However, we could not find a direct link between distributed 
enterprise structures in SMEs and the corporate use of social media. Of all SMEs with 
more than one branch 50% (LSE: 37%) deployed social media, which is not 
significantly higher than the overall adoption rate of social media (44%; LSE: 37%). 

As other studies have shown, decision-making processes regarding the adoption of 
social media are difficult because costs of the adoption process may be estimated 
precisely while benefits can be hardly measured. In this sense, literature has shown 
that the personality of firm owners and their attitude to do business considerably 
influence decision-making processes in SMEs (e.g., [38]). Therefore, it can be 
assumed that in SMEs the affinity of the CEO has a significant impact on the initiated 
social media activities. Our data confirm that assumption and show that those 
companies with a CEO, who owns a public social media account, apply social media 
for internal usage in 55% of the cases. In those cases where the CEO does not own 
such a user account, only 13% of the SMEs adopted internal social media. 
Additionally, a much larger share (44%) of managers in SMEs than in LSEs (19%) 
stated that the CEO is directly responsible for social media activities and that he is 
highly involved and one of the most active users. Furthermore, the CEO has been 
mentioned as being the initiator of social media activities by most of the managers in 
our survey (66%). In contrast, in LSEs usually the IT department (37%) or the 
internal communication department (25%) initiates the usage of social media. 

Moreover, we found that adoption processes in SMEs often follow a social media 
strategy (e.g. SMEs provide social media guidelines and organize trainings in order to 
enable employees to effectively use social media). The importance of such procedures 
becomes obvious in a statement of one manager which company did not provide a 
social media guideline: “Because we have no guidelines and no allocated social 
media responsibilities, the communication on non-private topics has stopped. Nobody 
feels responsible for the next step anymore.” It also turned out that employees in  
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SMEs seem to be very open to the adoption of social media (84% support social 
media usage), especially in those cases where the average age of employees is 
between 21-40 years. Regarding the adoption of different types of social media, wikis 
and blogs are most frequently used. However, about one third of the SMEs already 
implemented social networks sites (often based on the Yammer software) to better 
connect employees among each other. Surprisingly, social networking sites have been 
mentioned as the most value adding and most intensively used platform in SMEs. A 
reason for this might be that SMEs often have a “right” size to profit from social 
network functionalities: they are big enough to gain value from a higher transparency 
of skills and contact information of the work force but on the other hand they are 
small enough in the way that people are aware of each other and generally interested 
in the activities of their colleagues. 

Based on our results, it can be stated that a successful adoption of social media 
depends on the support of the CEO and a well-structured adoption process. SMEs are 
well advised to perform trainings and develop enterprise specific social media 
guidelines [39].  

5.2 Goals and Added Values of Social Media 

Our findings suggest that SMEs follow specific goals such as to improve knowledge 
management and collaboration. Although the current social media trend might be an 
important driver of social media adoption in corporate context, adoption rarely took 
place without concrete goals. Basically, social media are still associated with 
improved communication within the company. Most of the managers in our survey 
stated that this goal has been achieved. 78% of the managers also stated that they had 
high expectations on social media as an enabler for better collaboration. However, 
only 59% said that collaboration became more efficient based on social media (see 
Table 3). One participant noted that “within the company, collaboration is not 
supported in general“. 

Surprisingly, managers come to the conclusion that social media positively 
influenced the corporate culture in a stronger way than they had expected it when 
rolling-out social media. Regarding aspects of corporate culture, for one of the 
participant of our survey it is essential that “one has to know each other better, to 
grant other colleagues their space and freedom, to admit mistakes, to develop a sense 
of confidence and to accept each other.“ This seems to be in line with our finding that 
SNS are one of the most beneficial types of social media for SMEs because SNS are 
more focused on social interaction and social relations than e.g. wikis.  

Based on these results, SMEs should always consider the enterprise culture and 
mindset of the employees. Strict policies may decrease the potential values. The 
highest value could be reached throughout the support of the communication via SNS, 
but the employees should feel “free” to use the SNS and although be allowed to 
discuss private topics. The adoption always follows clear goals, which ought to be 
continuously monitored and if necessary adjusted. 
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5.3 Obstacles to Social Media Usage 

Compared to LSEs, a much lower number of SMEs already adopted social media. 
This is not surprising since SMEs usually have only very limited resources and focus 
their knowledge on their specific field of business. The adoption of internal social 
media needs more resources and demands a comprehensive managerial strategy, 
which can not be easily provided by SMEs. Five SME managers mentioned aspects of 
resources such as “high maintenance efforts”, “someone has to keep it running” or 
“keeping everything tidy, keeping information up to date”. 

The high number of undecided companies and the fact that this technology has just 
not been considered shows a great potential for appropriate software vendors. 
Furthermore, when asked what value social media has brought to the companies in 
our survey which already use social media in total, 62% quoted a high or very high 
value. 16% felt that the benefits of social media are low or very low. 

SMEs are well advised to keep risk low when adopting social media. Reducing 
cost und keeping efforts as low as possible are important challenges SMEs face. 
SMEs can address this by choosing open source solutions and hark back to 
specialized social media cloud services. Additionally, SMEs are supposed to invest 
more in the adoption stage and to buy knowledge from external consultancies instead 
of amortize investments in case of a failed adoption. 

6 Conclusion 

This paper sheds light on the adoption of social media in SMEs, which has so far 
received little research attention. In order to provide first results, we conducted a 
survey of a number of German SMEs. In particular, the contribution of this paper is 
two-fold. First, we identified benefits of social media use, impediments to a wider 
adoption, and factors behind the reluctance to adopt social media for a majority of 
SMEs. Second, based on our results, we derived several implications for SMEs to 
overcome obstacles to social media adoption as well as impediments to social media 
diffusion. 

In summary, our findings suggest that social media adoption is associated with 
primarily non-technical barriers and challenges (also in line with [20], [40, [41]. In 
particular, these include “soft” factors such as management attitude and employee 
acceptance, rather than “hard” ones involving cost aspects and technical issues (e.g., 
system integration). Hence, in general, it is important for SMEs to take these “soft” 
factors into account when considering a social media adoption. The contribution of 
our article is twofold. We contribute to the academic world by providing new and up-
to-date insights into the adoption of social media in SMEs. Based on these findings 
other researchers will be able to conduct further investigations on certain aspects we 
highlighted. Furthermore, our work has practical implications because managers are 
enabled to benchmark their own business and to learn from our results. 

One limitation of our study is that we have focused only on German SMEs, which 
are mostly based in the North Rhine-Westphalia region. As future research, we will 
attempt to validate our findings based on an even larger sample by recruiting more 
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SMEs as well as larger firms to compare our results. Moreover, we seek to conduct a 
number of personal interviews to deepen our understanding of the adoption and use of 
social media in SMEs, as well as barriers to social media adoption and diffusion on a 
larger scale. In addition, we aim to increase the geographical diversity of firms to be 
recruited (e.g., SMEs from other European countries and/or the U.S.) in order to 
conduct comparative analyses. 
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Abstract. This study is a contribution to the discussion of practical issues in 
engineering enterprises that do not embrace classical enterprise architecture 
frameworks. It analyses two case studies within the beverage and tobacco 
industry in Luxembourg. The research settings provided an interesting context 
in an industry sector with high compliance regulations. In those case settings, 
no classical enterprise architecture framework was applied, so that the 
companies followed a rather pragmatic approach to cope with challenges. The 
research adopts an interpretive case study approach and explores qualitative 
data of work perspectives from higher along with lower hierarchy levels of IT 
and business people. The paper identifies three main motifs of practitioners that 
drive the engineering of their enterprise: standardization, financial aspects and 
organizational culture. The findings of this research suggest that contemporary 
EA frameworks are too rigid to be applied or appropriately tailored in some 
business environments. This paper suggests, that break from routine and 
training in EA frameworks should provoke more sophisticated approaches by 
the practitioners during enterprise engineering, but reflexive actions may 
substitute EA frameworks to some extent.  

Keywords: enterprise engineering, enterprise architecture. 

1 Introduction 

Engineering enterprises involves the purposeful design of an entire organization that 
is a socio-technical artifact. This enterprise wide perspective becomes in a turbulent 
environment increasingly important, hence modern enterprises can be regarded as 
dynamic and vibrant systems that have to continuously adapt to a changing situation 
(e.g. [1]). Those changes usually affect several aspects within one enterprise, so that 
the adaption process may nurture conflicting goals. Organizations with the capability 
to respond quickly enough to the changing environment achieve competitive 
advantage. This capability involves the restructuring of fundamental processes and 
approaches in order to answer to various challenges. The discipline of Enterprise 
Engineering (EE) is an emerging discipline and it describes an engineering based 
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approach to design or transform enterprises. EE is providing guidance in practice and 
matured from various research foci such as enterprise application integration [2] or 
alignment of business strategy and information systems and technology [3].  

Authors have devoted considerable emphasis to the rise of methodological 
literature in the field of EE, which included different drivers for their approaches. 
From the organization perspective this involve internal drivers [4] such as business-IT 
alignment, cost reduction, standardization, and management / governance. External 
drivers [4] include various compliance regulations such as Clinger-Cohan Act, 
Sarbanes-Oxley Act, and Basel II [5,6]. However, to the best of our knowledge, a 
review about the drivers that is motivating the practitioners to engineer their 
enterprise is not available for organizations, which apply no classical enterprise 
architecture (EA) framework. A classical EA framework (such as TOGAF [7]) is a 
holistic and structured approach, which helps practitioners to govern and administer 
the architecture of an enterprise. 

Particularly with regard to what motifs practitioners that engineer their enterprise 
have is relatively difficult to find in the literature. However, this would be interesting, 
because EE approaches could be designed accordingly. This paper presents in the 
following section (section 2) a brief overview about the drivers for using EE and 
prescriptive approaches of EE. This research is designed to identify what happens in 
practice concerning engineering enterprises in organizations without a classical EA 
framework. A classical EA framework can be part of engineering an enterprise, 
whereas it is not a necessity for EE. So, the enterprise is engineered also without the 
use of a classical EA framework. In particular, descriptions of real stories and detailed 
analysis may help practitioners to improve their activities in the field of enterprise 
engineering. In addition, as we will show in section 2, there is a lack of insight of real 
stories in the field of EE, which do not apply classical EA frameworks. Descriptions 
of what are driving them to engineer their enterprise and the way they do it would be 
helpful, because this improves our understanding of the “muddy” aspects of 
engineering enterprises. As such, this research tries to provide rich descriptions of 
engineering enterprises without a classical EA framework and to answer following 
research questions: 

• What are driving motifs for practitioners to engineer their enterprise, which 
do not apply a classical EA framework?  

• What is the difference between engineering enterprises without and with a 
classical EA framework?  

• What are the potential practical and theoretical implications of the findings? 

This in-depth research includes two case studies from the field of beverage and 
tobacco industry in Luxembourg. This field is of high interest to study enterprise 
engineering, because it involves great need for regulatory compliance with various 
standards (e.g. national and international beverage and tobacco laws). So, answering 
the research questions may involve a distinctive view to an industry field that includes 
those needs. Moreover, an investigation about what is happening in practice requires 
the collection of qualitative data, which requires an appropriate analysis approach. 
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This article is structured as follows. In the next section we present our literature 
review, and the third section outlines our research approach. The fourth and fifth 
sections present our case descriptions and analysis. This paper concludes with a 
discussion and implications of our findings for engineering enterprises in practice. 

2 Literature Study 

The purpose of this research is to obtain a theoretical interpretation from empirical 
data [8]; we also draw on available literature to develop our theoretical interpretation. 
We considered two streams as most helpful to gain insight to answer our research 
questions. One stream involves the drivers for practicing EE, which includes internal 
and external drivers that drive the establishment and improvement of EA (e.g. [4,9]). 
The other stream is a brief overview of the classical EA framework literature (e.g. 
[10,7]). In addition to those two streams we draw on work from social sciences, more 
in particular Giddens’ work [11]. Insight from the social sciences may enrich the 
discussion and implications, since enterprises are inherently social constructs. 

2.1 Drivers for Applying EA Frameworks 

In previous literature studies there is a growing understanding that organizations have 
common reasons why they seek to gain advantages from EA approaches [4]. The 
motivations can be differentiated into internal and external drivers [4]. Internal 
motives involve:  

• Business – IT alignment [12-15],  
• cost reduction [16,17,15],  
• standardization [18,15],  
• governance [14,15],  
• agility [1,12] and  
• others like risk management [19-21].  

Business – IT alignment is a continuous concern for information systems executives 
and according to Schönherr’s [4] literature analysis an intensive object of EA research 
by academic and pragmatic sources. Cost reduction is another main object of EA 
research [4] and involves financial efficiency and business effectiveness [17]. 
Standardization is another important factor why organizations try to apply EA 
approaches to increase for example maintainability, reliability and security of 
processes and/or technology [15]. Governance mechanisms through e.g. technology 
and/or processes establish and monitor EA approaches [15]. Agility of organizations 
is another reason why EA approaches get applied in order to increase speed and 
flexibility that is required in turbulent environments [1]. Since modern enterprises 
have a growing dependence on IT, a frequent motive in EA literature is its focus on 
e.g. technology-related risks [20]. In addition to those internal motives, Schönherr [4] 
cites several external motives that include various compliance regulations such as 
Clinger-Cohan Act, Sarbanes-Oxley Act, and Basel II [5,6]. Those compliance 
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regulations place increased challenges on businesses’ internal control systems and IT 
[6] and are required to fulfill in order to stay in competition. This literature strand is 
insightful to grasp the various motifs of organizations that are engineering their 
enterprise. 

2.2 Prescriptive Approaches for Enterprise Architecture 

Classical EA is considered as an instrument to communicate an enterprise’s future 
direction and this involves activities such as coordinating and steering that help to 
transform an enterprise [22]. Those activities necessitates a more holistic view on an 
enterprise and not only technical issues, such as IT [22]. Therefore, no universal 
perspective can be used in EA, which is illustrated by the wide variety of EA 
frameworks that were published [22], such as [7,23]. Because of this variety, 
principles were also differently positioned in EA literature. Architecture principles are 
described as the bridge from strategy to design [22]. Some frameworks consider 
principles from a technical perspective (e.g. [7]) other frameworks have a more 
business like point of view (e.g. [24]). Accordingly, EA literature involves 
multiplicity in methods and techniques that correspond to the respective ontology of 
its frameworks [25]. For example, TOGAF’s Architecture Development Method 
(ADM) [7] provides an explicit description that is centered on requirement 
management and includes a cyclical and iterative understanding of architecture 
development (e.g. best practices for architecture procedures, organizational structures 
and responsibilities). This literature strand is helpful for comparing of what is done in 
practice and what could be done in theory with the help of EA frameworks. 

2.3 Using Insights of Structuration Theory to Derive Implications 

As earlier indicated, we identified a lack of research, which describes the driving 
motifs of practitioners that engineer an enterprise without a classical EA framework. 
Literature about the drivers for applying EA frameworks is insightful to grasp the 
various motifs of organizations to apply EA that is engineering their enterprise. And 
the second main literature strand is helpful for comparing of what is done in practice 
and what could be done in theory with the help of EA frameworks. In addition, insight 
from the social sciences may enrich the discussion and implications, since enterprises 
are socio-technical artifacts. In this research we draw on Giddens’ work [11] as 
“sensitizing device” in order to view the world from a certain perspective, such as 
context, process or the context-process linkage [26]. In the realm of system sciences 
research, interpretive researchers tend to generalize with the help of social theories 
such as Structuration Theory [11,27]. Structuration theory deals with social 
phenomena at an abstract level rather than their particular instantiation in a specific 
context [28]. Structuration theory presents various concepts (stratification model, 
reflexivity, etc.) and in this research we draw on the stratification model to derive 
implications for practitioners.  
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3 Research Approach 

We used an interpretive case study approach to study the driving motifs and activities 
how to engineer an enterprise without a classical EA framework in practice. This 
involves an in-depth understanding of motifs and practices from research participants, 
a filtering of individual differences, a contextually grounded study of the activities 
from research participants and a sophisticated abstraction and generalization that is 
based on a social theory. We acquired this understanding through the collection of 
detailed, qualitative data from two case studies. Both case studies involved companies 
that are involved in the beverage and tobacco industry within Luxembourg. Company 
A produces at one site whereas company B has several sites within Europe, however, 
both are large enough to provide moderate data for the study. Narratives about 
company A and B are given in section 4.  

This is a well suited research approach for exploring a phenomenon [29], when 
there are interactions between people and the organization [30]. In addition, it has 
several advantages for research of an exploratory nature, since it generates insights 
and rich descriptions [31]. This fully corresponds to our needs to explore the driving 
motifs and activities how to engineer an enterprise without a classical EA framework 
in practice. 

3.1 Data Collection 

We understand that organizations purposefully design their enterprise that may 
experience business turbulences and transformations. By doing so, the organizations 
also engineer their enterprise. The goal was to collect data from practitioners that 
participate in engineering the enterprise, in order to explore their driving motifs and 
activities how they engineer their enterprise without a classical EA framework, such 
as TOGAF. To accomplish this goal, the researchers visited headquarters of both 
organizations and presented the research idea. The head of the companies and the 
researchers decided upon the people to interview. The researchers met at least two 
persons from the business as well as two persons from the IT departments. Those 
people covering various work perspectives from higher along with lower hierarchy 
levels. In Company A five persons were interviewed during visits from November 
2011 and December 2011. The interviewed persons were responsible for legal and 
human resources, quality control, production planning, IT administration and new 
production site. Company B is rather complex compared to company A and we 
interviewed 8 persons to accommodate the research needs. The interviews with 
individuals from company B were during visits from March 2012 to April 2012. We 
interviewed persons that were responsible for logistics, distribution department, 
financial director, IT director, application development manager, CEO, supply chain 
manager and administration. We recorded and transcribed the interviews, each lasting 
approximately 80 minutes and held within a relaxed atmosphere. Although we 
collected a lot of data, we used the indirect speech in this paper. This is because both 
companies operate in a multi-lingual environment and all interviews were held either 
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in French or German. As a result, we tried to avoid any misperception through 
translation of quotes.  

To encourage the interviewees’, we ensured that their statements remain 
confidential. In addition, we collected detailed information about the companies. 
However, we needed to limit the detail of information, since otherwise it would be 
relatively easy to track the origin of data in a considerably small country like 
Luxembourg. Therefore, we provide only data that are most relevant to this research 
about EA issues in practice. 

3.2 Analysis of Interview Data 

We filed the data sets of qualitative material in order to simplify and accelerate 
further research progress. For data analysis we used an approach that is referred to as 
distinctive types of coding and was based on Miles and Huberman [32]. The progress 
of data analysis is conducted in three steps:  

• With the help of spread-sheets we sorted the data sets, and transcriptions 
were read and reread to familiarize researchers with the information. The 
data was deposited with some meaning in order to expose the various 
activities, events, and incidents.  

• Through short descriptions in table form we developed a better understanding 
by looking at the driving motifs and activities when practitioners engineer an 
enterprise without a classical EA framework in practice. 

• Finally, we identified tendencies and patterns in the data collection by 
comparing the data with the reviewed literature streams that we identified to 
support this explorative research. In addition, we draw on work from 
Giddens’ [11] to enrich the discussion and draw implications from this study. 
These implications provide the basis for the potential transferability of the 
gathered results of this study. 

By applying this coding procedure to the collected data we were able to conceive various 
aspects of the theme of this research (what are driving motifs for practitioners to engineer 
their enterprise which do not apply a classical EA framework). With the help of this 
explorative approach, we were able to build a bottom-up conceptualization of the 
collected data sets while using the reviewed literature (first literature stream: drivers for 
applying EA frameworks; second literature stream: prescriptive approaches for EA) as 
guidelines what aspects are of interest for studying EE in practice. 

4 Two Case Studies from the Luxembourgish Beverage  
and Tobacco Industry 

In this section, we provide narratives about company A and B, to get a coherent 
understanding about the “story of company” A and B. In addition, both narratives 
provide rich insight about driving motifs and activities how to engineer an enterprise 
without a classical EA framework in practice. 
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4.1 Company A 

Company A operates independently and is export oriented with a diversified product 
range. Although the company witnessed some changes that involved the relocation to 
newer production sites, the business remained relatively stable. Research participants 
stated that dominant attributes: high cost control intensity, high market driven 
attitude, top-down strategy and the organizations intensive usage of revenue data for 
their decision making process. 

People mentioned that various food standards and the fact that the business model is 
export oriented, influences the company most. Although the European Union tends to 
have more common standards, the market regulations within the beverage and tobacco 
industry are still nationally governed and the interviewees’ stated this as dominant 
means. In addition, interviewees’ stated new or altered means are communicated through 
various committees within the company. However, interviewees’ affirmed the desire to 
formalize and automate communication at company A.  

On specifically asking how the management of the organization could be improved 
we obtained various stories: people expressed that it seems to be difficult to find the 
right contact person; executive committees’ team player attitude is improvable; there 
seems to be an overload of production data, whereas meaningful management data is 
missing. In addition to those prevalent difficulties, we asked about changes within the 
business-IT infrastructure of company A and found out that interviewees’ experienced 
that newly adopted software could hardly be adapted afterwards. This seemed to be a 
great concern within company A and was adjusted through small modifications of the 
applications and staff training. Furthermore, we found it interesting that interviewees’ 
stated language barriers as a problem during work within the multi-lingual 
environment of Luxembourg. Additional issues are continuous updates of European 
Union directives, which seem to challenge the beverage and tobacco industry; and 
some legacy that provides a double flow of information for production and quality. 
However, interviewees’ felt not restricted in their work freedom through means, and 
understand standards as providing opportunities as well as challenges. 

4.2 Company B 

Company B, in contrast to company A, is a complex network of entities within the 
beverage and tobacco industry. Interviewees claim, that activities of the single entities 
are very independent and smaller projects likely suffer from a lack of appropriate data 
exchange within the organizations network. In addition to the independence or 
embeddedness in a network of organizational entities and the cultural variations, the 
researchers found additional contrasts that reflect the prevalent differences between 
company A and B. Research participants at company B stated that average attributes 
regarding cost control and market driven attitude. 

Asking the interviewees’ how to improve the management of company B they 
mentioned to be worried about not being asked during various decision processes 
when new means and IT related affairs were implemented. Especially the people from 
lower hierarchy levels and those who not worked for the core entity mentioned that 
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they were informed only at the end for doing the actual implementation. This is at 
odds with the statement of the CEO, who said the main improvement should be their 
supply chain project. This is similar to the interviewee’s experiences during the 
introduction of new means, which were necessary because of mergers and the 
growing internationalization. They reported multiple difficulties when company B 
acquired another organization or new IT tools were integrated. In order to overcome 
those difficulties company B followed a hybrid approach, which involved the training 
of their employees and the tailoring of means as well as the advice of external 
consultants. Various regular meetings within the different entities should further 
support the communication and utilization of news and means. In addition, whereas 
the CEO negated to use additional instruments, other interviewees’ stated to use in 
their day-to-day business additional means and tools that by-pass proposed 
instruments. Those interviewees’ even stated that those by-pass instruments are too 
important to eliminate the tools.  

5 Case Study Analysis  

This section highlights what happens in practice in the field EE through analysis of 
two case studies within the beverage and tobacco industry. For this reason, we created 
analytical tables (Table 1 and Table 2) to get a clear view of the companies’ 
organizational and cultural contexts, transition approaches, practiced processes and 
identified challenges. 

5.1 Differences between Company A and B 

This compendium of what happens in practice in the field of engineering an enterprise 
shows the various features of two different companies within the beverage and 
tobacco industry in Luxembourg. Although both companies are engaged in the same 
industry sector, they are dissimilar in a number of issues (Table 1).  

Organizational context: Their organizational context is contrasting, since company 
A operates as one independent entity whereas company B is rather a network of 
entities. This is an example how organizations may organize differently, so that they 
may need to follow different fundamental processes and approaches for EE.  

People / cultural context: Company A follows a top-down strategy and this is 
contrary to company B, which adheres a bottom-up strategy. Those findings are 
interesting, since many classical EA frameworks involve a balanced, holistic and 
integrated view of the business and IT.  

Transition approaches: Likewise, the companies’ transition approaches varied, 
because company B also sought external consultancy compared to company A. 
However, both quested training of employees and tailoring of means. Based on the 
collected data during interviews we interpret the different transition approaches by 
means of the varying organizational and cultural contexts.  

Practiced Processes: According to the answers of interviewees in company B they 
used also additional by-passing of proposed means. This information about what 
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interviewees’ do in practice is interesting, since the beverage and tobacco industry 
involves great requirement of regulatory compliance with various standards (e.g. 
national and international beverage and tobacco laws). So, it is rather surprising that 
they admit to by-pass some of their “standard-procedures”. 

Table 1. Analytical table: differences between company A and B 

 Company A Company B 

Organizational 
context 

• independent 
• export oriented 
• relative stable business 

• network of entities with 
support function of the main 
production 

• multiple changes through 
acquisitions and internal 
developments 

People / cultural 
context 

• top-down strategy 
• high cost control intensity 
• intensive usage of revenue 

data for their decision 
making process 

• bottom-up strategy (e.g. 
team decisions) 

• average use of financial data 
 

Transition 
approaches 

• adopted software could 
hardly be adapted 

• adjustments through 
training 

• small adjustments of the 
application 

• training of employees 
• tailoring of means 
• seeking advice from 

external consultants 

Practiced 
processes 

• organizational means 
 

• organizational means 
• additional by-passing of 

proposed means 

5.2 Similarities between Company A and B 

Despite those dissimilarities, the analytical table showed similar challenges, based on 
the answers that where given by interviewees’ from both companies. Those common 
challenges involve two issues: too weak involvement of lower hierarchies during the 
decision-making processes and language barriers (Table 2).  

We found it thought provoking, that interviewees’ from both companies mentioned 
a too weak involvement of people from lower hierarchies, because those people stated 
that one organization follows a top-down strategy and the other one applies a bottom-
up approach. Although the two organizations have a different organizational context, 
interviewees’ still perceive the too weak involvement of lower hierarchies as a 
challenge to improve on. 

In addition, we found it interesting that the interviewees’ from both companies stated 
that the variety of languages is a challenge in practice within business and their related 
enterprise engineering. Besides Luxembourgish, French and German, English is another  
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important business language. Nevertheless, information and communication technologies 
are usually described in one language and the users do not necessarily comprehend this 
language. Likewise it is unavoidable to meet colleagues and / or external contacts that do 
not speak your language.  

Table 2. Analytical table: similarities between company A and B 

 Company A Company B 

Identified 
challenges 

• executive committee is 
lacking team spirit 

• production data 
overload 

• some meaningful data 
is missing 

• language barriers 

• improvement project on their supply 
chain 

• lower hierarchies are hardly 
consulted during the decision 
making process 

• language barriers 

The next section discusses the driving motifs for EE practitioners, who do not 
apply classical EA frameworks. In addition, we draw on work from Giddens’ [11] to 
enrich the discussion and implications.  

6 Discussion  

The literature study of this research provided two streams to gain insight in 
engineering an enterprise without a classical EA framework in practice. The first 
literature stream involves the drivers for practicing EE, which includes motifs that 
drive the establishment and improvement of EA (e.g. [4,9]). This is useful to identify 
the motifs of practitioners (Table 3) and the two case studies of this research provide 
additional insight. 

6.1 Driving Motifs for EE Practitioners, Who Do Not Apply Classical EA 
Frameworks 

Standardization is in the literature (e.g. [18,15]) discussed as an important factor why 
organizations apply EA approaches. We need to differentiate between internal and 
external standardization (compliance) motifs. External compliance regulations are 
very important motifs in the realm of practitioners, because they are well recognized 
by interviewees’ as dominant means that influence their business and EE. In addition, 
the researchers know that many (external) compliance regulations are holistic 
approaches, so that they may influence many internal standards as well. However, this 
research cannot confirm that internal standardization measures are an important 
factor, because the data analysis has not highlighted this.  
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Table 3. Motifs of practitioners 

Strand Literature Company A Company B 
Internal and 
external 
standardization 

[18,15,5,6] external compliance regulations are dominant 
means 

Financial aspects 

[16,17,15,14] • high cost 
control intensity 

• intensive usage 
of revenue 

average use of financial 
data 
 

Organizational 
culture 

[14,15] top-down strategy • bottom-up strategy  
• social focus, team 

orientation, flat 
hierarchy  

Another main object in the literature involves financial aspects (e.g. [16,17,15]) 
and for company A is this apparently also an important issue. Interviewees’ of 
company A stated high cost control intensity and intensive usage of business figures 
for their decision making process that are part of their cultural context. However, 
interviewees’ of company B claimed only average use of financial data.  

That interviewees’ draw less attention to this aspect may be also reasoned in the 
company’s organizational culture, which is another important motif of engineering 
enterprises [14,15]. The analysis highlights two different approaches of management 
and leadership, such as top-down vs. bottom-up strategy with company A and B. The 
applied bottom-up strategy is supplemented by companies B’s strong social focus, 
team orientation and flat hierarchy.  

Although agility is acknowledged as another reason for applying EA approaches (e.g. 
[1,12]), the beverage and tobacco industry is a relative stable business sector, compared 
to other environments that necessitates speed and flexibility. Similar reasons are relevant 
concerning risk management in EA [19-21]. Therefore, the analysis derived no further 
insight of these potential influence factors of business and EE.  

6.2 Comparison of Engineering Enterprises with and without a Classical EA 
Framework 

The second literature stream about a brief overview of the classical EA framework 
literature (e.g. [10,7]) helped to gather insight about the differences what is done and 
what practitioners could do, if they would apply e.g. TOGAF (Table 4). 

The discussion about the motifs of practitioners found three main strands: 
standardization, financial aspects, and organizational culture. Those motifs are 
covered by TOGAF in a sophisticated way. Altogether, TOGAF presents an in-depth 
method, which should practitioners help to apply EA successfully. In comparison with 
what practitioners in the analyzed case studies do, it is apparent that practitioners 
follow a far less structured method, compared to the TOGAF approach.  
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The main motif of practitioners for engineering their enterprise is compliance 
regulations that influence their business and EE. The core of TOGAF’s ADM [7] is 
requirement management, so that it is clear that business requirements like external 
compliance regulations are eminent important. Financial aspects are another main 
motif of practitioners, who engineer their enterprise. The TOGAF approach involves 
for example control criteria, and internal and external requirements of all architecture 
governance-related information. Finally, the organizational culture is another main 
motif that drives engineering of an enterprise. TOGAF includes best practices for 
architecture procedures, organizational structures and responsibilities, and integration 
thereof procedurally and culturally.  

Therefore, TOGAF [7] provides multiple instruments to communicate and steer an 
enterprise (e.g.: future direction, coordinating and steering, help to transform the 
enterprise) with a certain holistic view on an enterprise. Apparently, the case study 
analysis could not provide any information regarding the application of TOGAF (or 
other EA frameworks), by the investigated companies. However, the analyzed case 
studies provided insight about the differences what is done and what practitioners 
could do, if they would apply e.g. TOGAF.  

Table 4. Comparison of what is important in EE by practicing it without a classical EA 
framework and what TOGAF is suggesting 

 Engineering an enterprise 
without a classical EA 
framework in practice. 

What practitioners could 
do, by applying TOGAF. 

Company A Company B TOGAF [7] 
Standard-
ization 

External compliance regulations 
are dominant means 

Core of TOGAF’s ADM is 
requirement management 

Financial 
aspects 

• High cost 
control 
intensity 

• intensive 
usage of 
revenue 

Average use 
of financial 
data 
 

Control criteria, and internal 
and external requirements of 
all architecture and 
governance-related 
information 

Organiza-
tional 
culture 

Top-down 
strategy 

• Bottom-up 
strategy 

• social focus, 
team 
orientation, 
flat hierarchy 

Best practices for 
architecture procedures, 
organizational structures and 
responsibilities, integration 
thereof procedurally and 
culturally, 

 
The comparison of what is important in EE by practicing it without a classical EA 

framework and what TOGAF is suggesting is insightful, but its similarity is not 
necessarily a surprise. This is reasoned in the long lasting EA framework development of 
TOGAF by academics and practitioners. However, it is interesting, because practitioners 
that do not apply a classical EA framework do not necessarily something completely 
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different in their day-to-day activities. Rather they apply actions that are meaningful 
enough to cope with their issues concerning standardizations, financial aspects, and 
organizational culture. 

7 Implications 

The previous section compared the sophisticated descriptions of TOGAF [7] and what 
practitioners do in relation to the identified main motifs from the case study analysis. 
Based in these findings, a number of practical implications become apparent, which 
should help practitioners to perform better.  

7.1 Lesson for EE Practitioners: Break from Routine and Training in EA 
Frameworks 

First of all, training upon EA related issues should provoke a more structured EE 
approach by the practitioners we interviewed. Currently, their business and EE 
approach is rather confined when responding to processes and challenges. There is 
certainly a lack of thinking more holistic by practitioners, which would allow them to 
approach transitions proactive. Obviously, practitioners remained to a great extent 
within their routines, which provided a safe environment to them. However, the 
collected data of company B indicate that multiple changes occur also within a 
relative stable business sector. Consequently, practitioners need a break from routine 
to improve upon their capability in engineering enterprises and training in EA 
frameworks would provide some help in doing so. However, participating in this 
research, which identified practitioners’ motifs that drive their enterprise engineering 
activities, can be the trigger of change. As Giddens [11] states, motivation of action 
refers more to the potential for actions and motives appear most often only in special 
situations where, for example, routines are breached (such as the activities during this 
research with the participating companies). Then, Giddens [11] claims, change occurs 
and the previously safe environment is scrutinized.  

The various approaches of EA frameworks, which involve various methods and 
techniques of steering an enterprise, may be contradictory to the findings of what the 
practitioners in the two case studies do. However, practitioners’ success shows more 
or less an inherently intrinsic approach, which serves them enough to cope with 
business challenges (e.g. company B, fluctuation through mergers). Obviously, the 
sufficient tacit understanding of fundamental processes and approaches of their 
organization helps them to engineer their enterprise to some extend. This is not 
necessarily structured, but in practice their reflexive actions upon enterprise 
engineering are adequate enough. According to Giddens [11], reflexive monitoring is 
dependent on the competence of social agents, in terms of their capacity to rationalize 
ongoing social life and we imply that does include enterprise engineering. This 
supports our practical implications to call for training upon EE related issues. So, we 
imply that reflexive actions may substitute EA frameworks to some extent. The 
findings of this research suggest that organizations may prosper also with a rather 
simple and confined approach when responding to challenges. 
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7.2 Lesson for EE Theory: Rigidity in EA Frameworks 

Furthermore, the differences of what is important in EE by practicing it without a 
classical EA framework and what TOGAF is suggesting, showed some overlap (cf. 
section 6). This is not necessarily a surprise, because the insight of TOGAF is rather 
the product of long lasting EA framework development since the mid-1990s [7]. 
However, it is apparent – and TOGAF is only one example of many EA frameworks – 
that specified EA frameworks seem to be too rigid and complex, to be applied by 
organizations, such as company A and B of this research. It seems that this rigidness 
and complexity of contemporary EA frameworks shows that those frameworks are not 
designed appropriate enough to allow manageable tailoring. Uncomplicated tailoring 
would allow more organizations to benefit from sophisticated enterprise architecting. 
Therefore, we imply that current EA frameworks are too rigid and complex that they 
could be easily applied for novice enterprise architects.  

8 Concluding Remarks  

This study is a contribution to the discussion of practical issues in engineering 
enterprises. The research settings provided an interesting context in an industry sector 
with high compliance regulations. Hence, its originality is the rich description of the 
practical issues in engineering enterprises without a classical enterprise framework. 
We found contrasts in the organizational and cultural contexts, transition approaches 
and practiced processes (cf. section 5). In addition, we found also similar challenges 
despite the dissimilarities of the investigated companies. The driving motifs for 
practitioners that engineer their enterprise and do not apply a classical enterprise 
architecture framework were explored. We discovered three main motifs of EE 
practitioners: standardization, financial aspects, and organizational culture (cf. Table 
3). In addition, we compared of what is important in EE by practicing it without a 
classical EA framework and what TOGAF is suggesting. Hence, the findings of this 
research yield practical and theoretical implications for further research (section 7). 
We suggest that practitioners may break from routines and get training about EA 
frameworks. We imply that contemporary EA frameworks are too rigid to be of much 
help for organizations like in this research setting.  

Although this thorough investigation seeks to give a comprehensive answer to the 
research questions, there is space for future research. The paper concentrates on only one 
EA framework (TOGAF), which is a fraction of the available EA literature and future 
research could involve other EA frameworks. Whereas two case studies provided insight 
into the driving motifs for practitioners to engineer their enterprise, more case studies are 
necessitated to get a better overview of what is happening in this field. 
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Abstract. Realization of Enterprise Architecture (EA) benefits is a topic not 
well researched, despite the fact that EA has been in focus among both practi-
tioners and researchers for many years. Based on a literature review and nine 
semi-structured interviews, this research investigates control and controllability 
in terms of measurability and traceability. The findings reveal that there are 
evident challenges in reality and the reason for such reality varies from one sit-
uation to another. The interviews suggest that hard ways/approaches, in terms 
of concrete technical ROI-related metrics, to measure and trace realization of 
EA benefits convincingly, quantitatively and effectively is still absent. It could 
be concluded that control and controllability concern not only technical issues, 
but also socio-political-cultural issues. This research contributes by revealing 
the many challenges in control of realization of EA benefits and by analyzing 
the ‘what and why’ of the reality. 

Keywords: Enterprise Architecture, Enterprise Architecture Benefits, Control, 
Controllability, Measurability, Traceability, Enterprise Transformation. 

1 Introduction 

Enterprise Architecture (EA) has been emerging since late 1980s and early 1990s. 
With an increasing number of professionals noticing the importance and significance 
of EA in improving business performance and IT investment, and to facilitate enter-
prise transformation, more and more researchers and practitioners have joined the 
“EA community”. There is a variety of definitions for the term EA. EA as a descrip-
tion of (an) enterprise not only provides stakeholders in organizations a holistic un-
derstanding of the enterprise, but also as an instrument enabling an organization to 
move towards a status within aligned, balanced integration within business, IT as well 
as that between business and IT. 

In this paper, EA benefits represent the benefits induced by EA implementation in 
organizations. Since EA as a term was coined, the value and benefits has been dis-
cussed. Initially, EA was considered as a means to achieve benefits in the IT field, 
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such as improved interoperability [1], reduced duplicated components and interfaces 
and reduced information silos [2]. Gradually and later, some practitioners stated that, 
EA is important and helpful because it could also facilitate in achieving business ben-
efits such as integrated and holistic understanding of (an) enterprise [3], better institu-
tionalization [4], better business-IT alignment [5, 6], improved business structures [7], 
better decision making [8], and increased business performance [3, 9].  

In general, EA is somewhat costly. In order to manage, control and decrease the 
cost and risk; we need to know more about controllability in relation to realization of 
EA benefits. “Projects are crucial means by which enterprise-level benefits can be 
achieved, […] organizations should therefore try and increase the EA-related benefits 
obtained by projects” [10]. So in EA implementation, because of uncertainties [11], 
“the organization tracks and measures EA benefits or return on investment, and ad-
justments are continuously made to both the architecture management process and 
the enterprise architecture products” [12, p9].  

In relation to realization of EA benefits, control (and controllability) is not well ad-
dressed. The purpose of this paper is not to scrutinize claimed EA benefits. Instead, 
we will question how well realization of EA benefits is controlled, the extent to which 
suggested EA benefits could be controlled in EA practice and the possibility for  
realization of EA benefits to be well controlled? The controllability reflects the extent 
to which the realization of EA benefits could be controlled. The research concerns the 
reality, especially the professionals’ considerations. We will address controllability 
through two dimensions (abilities), measurability and traceability, since in practice, 
these two abilities together could more or less determine the controllability and these 
two abilities are relatively doable.  

Measurability refers to the extent to which EA benefits realized in an EA imple-
mentation could be measured. Traceability refers to the extent to which EA benefits 
realized in an EA implementation could be traced. Measurability determines the ex-
tent to which the outcome in an EA implementation could be measured, calculated 
and distilled qualitatively and quantitatively. Traceability determines the extent to 
which the corresponding outcome could be linked, connected and related to EA as an 
exclusive factor. These two dimensions are tightly connected to each other, and gen-
erally, we will discuss the two dimensions simultaneously. We do discuss measure 
(and measurability) and trace (and traceability) separately at a few places in the text. 

In relation to the realization of EA benefits, this research aims to improve the un-
derstanding towards the realizability of EA benefits based on experienced profession-
als’ knowledge. In this paper, we develop a shared conception about controllability 
and thereby a better operationalization regarding realization of EA benefits. Further, 
we also explain why there would be such a low or high controllability. 

This paper is structured as follows. Next section briefly presents the research ap-
proach. Then, we present a literature review focusing on control (and controllability) 
in realization of EA benefits. The following section presents the main findings.  
Finally, in Section 5, comments on the contribution, limitation and future work are 
presented.  
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2 Research Approach 

The research approach consists of two parts: an extensive literature review and an 
empirical study among EA professionals. 

A Literature Review, on the realization of EA benefits are charted with a concen-
tration on the perspectives, approaches and models to analyze, measure, and evaluate 
EA benefits. First, a combinative search based on Google Scholar with keywords 
“enterprise architecture benefits” and “EA benefits” provided us with 142 results. 
Second, we excluded some irrelevant ones and duplicates, and 62 results were left. 
However, it is out of the scope of this paper to make any complete and exhaustive list 
of EA benefits. Detailed information from the literature review will be presented in 
Section 3. 

An Empirical Study, including nine semi-structured interviews on control and 
controllability of realization of EA benefits were conducted in September and October 
2012. The qualitative empirical data was collected from nine EA professionals in 
Chinese companies. The major part of interviewees has been engaged in business 
departments, or IT departments, or both for more than 10 years (7 out of 9 intervie-
wees), and some of them more than 15 years (6 out of 9 interviewees), and even more 
than 20 years (2 out of 9 interviewees). They have all witnessed the increasingly 
widely deployment of IT systems in business and the emerging comprehension, adop-
tion and implementation of EA as a well-accepted discipline in industry (i.e., EA were 
accepted by both business and IT professionals to solve their enterprise-wide prob-
lems). They were deeply aware of problems related to the misalignments between 
business and IT in organizations, and essentially, they were depressed by the existing 
misalignment in their organizations. The interviews were done through Skype and 
recorded. Each interview took about one hour. The main questions asked are shown in 
Fig. 1. From the answers, some narrative, inductive findings based on the analysis of 
the data will be presented in Section 4.  

 
Q1-1: Is it possible and practical to measure the potential EA benefits? If 

so, how to measure them? If no, why? 
Q1-2: Is it possible and practical to connect the realization of business out-

come to EA initiatives? If so, how to trace them? If no, why? 
Q1-3: If you were in charge of EA initiatives, how would you measure and 

trace the benefits and the value added by EA initiatives?

Fig. 1. Questions applied in the interviews 

3 Analyzing Control and Controllability of Realization  
of EA Benefits in literature 

This review emphasizes how EA benefits are presented, how realization of EA bene-
fits is presented and how control and controllability are discussed in the literature.  
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Most publications found in the search are theory-intensive. For instance, in order to 
explain how EA could add value to organizations, based on a systematic literature 
review and theoretical analysis, Tamm [13] generalized about benefit enablers and 
inductively summarized the findings in four points: organizational alignment, infor-
mation availability, resource portfolio optimization, resource complementarity. Also, 
some research are conducted in order to collect empirical evidence of relations be-
tween EA techniques used and EA benefits such as Salmans and Kappelman [14] and 
van Steenburgen et al. [15]. Based on 21 interviews and a case study, van der Raadt 
[16] explored the relation between EA effectiveness and stakeholder satisfaction and 
explained why there is a gap between organizational benefits and individual under-
standing in EA practice. Based on a survey with approximate 68 valid respondents, 
Lagerstrom et al. [17] tested the relations between enterprise architecture management 
and organizations’ success with information technology. Based on an online survey 
(including 293 respondents), Foorthuis et al.[18] tried to connect EA benefits with the 
corresponding technique in order to achieve and realize EA benefits. 

When analyzing the literature it is found that EA benefits are often claimed diffe-
rently, from different perspectives, by researchers and professionals according to their 
own experiences and understandings. From this there are many perspectives claiming 
EA benefits. For instance, Buchanan [19] proposed to analyze EA benefits from  
Financial and Business effectiveness. Considering the same, Buchanan et al. [20] 
presented that EA benefits could be researched from financial perspective, customer 
perspective, internal perspective, and learning and growth perspective. In [21] a 
framework was introduced to understand the organizational impact of EA: based on 
three categories of benefits (i.e. Data management, application development and IT 
infrastructure), via the business process benefits, EA could shape the organizational 
impact such as productivity, agility, etc. Contrarily, Rico [22] developed a framework 
for measuring EA from the aspects of Return on Investment (ROI). In order to reflect 
the multitude of benefits, Niemi [23] categorized EA benefits into four types: Indi-
rect, Strategic, Hard, and Intangible. As a brief conclusion, the report presented by 
Boucharas et al. [3] could be regarded as a summary of the many aspects of EA bene-
fits. Similarly, in [18], the benefits are categorized into two main types, i.e. the bene-
fits for organization as a whole and these for the organization from the individual 
projects point of view. 

It is also found that there exist many models applied to study EA benefits. Niemi 
and Pekkola [24] used the DeLone and McLean IS success model to measure and 
analyze EA benefits. Further, Lange et al. [25] customized and developed a new mod-
el called EA benefit realization model. Cane [26] applied the Technology-to-
Performance Chain model which was proposed in [27]. Regarding the fact that both 
EA itself and EA benefits are multi-dimensional, some socio-technical mixed quantit-
ative and qualitative approaches are also used to study EA benefits, for example, 
balanced scorecard approach (with the four perspectives, i.e. Service, Processes,  
Assets and Financial) to measure and trace the value of EA [28]. 

Regarding the aims or goals of EA to be adopted, as stated by [29], [30] and [14], 
EA are often used to enable integration, to do IT planning [31], to facilitate business 
process improvement and reengineering, to provide a blueprint of an organization’s 
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business, data, applications and technology, to make descriptions and prescriptions, to 
align business objectives with IT initiatives, and to use EA as a tool for decision mak-
ing. Also, some other considerations such as to enable integration, agility and change 
[32], transparency, complexity management, innovation and regulatory compliance 
[33] are also prevalent. The real value of EA is conveyed and reflected through the 
utilization of EA deliveries, such as descriptions about the As-Is architecture,  
prescriptions about the To-Be architecture, and the roadmaps for transition plan.  

Clearly, it is argued in [34, 35] that maturity matters in the realization of EA bene-
fits. The relation between EA maturity and the realization of EA benefits through the 
distinctive success factors in the various stages of EA maturity is illustrated. In [36], 
the value of EA is addressed with comparisons of ROI (of EA initiatives in different 
organizations) and some principles (to facilitate a successful EA initiative). One prob-
lem is that all the ROI data used in that report are actually estimated data rather than 
real statistics data, and ROI is actually just one of the many aspects of EA benefits. In 
[15] it is stated that EA techniques have a moderate effect on realization of EA bene-
fits. Assessment and measurement of EA projects are often subjective, “objective 
compliance testing cannot be taken for granted” [37]. Grigoriu [38] developed a rela-
tively comprehensive mapping table of EA benefits and the corresponding financial 
indicators. In [33], it is pointed out that in practice EA benefits are normally not as-
sessed due to the points such as their (i.e. organization) current low maturity stage, 
missing metrics, no data at hand, too complex and unique decision making situations, 
too long term consequences, and being too academic. In order to close the gap be-
tween the perceived importance of EA and the current practice of the assessment of 
EA benefits, three different areas of EA assessment are also given, i.e. EA processes, 
EA scenarios, and EA success. 

Rodrigues and Amaral [39] summarized that the considered view/views, in relation to 
identification of stakeholders, would affect the value assessment and measurement. Addi-
tionally, they stated that there still were needs to assess EA benefits and value since some 
difficulties and challenging problems still exist, i.e., (1) the lack of a clear definition of 
what is meant by value; (2) the different stakeholders’ value views; (3) the lack of a clear 
understanding of what is important for value assessment and how value can be measured; 
(4) the need to quickly demonstrate the value of EA. Aiming at delivering an effective 
EA practice, three shared characteristics (i.e. greater senior management involvement, 
architecture built into project methodology, and greater architecture maturity) and five 
key management mechanisms (including enterprise architecture guiding principles,  
business cases for architecture investments, IT steering committee, one page graphic 
descriptions, technology research and adoption process are identifies) are important. 
Correlatively, to enable a success of EA, some potential success factors for EA as a 
whole governance process are formulated in [40].  

From the literature review, it could be stated that control and controllability is cur-
rently a central topic in both theoretical and practical research. Various researchers 
contribute to the community by improving the understanding towards three research 
questions, including what the various potential EA benefits are, how EA benefits 
could be realized, and how realization of EA benefits could be perceived, measured 
and controlled, as shown in Fig. 2. 
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Fig. 2. Research related to EA benefits in literature 

4 Findings from the Empirical Data about Control  
and Controllability 

In this section findings from the interviews will be presented in the following way: 
first statements about “state-of-the-art” are presented and discussed, followed by 
some “thoughts about control of realization of EA benefits” and then ending with a 
discussion around ‘what and why’ about control and controllability regarding realiza-
tion of EA benefits. Empirical findings are summarized in Fig. 3. The arrows (from 
Section 4.1 to Section 4.2 and Section 4.3; from Section 4.2 to Section 4.3) denote the 
sequence of findings and the process of reasoning in the analysis. The findings are 
numbered in order to link the figure with the detailed explanations in the following 
sections. It is noteworthy that in Section 4.3, we link the available literature with  
empirical findings, which means that the findings of Section 4.3 are based on both 
empirical data and literature. 

 

Fig. 3. The findings construction 

4.1 State-of-the-Art of Control and Controllability of EA Benefits 

All the interviewees stated that in organizations there would normally be metrics and 
economic statistics about investments and business outcomes, and data on ROI (F1 in 
Fig. 3). There would be mechanics to control risk. Sometimes the risk control is very 
strict. Usually, the metrics and indicator systems appear to be hierarchical. A Sales 
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Manager described this as follows: “There are metrics in enterprises for them to cal-
culate the business outcome. And the CEOs emphasize money-related statistics very 
much.” [Interviewee3, Sales Manager]. 

However, metrics and KPIs are problematic for EA practice (F2 in Fig. 3). There 
seems to be a lack of shared metrics and corresponding KPIs for common use in EA 
implementation. Metrics with hard indicators like financial oriented measurements 
seem to be impractical. Metrics with soft indicators seem to be more feasible. The 
Deputy Director of the information centre stated: “Measure, trace and possible im-
provement of the realization of EA benefits seem to be not so easy and doable. That is 
why efficiency and effectiveness are not so easy to be measured, traced and why we 
professionals are still confused and always involved in the debates of KPIs for IT”. 
He continues to give the following EA example: “One example is the impact of EA on 
Human Resource. Based on shared knowledge about the organization and communi-
cation, Human Resource may be improved, however, such improvement is neither 
measurable nor traceable” [Interviewee5, Deputy Director of information centre]. 

In relation to measuring and tracing realization of EA benefits, there is a minor  
difference between ex ante analysis and ex post analysis (F3a in Fig. 3). In ex ante 
analysis, financial benefits are not so persuasive and might lead to a misconception 
with too many expectations. Ex ante analysis is to provide a description and statement 
on the desirability of EA benefits. In contrast, financial benefits seem to be more use-
ful and accessible to confirm EA benefits and to convince, persuade the top execu-
tives in ex post analysis. Measuring and tracing could be related to the architecture 
principle of business-driven methodology, business formal structures, such as strategy 
and vision, etc. and this might influence measurement of EA benefits (F3b in Fig. 3). 
As stated by a consultant, “With the change of strategy, the measuring system of busi-
ness performance will also change” [Interviewee1, consultant]. For example, the 
strategy could change from monetary-related ROI improvement to market-share-rate 
improvement. Such a change may inevitably lead to lots of change of desirability 
towards various EA benefits as well as the measurability, traceability. 

It is also found that measurability and in particular, traceability of EA benefits de-
pends, to some extent, on the maturity of business and IT (F3c in Fig. 3). EA is 
thought to be able to help improve the maturity of business and IT. In contrast, the 
maturity of business and IT more or less determines the extent to which realization of 
EA benefits could be measurable and traceable. Capability maturity models are often 
used as a qualitative way to measure and trace realization of EA benefits. In addition, 
the interviewees agreed that to some extent, EA helps to make it easier to evaluate 
and measure the business outcome. The reason could be that better standardization at 
a higher maturity level makes the process, performance, and services more measura-
ble, quantifiable and traceable. 

All the interviewees argued that it is very hard to relate real tangible benefits to 
changes of business outcome (F3d in Fig. 3). Still worse, besides tangible benefits, 
intangible benefits are even harder to be convincing. It is very hard to define, find, 
and shape dependences between benefits and outcomes. It was confirmed that tangi-
ble benefits (e.g. better business performance) are relatively more measurable than 
intangible benefits (e.g. better understanding of an enterprise). Similarly, at solution 
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level, tangible benefits are relatively more traceable than intangible benefits. For in-
stance, the cost reduction in investment and planning in EA projects is very visible 
and easy to be detected. However, at enterprise level, intangible benefits are actually 
more traceable than tangible benefits. For instance, the employees and the top execu-
tives may agree that EA could considerably improve their understanding of enterprise 
business and IT, but they could hardly agree that EA as a tool could necessarily help 
them improve their business performance.  

In general, long-term oriented benefits (e.g. better decision making) are less trace-
able than short-term oriented benefits (e.g. business-IT alignment). For EA to be an 
interdisciplinary socio-technical methodology, it is somewhat difficult and to a certain 
extent impossible, impractical to connect the outcome change of business perfor-
mance (in terms of accounting and statistics) with EA initiatives directly, explicitly, 
convincingly and sometime intuitively. It was stated by the Deputy Director (Inter-
viewee5) that the impact of EA on business and IT in organizations could be divided 
into two parts, i.e. direct impacts and indirect impacts. Just addressed as in most lite-
rature, EA benefits are claimed as potential, hard to be justified clearly in reality. The 
following statements describe this situation: “It is very difficult and practically  
impractical for supervisors to do supervision management in EA initiatives.” [Inter-
viewee6, IS supervisor]. “The traceability of the change of cost and ROI, etc. is some-
times too weak in the sense of justification. It is not so convincing. Therefore, in most 
cases, enterprises emphasize heavily best practices” [Interviewee4, strategist and 
planning scientist]. “(Cost) accounting is certainly very common in projects, practice 
and even science research. […] However, EA frameworks like TOGAF do not con-
cern any strict accounting or auditing affairs. The realization of EA benefits could be 
experienced but could not be audited. KPIs are difficult because some other factors 
(for example the global economy status, the local implementation of some specific 
enterprise systems, etc.) are very difficult to be excluded in the final and overall busi-
ness outcome” [Interviewee4, strategist and planning scientist].  

In addition, it is found that, a low measurability of EA benefits often leads to a low 
traceability (F3e in Fig. 3). However, a high measurability of EA benefits does not 
necessarily imply a high traceability. Neither does a high (or low) traceability of EA 
benefits necessarily mean a high (or low) measurability of EA benefits. 

Another interesting finding is that realization of EA benefits is similar to consult-
ing-like works regarding the process to measure and trace the benefits (F3f in Fig. 3). 
“It is similar for all consulting-like works. It is very hard to relate the work with digi-
tal money improved or cost reduced”. [Interviewee5, Deputy Director of information 
centre]. The Senior IT Manager (Interviewee8) stated that to measure and trace reali-
zation of benefits when introducing IT systems is a hard task. This is exemplified by 
the Deputy Director in the following way: “Implementation of an ERP system does 
not necessarily produce a better Inventory Turnover Rate, similarly, EA initiatives do 
not necessarily make a better business performance” [Interviewee5, deputy director of 
information centre].  

From the interviews, it was found that it would take time for a complex organiza-
tion to decide whether or not to introduce EA practice to guide the enterprise gover-
nance. On example was provided by the CIO, who said, “I was always worried about 
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the potential risk of EA. Actually the impacts of EA on organization will be deter-
mined by how EA is grounded, but in my opinion, the statistics result wouldn’t be 
direct” [Interviewee7, CIO].  

4.2 Thoughts About Control of Realization of EA Benefits in Practice 

The input of IT could be measured and traced directly; nevertheless, the ultimate out-
put of IT needs to be measured and traced indirectly through business output change. 
Similarly, the measurement and tracing of realization of EA benefits could be con-
ducted via the measurement and tracing of business performance, implicitly, indirect-
ly and qualitatively. However, clearly, as stated by the Consultant, “most often, EA 
will improve the overall productivity through a sacrifice of local productivity” [Inter-
viewee8, consultant]. This is also supported by the Deputy Director, claiming: “It is 
more feasible from a qualitative perspective to make CEOs, CIOs etc., through 
projects, to know what they do not before and to behavior better than before (e.g. 
better decisions), and ultimately make them realize the value of EA initiatives” [Inter-
viewee5, deputy director of information centre]. From this to measure and trace the 
realization of EA benefits, there is a need for qualitative and soft indicators, as de-
scribed by the Consultant: “qualitative and soft indicators will be more feasible. […]If 
EA is introduced and grounded well, the enterprise business will become better, but 
you could never say that ‘if without EA, the enterprise business will die’ or ‘if without 
EA, the enterprise business is destined to be a failure’” [Interviewee9, consultant].  

It is suggested by interviews that soft qualitative indicators are more applicable 
than hard quantitative ones. Instead of direct measuring and tracing, aggregation of 
mixed qualitative and quantitative indicators to measure and trace benefits indirectly 
may be more suitable in reality. In fact there is a consensuses among EA stakeholders 
that supports from top managers and their active involvements are the two most im-
portant success factors in realizing EA benefits (with a low level of traceability).  

EA initiatives are expensive and costly; and it is costly to spell out the outcome 
(benefits) of EA projects (programs). It would be even more costly to trace the reali-
zation of EA benefits. This is supported by one Consultant who said, “EA is costly, 
and calculating the outcome of EA is also costly. They can feel and approximate 
change in the sense of cost and revenue” [Interviewee1, consultant]. It is very hard 
for EA consultants to make the financial outcome of EA explicit and convincing; also, 
it is difficult to persuade CEOs to make decisions. Instead, best practice, i.e. ben-
chmarking, turns out to be their choice. 

In order to promote the consensuses, it was said that two alternatives might be use-
ful. (1) Longitudinal comparisons (F4 in Fig. 3), i.e. the comparisons in the same 
organization (between scenario within EA implemented and that without EA imple-
mented). (2) Cross-sectional studies (F5 in Fig. 3), i.e. the comparisons in different 
organizations (between the object company and another similar company). The first 
one is often used to illustrate the gap between AS-IS architecture and TO-BE archi-
tecture, and together with the roadmaps for transitions. The second comparison is 
often called methodology of best practice or benchmarking. Usually, the two  
comparisons are used together in order to formulate a combinative solution. 
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4.3 Analyzing ‘What and Why’ about Control and Controllability Regarding 
Realization of EA Benefits  

Exactly as an old saying goes, “truth is not always palatable”. Very early, Zachman 
[41] stated that “you could not cost justify enterprise architecture, […] architecture is 
an Information Age idea. ‘Cost-justification was an Industrial Age idea”. But, as sug-
gested by the Consultant (interview 9), the ROI of EA is actually project-
quantitatively measurable; this could then be compared with statements in [10] and 
[37], EA is actually project-compliance assessable; in EA implementation, though 
there is no taken-for-granted benefit, nevertheless, there exist controls in three  
different levels (i.e. enterprise, collective, and individual) to better realize EA bene-
fits. Certainly, for EA success, “having sound EA frameworks and programs are  
necessary but insufficient conditions” [42], and even effective coordination and  
governance of the EA practice is also insufficient. 

The reasons for the controllability of the realization of EA benefits could be stu-
died from various perspectives. Firstly controllability of the realization of EA benefits 
would be resource costly (F6a in Fig. 3). It takes time and money to manage, meas-
ure, and trace realization of EA benefits. Secondly, we should understand the inherent 
properties of EA benefits (F6b in Fig. 3). Not all EA benefits could be reflected 
through quantifiable metrics. It is easier and more feasible for enterprises to get and 
collect qualitative data about realization of EA benefits. Some benefits can be ma-
naged and felt only through qualitative analysis. In addition, quantitative data some-
times are also hard to be connected to EA benefits directly, and explicitly. Thirdly, 
EA sometimes concerns long-time benefits (F6c in Fig. 3), which means that some 
benefits could only be realized in the long run and even sometimes implicitly. In the 
long run, many uncertain factors might affect business outcome and further the final 
result of measuring and tracing of the realization of EA benefits.  

Additionally, in view of EA applications in reality, just as addressed in Bucher et 
al. [43], the scenarios in which to introduce and implement EA vary considerably. In 
different scenarios, the emphasis of the realization of EA benefits should vary, too. 
Worse, in EA implementation, there is a lack of clearness in the definition of EA 
scope while discussing the realization of EA benefits (F6c in Fig. 3). “It is very  
difficult to strictly define a limited boundary and scope, and stick to it in the consult-
ing-like projects” [Interviewee5, deputy director of information centre]. In such a 
consideration, for example, improved (better) understanding of an enterprise relies 
mainly on EA modeling and communications between stakeholders, in contrast, im-
proved business and IT structure and capabilities reply more on the actions taken after 
enterprise-wide decisions involved in EA governance. It is questionable for the ac-
tions taken after enterprise-wide decisions to be included in EA implementation. The 
extent to which these actions could be included in EA implementation is discussable 
and negotiable. 

Last but not least, as addressed in a previous quote, the lack of reference model or 
mechanics in EA frameworks to control the realization of EA benefits is also objec-
tive and evident (F6d in Fig. 3). We understand that the existence of 5 different kinds 
of misalignment of business and IT [44] is objective and promotes organizations to 



102 H. Wan et al. 

 

introduce EA in history. The incomprehension and lack of understanding how to  
apply EA are also objective, so EA frameworks and methodology are important. In 
the process of using EA methodology and frameworks, best practices are required in 
order for enterprises to use it as references. Overall, EA implementation is very hard, 
EA benefits are not necessary. Until now, there is no usable reference model or  
method to help control the cost and risk. Either, there is no financial cost or risk me-
chanics in any formal EA frameworks. Such a work heavily relies on project  
management. Unfortunately, in real projects, it is not doable. Moreover, inherently, 
the existing mainstream of EA frameworks (for instance, TOGAF, DODAF, etc.) is 
applicable in management at solution or segment level; however, there is no explicit 
method or means to do enterprise-level management. The lack of means to manage 
the enterprise-level EA affairs which is increasingly synonymous with the portfolio of 
projects, i.e. the gap between enterprise-wide management and project/program  
level portfolio management, may be one of the reasons why there would be a low 
controllability in realization of EA benefits. 

5 Conclusions 

Our aim was not to propose any new theory or metric to control realization of EA 
benefits. Our aim was to contribute to the EA field by revealing the many challenges 
in control of realization of EA benefits in reality and by analyzing the ‘what and why’ 
of the real practice. This research highlights the real practice and potential reasons for 
the real practice. With our findings, EA professionals could become more realistic in 
their EA initiatives. 

The research presented in this paper explores control of realization of EA benefits 
using two dimensions, i.e. measure and trace. Potentially, controllability is weaker 
than either measurability or traceability. Definitely, traceability is tightly connected to 
measurability. For any kind of EA benefits to be traceable, the specific kind of EA 
benefits should first be measurable. 

This research reveals that both intangible and tangible EA benefits are not easy to 
trace or measure. The practitioners tend to keep weak control in order to reduce the 
potential cost and risk in EA practice.  

Reflectively, it could be concluded as: In technical terms, regarding control and 
controllability in realization of EA benefits, effective ways/approaches/model/metrics 
to control (in the sense of measure and trace) realization of EA benefits is currently 
absent. However, controllability is not only a technical issue but also a socio-political-
cultural one. Control turn out to be actionable in socio-political-cultural ways (which 
are doomed to be soft). Technical support is necessary, but socio-political-cultural 
managerial issues are determinant.  

In this sense, regarding the separation of top executives and owners of enterprise 
business (process), especially in private complex enterprises, real (and continuous) 
commitment (as well as engagement) of top executives seems to be insufficient, but 
further the real (and continuous) commitment (as well as engagement) of the owners 
of the enterprise business (process) is needed. 
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The main strength of this research is that the main items, in terms of challenges and 
‘what and why’, are tracked in the findings based upon analysis of empirical data 
gained from interviews with EA experienced respondents. Future work will incorpo-
rate systematic success factors that affect the realization of EA benefits and the 
achievement of EA success. In addition, based on our main findings, we plan to do a 
survey-based study on measurability and traceability in relation to realization of EA 
benefits.  
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Abstract. Enterprise architecture management (EAM) is considered to be a 
valuable means in order to support large-scale changes, called enterprise  
transformations (ET). In the study at hand we apply an explorative qualitative 
approach in order to investigate the potentials of EAM to support ETs by  
discussing the topic with highly knowledgeable informants that deal with EAM 
on a daily basis in nine different companies. The results reveal six propositions 
about the current and future state of EAM as an ET supporting discipline. The 
propositions reveal a distinction between IT and business focused EAM, means 
and activities taken by EAM to support ET, major pitfalls that need to be 
avoided as much as perceptions about the future of the discipline. 

Keywords: enterprise transformation, enterprise architecture management,  
empirical study. 

1 Introduction 

Enterprise architecture (EA) is the definition and representation of a high-level view 
of an enterprise‘s (company, governmental body, etc.) business processes and IT sys-
tems, their interrelationships, and the extent to which these processes and systems are 
shared by different parts of this enterprise [1]. Enterprise architecture management 
(EAM) is a tool to establish an EA by describing the current state of the organiza-
tions’ structure and developing a strategy, and thus a desired future state of the  
enterprise [2]. The transition between these two states is called enterprise transforma-
tion (ET) [3, 4]. ET is an “extensive, fundamental modification of the company, 
which is generally initiated by strategic decisions made by the management” [5]. 

The activities that are necessary in such transformation processes need to be coor-
dinated in an organized manner [6]. Coordination is considered as the management of 
dependencies between activities [7]. The involved activities will typically consider 
several additional aspects of the enterprise, such as human resourcing, finance, or 
reporting structures [4].  
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EAM is seen by many scholars as a means to support the coordination of transfor-
mation [8, 9, 10, 11]. However, in many transformations, architects are not involved 
or limited to a support of IT matters [12]. Therefore, we are interested in the reasons 
for such limitations – how do architects see their role in transformations, which pers-
pective do they take, what is the scope they consider? Summarized the following 
research question guides our explorative study: 

 
RQ: How do enterprise architects perceive enterprise transformations and how do 

they contribute to the successful management of these. 
 
In the following section we present related work concerning the topic area. We con-
tinue with presenting our research approach. In section four we describe the results by 
providing the qualitative data that we collected. We go on with a discussion and  
provide summary and limitations in the last section. 

2 Related Work 

2.1 Enterprise Transformation 

ET is a company’s response to the dynamics of their environment or to internal crisis. 
Because of this oftentimes radical and fast moving environment, organizations need 
to establish the ability to react even faster to these sometimes fundamental changes 
[13]. ET does not focus the minor changes a company undergoes in their strategic 
considerations or processes every day, but describes the fundamental changes that 
substantially modify its relationships to internal and external stakeholders [14]. 

According to Rouse [14] four main causes for transformations exist: First, the  
revenue opportunities of emerging markets or new technologies are initiators of trans-
formations. For example the rise of mobile applications has completely changed some 
businesses and value proposition of companies, which made it necessary to transform 
their processes, technologies and strategy [15]. Second, threats of the market or tech-
nology changes are causing ETs [14]. Third, transformation initiatives by main com-
petitors drive ETs. Sometimes changes in the environment become only visible if a 
major competitor adapts itself and suddenly performs better or attracts more or  
different customers [14]. Finally, internal crisis within the enterprise fosters ETs. 
Examples are a decrease of key performance indicators such as cash flow or market 
performance [14]. 

Management of ET includes manifold activities that need to be coordinated.  
Kotnour et al. [16] identify four major management steps: (1) recognizing the change, 
(2) establishing an overall philosophy, (3) deciding on future environments and (4) 
defining the interconnected accountabilities. Uhl & Gollenia [17] provide an approach 
that integrates existing disciplines like business process management, IT manage-
ment, value management, strategy management, project management and others by a 
newly introduced discipline called meta-management. This discipline deals with the 
coordination and general setup of the transformation [18].  
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2.2 Architectural Support of Enterprise Transformation 

The management of EA is a “continuous and iterative management function” [19], 
meaning that planning and executing EAM is not a one-time effort but requires con-
stant support [20].  

One of the main goals of EAM is the continuous alignment of business and IT [13, 
19, 21] in order to improve the performance of the organization. Alignment is sup-
ported by creating a holistic and integrated view of the strategy, processes, technology 
resources and information flows often represented in the different layers of an EA 
framework [22]. It is a key objective to reduce organizational complexity by codify-
ing and understanding its structures [23]. Ross et al. [9] found that the introduction of 
EAM enables the reduction of IT costs. This is possible because of a consistent, stra-
tegic IT planning [21] which can reduce costs of IT operations as well as application 
maintenance [24]. Beyond cost reduction, IT responsiveness and flexibility can be 
increased with a reduced development time of applications, minimized overhead and 
the ability to reuse IT-components [25].  

On the business side, enterprise architecture is supposed to improve risk management, 
optimize business processes and support decisions [9]. This is possible because EAM is 
considered to combine and integrate the strategy, business and technology perspective in 
order to model different future operation scenarios [22].  

The type of information that EAM can provide is documented and formalized in 
manifold meta-models [26, 27, 28, 29]. In [30] we consolidated concepts of those 
meta-models in order to get an overview about information that is potentially pro-
vided by current EAM approaches. Figure 1 illustrates common information objects 
of EAM. 

 

Fig. 1. Information provided by EAM [30] 

Asfaw et al. [12] provide a discussion about how EAM is supporting ETs. They 
identify success factors like communications, stakeholder involvement and guided 
application development. However, the authors conclude that architecture cannot deal 
with all occurring challenges. Additional disciplines like change management are  
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needed. Winter et al. [31] illustrate how EAM and ET management differ and what 
both have in common. Especially the to-be designs and change project roadmaps that 
EAM creates, are seen as an integrated implementation component and input for ET.  

However, almost none of the current literature provides an overview of the archi-
tects’ perception and opinion about the future support of transformation. Thus, we 
aim at discussing the current transformation support of EAM and its future evolution. 

3 Research Approach 

We conducted a multiple case study approach guided by the one described by Eisen-
hardt [32]. Such an approach usually yields more robust and generalizable findings 
than single case discussions [33].  

3.1 Data Collection 

In order to gain insight to the context of ET and EAM, we conducted a literature 
search by following guidelines provided by vom Brocke et al. [34] and Webster & 
Watson [35]. Since on the one hand we wanted to understand the relation of ET and 
EAM ahead of the interview phase but on the other hand needed to deal with a huge 
amount of available sources in the topic area, we concentrated on major journals 
(Jourqual ranking [36]) and conferences (ECIS, ICIS) by applying the keywords  
“Enterprise Architecture” OR “Enterprise Architecture Management” on the title. For 
the ET part we applied the keywords “Enterprise Transformation” OR “change” OR 
“strategic transformation” OR “IT transformation”. 

In addition to the structured search, we conducted reverse searches by surveying 
the references of articles we found during the first search steps. We further added 
sources that were already known in the research group in order to provide a rich  
foundation for the preparation of the interviews. 

Based on the surveyed literature, we developed the questionnaire for the inter-
views. The questionnaire consists of four major sections. In Section A we intended to 
“break the ice” by starting with biographical questions like the informant’s job de-
scription or company. We move on with questions that aim at understanding the role 
of EA for the company. The third part deals with ET as such by asking the informant 
about transformations where he or she was involved in. We related the subsequent 
questions to these examples. We asked primarily about the extent, the scope and the 
success of the transformation. In the fourth part of the questionnaire, we asked about 
the EAM involvement in the described ET example. 

In general, we adopted the research approach described in [37]. Thus, we con-
ducted the interviews face-to-face or on the telephone, depending on the availability 
of the interviewees or the local distance. For the phone interviews we incorporated 
guidelines given by Burke & Miller [38] like providing the questionnaire upfront or 
being aware of the difficulties of the communication channel. We relied on additional 
data sources like reports offered by the companies (e.g. the annual reports), publically  
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available information about the interviewees (e.g. social network profiles), press  
releases, websites, field notes etc. The triangulation of such sources increases the 
robustness of the resulting findings [39]. Our informants were all experienced  
enterprise architects or employed in similar positions like data architect or business 
architect. We identified the informants by applying the search terms “Enterprise  
Architect” or “Transformation Architect” in social business networks (Xing and Lin-
kedIn). Our search revealed 86 potential informants in the German speaking area; we 
could make appointments for interviews with nine of them. All interviews were rec-
orded and transcribed in order to allow for further processing in the research team. 
We transcribed the interview in the language we discussed with participants. Extracts 
presented in this paper are translated for understandability reasons. We asked the 
informants to focus on their own experiences and tried to find examples that are not 
located too far away in the past. Whenever possible we used court-room questioning  
in order to avoid questioning that allows informants to speculate [40]. We further 
promised our informants to keep their and their company’s anonymity in order to 
allow them for providing honest answers.  

3.2 Informants and Data Analysis 

Our informants were working with nine European companies in different industries. 
All companies have more than 5000 employees and dedicated EA departments. In 
Total we recorded and transcribed more than seven hours of interview material.  
Table 1 provides an overview of the companies and informants. 

Table 1. Interview Partners 

Company Industry Informant 

A Telecom Head of IT Strategy & Architecture  

B Automotive Enterprise Architect 

C Consulting Enterprise Business Architect 

D Consumer Enterprise Architect BI and Data 

E Banking Transformation Manager 

F Consumer  Lead Enterprise Architect 

G Telecom Enterprise Architect 

H Banking Enterprise Architect 

I Banking Director Integration Architecture 

We followed recommendations for multiple case studies by Eisenhardt [32] and 
used within-case and cross case analysis. This implies to understand the interviews 
and cases conducted in one Company first and afterwards identify commonalities and 
differences. We used the software ATLAS.ti in order to conduct a first open coding. 
We used the graphical functions of ATLAS.ti in order to cluster the codes in a  
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purposeful way based on semantic similarity [41] to get an overview concerning 
emerging constructs. 

4 Results 

We identified six major constructs that are influencing the current and future support 
of EAM for ET. These are the ET scenario, EAM activities, EAM artifacts,  
knowledge about the establishment of EAM as an ET support discipline, pitfalls and 
perceptions about the future. 

4.1 Enterprise Transformation Scenarios 

We discussed with our informants what they perceive as an ET scenario and ask them 
to provide concrete examples from their point of view. In Table 2 we summarize the 
examples given during the study. 

Table 2. Transformations Described in the Cases 

Company Scenario Goal Cause Success 

A Replacement of 
IT 

Develop a complete 
new IT Stack 

Merging of mobile and 
fixed phone 

Yes 

A Partnerships Partnership with exter-
nal companies 

Changed customer demand Yes 

A Business 
process reengi-
neering 

Designing of Services Competitor situation de-
mand more flexible prod-
ucts 

Yes 

B Post-merger 
integration 

Integration of an Asian 
Development Facility 

Step into Asian market No 

B  Compliance 
policies en-
forcement 

Roll out of Enterprise 
Application Manage-
ment. 

N/A No 

C Replacement of 
IT 

Companywide auditing 
standard 

International customers 
and stronger competitors 

Yes 

D Compliance 
policies en-
forcement 

Restructuring of IT 
demand process 

Number of unnecessary 
projects 

Yes 

D IS consolidation Customer support 
services 

Old systems and new SAP 
system for other areas 

Yes 

E IS consolidation Reduce number of 
systems 

Personal changes Yes 
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Table 2. (continued) 

E Replacement of IT One core banking 
system for the group 

Need to decrease costs No 

E Post-merger integra-
tion 

Acquisition of another 
bank 

--- Yes 

F New business de-
velopment 

Establishment of an 
online channel 

Competitor situation Yes 

G Post-merger integra-
tion 

Integration of the two 
IS stacks 

Merging of mobile and fixed 
phone 

Yes 

H Replacement of IT New Access and Iden-
tity Management 

Regulatory Yes 

I Replacement of IT New System for In-
vestment banking 

Need to reduce costs No 

I IS consolidation Consolidation in In-
vestment banking 

Organizational restructuring Yes 

Thus, our informants provided experiences from 16 ETs. Certain scenarios are 
more similar to each other than other ones. A pretty common scenario is the post-
merger integration. Mergers and acquisitions (M&A) are strategic moves to enhance 
the growth of the company [42]. The goal is to create synergy effects by “integrating 
two separate business entities” [43]. Two-third of all mergers fail or do not deliver the 
expected operational improvements. One of the reasons is the missing integration of 
the technical architecture, organizational infrastructure and cultural aspects, besides 
the financial components [43]. 

An example is Company E (retail bank) that acquired another bank in Eastern Eu-
rope. The goal was to integrate the new company on the organizational and the tech-
nical side as well as possible. The chosen method of IT integration was a mix between 
a standardization and coexistence approach [44]. Company E already had negative 
experiences with failed standardizations and this time took the approach to standard-
ize some processes where possible but still kept two co-existing systems. The EAM 
department in this case took a consulting role and provided experiences from past 
projects. Thus, the transformation is considered a success as of today. 

Another scenario often mentioned by the architects is the replacement of informa-
tion technology or legacy systems. These are replaced for several reasons rooted ei-
ther in the business or the IT side of the enterprise [45]. On the business side, typical 
causes are for example: “Changes in accounting practices and policies”, “financial 
drivers”, i.e. in terms of productivity, “requirement of new system capabilities” and 
many more [45]. The technical side can also provide reasons for a replacement: “Sys-
tem not compatible with newer technologies”, “costs of upgrading are too high”, 
“technology that is no longer supported” or that the necessary staff is unique and  
expensive [45]. Often the cost driver is and most of the technical problems arise from 
a lack of documentation in the legacy systems [46]. The replacement of technical 
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components is often accompanied by large transformations in other areas of the or-
ganization, such as personal or cultural changes. However, in such large scale trans-
formations a significant degree in planning is necessary in order to prevent disruption 
of the operational business [47]. This is important because in most cases, such trans-
formations fail because of their complexity and changing business objectives [48]. 

An example for this scenario is Company H. The transformation project conducted 
established a new access and identity management (AIM) system. An AIM system is 
used to control the responsibilities and permissions of the employees in the different 
applications and databases. The scope of this transformation is enterprise-wide, since 
it affects every user. The driver for this project was not primarily cost reduction or the 
replacement of an old mainframe system but to meet regulatory requirements.  

The third major scenario that we identified during the study is the consolidation of 
systems. While it is similar to the previous scenario, the difference is the focus on 
consolidation of small systems rather than replacing core legacy systems. Companies 
introduce massive transformation initiatives to reduce the number of applications. 
Typical processes are to research what kinds of applications are necessary to carry out 
the different business processes [49]. Afterwards, obsolete systems are discovered and 
eliminated. However in general the goals are similar to the replacement of IS: cutting 
costs and reducing complexity, which results in a more competitive IS structure. 

As an example, Company D is a global developer and manufacturer of consumer 
goods. Their strategic goal is to conduct a transformation from a production based 
company to a consumer driven company. This transformation has an effect on the IS 
landscape as well. Some years ago they started a huge initiative to introduce an ERP 
system for the finance and sales department. The most important reason, for not intro-
ducing this system for all departments was the fear of failure of a too large program. 
The area of customer service was, for example, not part of this ERP initiative. The 
customer service is mainly based on in-house-developed systems for each region.  
The problem is that the system and the knowledge holding employees are too old. The 
different systems produce costs and are difficult to maintain in the global data center. 
The goal is to bring all regions into one system, with some exceptions allowed. Addi-
tionally, the compatibility with the new ERP system must be ensured. 

The other cases are further business oriented transformations like business process 
reengineering or the development of a new business model.  

Proposition 1: Most ETs that would benefit from EAM occur in the areas of mergers 
and acquisitions, replacement of IT, consolidation of systems and further business-
related ones. 

4.2 EAM Activities of Transformation Support 

At first we were interested in activities that architects conduct in order to support ETs. 
Very often EAM has a moderator role and tries to bring different partners together. 
Like our informant from Company G stated: 
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“We try to bring all the princedoms together at one table in order to figure 
out, which solution makes sense. If no agreement is possible the head of  
architecture or IT Manager decides – but that is always the last resort, be-
cause than it’s not jointly supported by all participants” (Company G). 
 

The business support for a transformation can be even more direct; EAM here can 
take the role of an internal intelligence service. While in certain transformations archi-
tects are members of the governance boards, in other cases EAM acts rather as a deci-
sion supporter. Our informant from Company D provides an example from a business 
model affecting transformation: 
 

“If the e.g. business would like to reduce prices for certain spare parts and 
redefines a strategy according to which in order to foster a stronger cus-
tomer commitment, we try to structure the relevant information by using 
questionnaires and catalogues” (Company D). 

 
In the case of Company F, the holistic character of EAM becomes evident. Here the 
task of EAM is having the overview of the manifold programs, projects and demands 
that are currently affecting the company. Further, the EAM department is the one, 
were all the target states are known and interferences easily can be identified. The 
informant from Company B further considers a globally understood EA method as a 
helpful means in order to support transformations, especially to have a common  
understanding of certain techniques and thus increase the probability of consistent 
outcomes. EA also helps to utilize external providers by identifying necessary  
capabilities that these must provide (Company C). 

If the architects are located in the IT department and are rather dealing with IT is-
sues, further mechanisms become apparent. A major one is providing IT-related deci-
sion information to the transformation management team. But the job is not about 
information provision only – EAM is valuable for the CIO to communicate the IT part 
of the transformation and to strengthen his role. Our informant from Company C 
pointed out: 

 
“If you consider which artifacts, results or intermediate results the CIO 
needs in order to communicate further up, e.g. to the CFO in order to allow 
for information about how well the IT support for certain business functions 
is.” (Company C). 

 
The results show that the term EAM covers two different areas of activity: On the one 
hand the planning and strategy about IT related issues (e.g. application landscapes) on 
the other hand rather qualitative additions to the overall transformation initiative – not 
necessarily about IT-related issues. This finding is in line with other studies like [50], 
thus we summarize: 
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Proposition 2: The term EAM covers two related but different approaches of trans-
formation support – one focusing on business/IT alignment and one rather oriented 
towards pure business issues. 

4.3 Means to Support Enterprise Transformations 

Even if from our perception, architects like to talk about the rather abstract mechan-
isms like described above, EAM is able to provide some very concrete means to  
support the transformation. Our participant from Company A outlines that it is very 
important to provide concrete advice and not being too theoretical. 
Traditionally, EAM is very keen on planning target states, that are expressed e.g. in 
target process maps, target capability maps or application landscapes [31]. Another 
very important means are standards. However, standards can occur in very different 
shades. Traditionally standards are defined concerning applications or other specific 
EA artifacts. An artifact that supports the standardization of business-related aspects 
and helps to avoid misunderstandings during a transformation is a common language. 
Here the concept of logic object models is seen as a valuable means (Company B): 

 
“If I ask five people, I get ten opinions about the used terms. That is, why 
we try to identify a common language at the moment, our means for that is 
the logic object model.” (Company B) 

 
However, since such standards are hard or sometimes even impossible to establish 
due to manifold reasons, some organizations rather standardize their methods than 
their results. In the case of Company E this increased the success of the transforma-
tion initiatives: 

 
“In the past we had the strategy to introduce one certain system for the whole 
company. However, that did not work due to manifold requirements in the  
single national units. Thus, now we are rather working with standardized  
methods and concepts instead of concrete systems that we standardize”. 

 
Another means is the standardization of governance processes and thus the establish-
ment of transformation-relevant boards and committees – enriched by additional dis-
cussions with specific stakeholders in IT and business away from the regular meetings 
(Company I). 
Again, it is important that the architects are directly involved in the partial transfor-
mation projects and provide the necessary guidance. A means that architects seem to 
be very capable to provide is methodological guidance: 
 

“We had multiple phases where a target organization was defined and it 
was clearly defined on a roadmap, when which organization should be 
transformed. We supported this with the architecture, mostly by providing 
methodological guidance” (Company E). 
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Artifacts that were further mentioned pretty often are application landscapes or capa-
bility maps. Thus summarized: 
 
Proposition 3: Artifacts that are very often used to support transformations are stan-
dards, roadmaps, capability maps or application landscapes. 

4.4 Establishing Transformational EAM 

While EAM is a well-established to support business-IT alignment, its establishment 
as an ET supporting discipline needs further efforts. Therefore, we discussed with the 
participants of our study about success factors of transformational EAM. 

Overall the business side needs to trust in EAM and needs to consider the archi-
tects as appropriate to talk to (Company F). How can this be achieved? One major 
point is communicating in a way that the partner from the business side is directly 
able to understand. This means to use language and tools that are well-known on  
the business side. The experiences from Company G and Company I reflect this  
experience: 

 
“I do no longer describe solutions with component- or flow-charts. I take 
the most important from the solutions that architects’ draw and invest more 
time in communicating those extracts with the management. My goal is not 
to get a great picture of the architecture but having slides that help to con-
vince the management – based on arguments, figures and cost-ratios.” 
(Company G) 

 
“We need to find the right tools in order to communicate with the business 
side. We used many tools that worked well for IT matters, but were not un-
derstood by the business. As an example: We have a domain model that ag-
gregates our applications in a business-related manner. […] That all 
worked very well for IT purposes but the business never really understood 
the model.” (Company I) 

 
Thus, the transformational EAM does not only draw architecture maps but goes the 
extra mile to already interpret and translate them into the relevant information that 
business departments need. It seems a good idea to concentrate on a few EA artifacts 
and provide these in a value-adding way instead of offering to much at the same time 
(Company D). These key artifacts are different in each enterprise and need to be iden-
tified by analysis and discussions. When such artifacts are in place, architects are 
needed, that are able to communicate also with top-management stakeholders.  

 
“You need people who are able to communicate with the higher top-
management. You need to know that these managers provide only brief 
meetings and you need to be able to hit the bottom line within this time.” 
(Company C) 
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Furthermore, EAM needs to be explained to other stakeholders during the transforma-
tion. These are project managers or other involved employees. Since EAM in many 
cases is not able to put pressure on the stakeholders, it needs to convince them: 

 
“I am 80% of my time in meetings […]. We are not like kings that put 
thumbs up or down but instead discuss appropriate solutions with experts 
or stakeholders.” (Company G) 
 
“In general people are no fools, they are not more chuckleheaded than  
others.” (Company B) 

 
It is especially necessary to be able to explain the use on the local level – and not just 
what it means for the whole. That also includes to leave certain degrees of freedom on 
the local level and not to think that a central function can manage everything better. 

 
“It’s important to discuss what really needs to be synchronized. Do I really 
have to work in the same way everywhere? Or, where is the lowest common 
denominator? Where actually is it? That is the important point one has to 
think about and which you have to focus on afterwards.” (Company B) 

  
The experience of our informants shows that it is very valuable to be involved early in 
the projects and help to bring the necessary experts together or ensure that standards 
are kept. After that step, the architecture efforts can become lower and “people can do 
their work” (Company H). EAM usually can provide methodological guidance and 
best practices, especially in the beginning of projects – even if that often requires 
serious convincing efforts (Company D). 
 
Proposition 4: In order to establish an EAM that supports transformations, communi-
cation and a focus on key artifacts is necessary.  

4.5 Pitfalls in ET Support by EAM 

In the interviews with our informants, we could identify three major pitfalls that chal-
lenge architects when ET support is important. The first major point are cultural is-
sues. Especially in global transformations these become very important like many 
informants mention: 

 
“We tried it at a foreign location, Japan. We tried to translate it in the lan-
guage of the colleagues over there; we even provided the process as a 
Manga comic. […] However, let’s say, it was read …” (Company B) 
 
“I think that is a tendency in Germany. We are all artists. We want to have 
as much freedom as possible. When I do process management or use me-
thods I reduce that freedom. […] That does not comply with our culture 
and our feeling.” (Company B) 
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“If they [Chinese locations] are starting to introduce a central ERP system 
for their location at a certain point of time, they have a look at how it was 
done in Germany or the US. […] But, they are not that far when it comes  
to establishing the transparency that we do here – that’s also about the 
mentality.” (Company C) 
 

The second critical point is the measurement of transformation success. Success mea-
surement is very often perceived as a difficult job and often not conducted at all. Sim-
ilar to others, our informant in Company B reflects: 

 
“If I introduce a software system it is easy to measure, e.g. by how often 
someone logs on. With a process change that is not possible” (Company B) 

 
However, in the end the transformation efforts need to prove their success. While 
some prefer trying to establish financial figures since these are well established in the 
management, others focus on qualitative measurements: 

 
“We are in contact with market research companies that provide informa-
tion about the brand perception of our customers. Our success was meas-
ured by the feedback of our consumers” (Company D). 

 
The third important pitfall is EA’s tendency to become an end in itself or not to con-
sider the question of how much EAM is enough. The informants almost agreed upon 
the fact that EAM for transformations needs to set the overall frame but should not 
become too detailed. 

 
“I think it [EAM] should provide the rough frame and processes. Very 
brought, not in detail – since the details change too often” (Company B). 

 
“That is the problem. Many architects prefer to work very clean. Build 
clear architectures, start by the low layers. However, they forget that this 
does not create a business value. Finding the right balance is important” 
(Company I). 

 
Proposition 5: Pitfalls that need to be avoided are disregarding cultural issues, inade-
quate success measurement and an EAM that becomes an end in itself.  

4.6 The Future of Transformational EAM 

During the discussions some implications came up on how EAM will or should de-
velop in the future as a transformation supporting discipline. So far, EAM is usually 
considered as an IT matter [31] – which in itself is not a problem since IT nowadays 
is a major part of many transformations, especially in industries like insurance or 
banking: 
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“IT is the shop floor of the bank. Where other industries have their facto-
ries to produce their products we have the IT to fulfill the task.”  
(Company I).  

 
According to our informants, EAM is able to provide a view on the global IT possibil-
ities and allows for further information about existing processes or applications 
(Company C). The job of business-IT alignment will become more and more ensured 
without further efforts, while new business requirements are implemented (Company 
F). IT can even be the pioneer concerning transformation experiences (Company C). 
The reason is that in the IT area transformations like outsourcing [51] are conducted 
often at the moment. Other areas will follow and experiences made once can be used.  

Overall an evolution of EAM towards a more business-centric transformation sup-
porting discipline can be recognized but requires additional efforts and fosters new 
challenges. This already starts with wording issues. While the term “enterprise archi-
tecture” is considered to be a very technical term [12] and thus will change, e.g. to 
“enterprise transformation management” (Company F). The whole process will take 
time (comparable to the establishment of process management as a single discipline in 
enterprises) (Company B). EAM needs not to be established as a single department 
but rather should be in the minds of the company’s kind of organizational intelligence 
(Company B). 

Furthermore, the trend seems to be a shift from documentation towards governance 
[11] as a main EAM task: 

 
“During the last three years we moved away from documentation to gover-
nance. During restructuration last year, we moved from the development 
department to a specific governance and compliance department. Because 
of that we got more visible recently.” (Company H) 

 
In parallel to the shift in tasks, many EAM departments strive after more business 
orientation. While this is a very well-known trend [50] one of the informants claimed 
that EAM needs to be careful of not to lose its connection to the IT: 

 
“If we use too many IT terms that could cause denial at the business side. 
But, if we use too much business language, our influence within our own 
organization [IT] will slowly diminish, which means, the acceptance could 
diminish”. (Company D) 

 
Thus, the future of EAM as a transformation supporting discipline stays multifaceted 
and manifold development pathways are thinkable. Summarized: 
 
Proposition 6: EAM as a transformation discipline will move away from a pure do-
cumentation of IT-related matters but architects need to be careful, not to lose the 
focus with its respective stakeholders. 
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5 Discussion 

EAM is often involved in ETs and contributes in a valuable way. However, there 
seems not to be one possible way for EAM`s contribution. We explored the perspec-
tive of the architects on ETs and collected their practices and experiences. In Table 3 
we summarize the propositions we derived within the findings section. 

Table 3. Propositions Summary 

 Proposition 

1 Most ETs that would benefit from EAM occur in the areas of mergers and acquisi-
tions, replacement of IT, consolidation of systems and further business-related ones. 

2 The term EAM covers two related but different approaches of transformation support 
– one focusing on business/IT alignment and one rather oriented towards pure business 
issues. 

3 Artifacts that are very often used to support transformations are standards, roadmaps, 
capability maps or application landscapes. 

4 In order to establish an EAM that supports transformations, communication and a 
focus on key artifacts is necessary. 

5 Pitfalls that need to be avoided are disregarding cultural issues, inadequate success 
measurement and an EAM that becomes an end in itself. 

6 EAM as a transformation discipline will move away from a pure documentation of IT-
related matters but architects need to be careful, not to lose the focus with its respec-
tive stakeholders. 

The identified transformation scenarios show that defining scenarios is a lot de-
pending on the perspective taken. While in our exploration IT-driven and business-
driven scenarios are occurring almost half by half, other authors (e.g. [52, 53]) would 
not explicitly consider IT-driven scenarios as transformation but rather differentiate 
the business-driven scenarios more in detail. 

The second proposition became very clear during the study – EAM covers many 
very different activities and tasks which foster serious problems on explaining, what 
the discipline actually does – this seems to be very different depending on the compa-
ny talked to. Our impression is that we can find a “traditional” type of EAM that is 
very strongly rooted in the IT departments and deals with handling the IT complexity. 
These activities are very important in almost all transformations since IT is always 
affected. The role of these “traditional” architects however differs depending on the 
transformation scenario that occurs. While they can and should take a strong role in 
the IT-related scenarios (e.g. by providing detailed plans about IT dependencies), 
their transformation support might be more passive in the business-oriented ones. The 
other “extreme” that we find is the business-oriented EAM approach. This one often 
occurs in industries were IT is a major part of the value creation (banking, finance, 
etc.). It is also rooted in the IT but emancipated itself towards a more business-related 
position (and thus can contribute by providing dependencies between capabilities or 
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within those). Architects who conduct this style of EAM are much more involved in 
strategic discussions or business related decisions than those dealing with pure IT 
issues. 

However, proposition three shows that EAM has the potential to further establish 
itself as a discipline that supports the ET. When we compare the mentioned artifacts 
and provided services by current EAM with the theoretical potential based on the 
EAM meta-model (see figure 1 in the related work section), it becomes apparent that 
EAM could provide more guidance than it currently does in many cases. How could 
EAM emerge in that direction? Proposition four shows that the key lesson learned is 
fostering an appropriate communication and establishing a focus on key deliverables 
that are related to the transformation. Therefore, it seems to be better to concentrate 
on the provision of not too many but meaningful artifacts instead of being too broad 
or getting lost in the details. 

In addition, major pitfalls need to be avoided. These are cultural issues – may those 
occur while applying certain EA standards in other countries or even subunits of the 
enterprise. Furthermore the goals and the success of transformations and EA use need 
to be measured – or at least regularly assessed on a qualitative basis. That is necessary 
especially to know what the demands are and not to become an end in itself. That 
goes along with proposition six, which includes the perception that EAM will more 
and more develop away from a discipline that mostly does documentation towards 
one that is involved and respected as a strategic advisor. 

Our propositions should guide the development and design of new EAM approach-
es in the future. While we explored the perceptions of the architects about how EAM 
supports transformations, new EAM frameworks or design theories [54] could espe-
cially focus this point. Such approaches need to consider the role that the EAM de-
partment has within the concrete enterprise – is it supposed to add information about 
IT issues or is it able (and allowed) to add support to additional, more business and 
strategy related issues? Depending on the answer, EAM approaches would be differ-
ent and would support different activities that are taken when managing transforma-
tions. We see great potentials for design oriented researchers to provide artifacts in 
this area. 

6 Summary and Conclusion 

In the paper at hand we provided an empirical exploration about the EAM support of 
ETs. Based on interviews with highly knowledgeable informants from nine enterpris-
es we explored the transformation support and potentials of EAM concerning this 
purpose. Our findings reveal IT-driven as much as business-driven scenarios of trans-
formation were EAM can be effective. We further investigated what the major pitfalls 
are and how a transformational EAM in the future could look like. 

Some limitations occur. We conducted a qualitative study based on a relatively 
small number of participating companies and interviews. However, we consider this 
very suitable for the given purpose of field exploration. Especially since we discussed 
with highly knowledgeable informants [33] the chosen method provides empirically 
sound propositions for further research [32]. Since the topic is complex, we were only 
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able to cover a broad rather than a deep perspective in this paper. However, this broad 
perspective helps to develop more concrete research designs (e.g. qualitative ques-
tionnaires) or artifacts (e.g. EAM capabilities) in the future. 

In consequence, we plan further research in the topic area. First, we need to gain 
clarity about the inputs that EAM can provide to the management of ET. Second, we 
need to understand, which kind of EAM is suitable for which ET scenario. Finally, 
such findings should be consolidated in an integrated approach, aiming at the archi-
tectural support of enterprise transformations. 
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