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Abstract. In this paper we will discuss our investigation into the con-
ceptual understanding that students have of common concepts used for
conceptual modeling (e.g., actors, processes, goals). We studied if and
how those understandings may change over time during a student’s
progress through their academic curriculum. To do so, we performed
a longitudinal study with a group of students starting computing and
information science studies at Radboud University Nijmegen. We fol-
lowed them from the beginning of their studies as they learned new
theories, techniques, and languages for modeling. We focused on investi-
gating whether their conceptual understandings changed as they became
acquainted with new languages and techniques, and whether there were
correlations between the introduction of such educational stimuli and
changes in their conceptual understanding. We discuss the seeming lack
of connection between these stimuli and such changes, and reflect on
what this means for the training of people in conceptual modeling.
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1 Research Objectives

We are interested in understanding whether students develop specific concep-
tualizations, or perhaps stronger, conceptual prejudices when it comes to con-
ceptual modeling concepts. As most academic programs are focused on training
well-rounded people who can orient them in new conceptual environments, we
could assume that the point is not to steer people into specific, narrow inter-
pretations (i.e., conceptualizations that strongly bias people into accepting one
kind of thing as correct), but instead to focus on opening their minds to many
different, equally valid, viewpoints from which they can analyze multiple situa-
tions (i.e., to steer them in a direction where their conceptualizations allow for



many possible correct things). Concretely, we will treat the following research
questions in this paper:

1. Do the conceptualizations students have of modeling concepts become more
refined or nuanced as they progress through their studies?
– If there is such a change, is it of a discrete or continuous nature?
– If there is such a change, is it one-directional or reversible?

2. Is there a correlation between the educational stimuli students receive and
the possible change in their conceptualizations of modeling concepts?
– Do conceptualizations take the form of the semantics of a specific language
or approach?

2 Method

Materials: The concepts we look at are actors, events, goals, processes,
resources, restrictions and results. The different semantic dimensions we
investigate are whether they are believed to naturally occur, are intentional or
unintentional in nature, are a logical necessity or not, physically exist or not,
and if they are vague or not. They will be respectively referred to as natural,
human, composed, intentional, necessary, material and vague. Combinations of
these features can then be used to characterize a given concept, for example
a resource typically being a non-human, non-composed, material thing. These
concepts and dimensions result from previous research we reported on in [2], in
which we analyzed the specifications of modeling languages and methods used
for different aspects of enterprise modeling.
Participants: We report on a longitudinal study amongst computing and infor-
mation science students at Radboud University Nijmegen. We initially gathered
students in the very first session at the beginning of their studies, at which 46
students enrolled to participate. Of these, 19 actually participated in the first
phase. Over the course of the study, several students either stopped responding
(without specific reason given), stopped because they changed their study pro-
gram, or because they dropped out entirely. At the final measurement, 9 people
participated, however, because one of them had not participated in an earlier
phase we were forced to reduce the total set down to 8 complete measurements
of the total timespan. All participated voluntarily and received no compensation
for their participation.
Procedure: For the procedure, we adapted the basic technique of developing
a semantic differential (taking into account the quality criteria set out by [5])
which we have detailed in earlier work [3]. We assume here that the selection of
study participants, concepts and semantic dimensions to investigate and materi-
als needed for them have already been done, as detailed in the materials above.
For each semantic dimension we wanted to investigate we selected a set of 5 ad-
jectives from an earlier pilot study, which ensures a significant reaction for that
dimension [5]. We then constructed a differential with a page for each concept
in which we included (1) a priming task to ensure participants responded in the
context of conceptual modeling, (2) a differential in which each of the adjectives



were presented to each participant in a random order, and they were asked to
rate them on a 5 point Likert scale. We started the study at the beginning of the
students studies so that we would have a null measurement. From then on, at the
end of each semester, students received an email inviting them to a LimeSurvey
implementation of the semantic differential, where they were also asked to detail
what courses they had followed, and what new languages or techniques (if any)
they were introduced to. In each phase we sent out 3 reminders to participants if
they had not yet responded, and afterwards reduce the set of active participants
down to those that participated.
Processing: The resulting data from the semantic differential was processes to
calculate an average score for each concept-dimension combination based on the
individual adjectives used to describe that dimensions. From this we constructed
a vector for each concept, which contained scores ranging from 2.0 to −2.0,
describing for each dimension how it relates to that concept. We considered
scores ≥ 1.0 as positive judgments, and scores ≤ -1.0 as negative judgments.
Other scores were considered as neutral. These judgments were then used to
calculate a percentage wise breakdown of the amount of different polarities (i.e.,
negative or positive connotations) found for each concept.

3 Results & Discussion

We present a visualization of the concept-dimension scores in Fig. 1. It shows the
averaged results for each concept-dimension combination for each phase, with
error bars showing the range of individual results. The polarities we calculated
which show the relative amount of positive, neutral and negative responses to
each concept-dimension combination are shown in Table 1, with some potentially
interesting ones detailed in Table 2. Due to the amount of people that dropped
out during the study, and the generally low initial response rate we cannot
guarantee a strong external validity due to the lack of statistical generalizability.
This could have potentially been prevented by including multiple, parallel groups
of students (originating from different universities). However, this would lead to
a strong heterogeneity of the results because different academic institutes and
programs focus on different aspects. As such, whether those results could be
first combined in order to create a larger coherent set of data is debatable as
well. Nonetheless, the results here are still a thorough examination of specific
individuals, and can be used to reason about the effects found in them, and to
what degree measurement of their conceptual understanding is a feasible, and
useful endeavor.

We can answer our primary research question by looking at both Fig. 1 and
Table 1. In Fig. 1 we see that there is not a clearly obvious shift for any of
the concepts or individual concept-dimension combinations to a particular un-
derstanding. For this to happen, the bars should either gradually or suddenly
switch from ranging to one of the extremes to the other, or stay neutral in the
middle. However, as we can see over time the general pattern of all the results
stays similar to a sine wave, not having any of its constituents change too much.
The semantic dimensions natural, human, and vague stay mostly negative for
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Fig. 1. Visualization of the average concept-dimension scores and individual variations
for each phase of the longitudinal study.

most concepts, while the dimensions composed, necessary, intentional stay pos-
itive. The dimension material is the one dimension in which we clearly see both
positive and negative polarities for different concepts, although these particular
concept-dimension combinations still do not seem to change much over time.
We can look in more detail at Table 1 to compare the actual distribution of the
polarities for the concepts through time to verify this lack of systematic change.
Here we also see that, while there are subtle variations from phase to phase in



the relative amount of negative, neutral, and positive responses, there does not
seem to be a significant gradual change increasing or decreasing over time for
any of them. However, some specific concept-dimension combinations, do seem
to have gradual shifts in one direction, which are documented in Table 2.

Table 1. Average polarities over all concept-dimension responses for each phase of the
longitudinal study. Polarity scores of individual concept-dimension combinations are
excluded due to space constraints, but are available upon request.

polarity actor event goal process resource restriction result

phase 1
neg 26% 31% 31% 27% 21% 30% 20%
neu 53% 57% 46% 43% 47% 51% 54%
pos 21% 11% 23% 30% 31% 19% 26%

phase 2
neg 10% 30% 26% 20% 17% 26% 27%
neu 63% 57% 46% 63% 56% 51% 49%
pos 27% 13% 29% 17% 27% 23% 24%

phase 3
neg 7% 36% 31% 24% 24% 30% 26%
neu 57% 56% 41% 53% 46% 49% 49%
pos 36% 9% 27% 23% 30% 21% 26%

phase 4
neg 10% 37% 30% 30% 20% 29% 29%
neu 60% 49% 37% 37% 49% 44% 36%
pos 30% 14% 33% 33% 31% 27% 36%

phase 5
neg 17% 33% 31% 29% 24% 33% 24%
neu 59% 59% 39% 51% 44% 46% 47%
pos 24% 9% 30% 20% 31% 21% 29%

As a result, our first subquestion becomes irrelevant. However, the second
subquestion is still interesting to look at, as the data do show that there are
sometimes shifts for specific concept-dimension combinations where the polarity
changes, and reverses again over the course of our study. While this might also
be attributed to individual or contextual factors, it can hint at the flexibility
of the students in their conceptual understandings while focusing on a specific
way of thinking and working (e.g., because in one semester they work in a dif-
ferent paradigm than the others). Our second main question, and its related
subquestion can be answered by also taking into account the educational stimuli
students received (omitted due to space constraints). There do not seem to be
specific systematic shifts that can be correlated with educational stimuli, nor
do they seem to be systematically widening or refining to fit a specific way of
thinking that could be attributed to them (e.g., the strong fact-oriented thinking
approach of ORM). Given that students used several languages and techniques
almost from the beginning of their studies until the final measurement, one
could have expected to see some kind of development towards fitting those ways
of thinking. However, given the lack of specific shifts into particular conceptual
understandings discussed for question 1, this seems unlikely as well.



As touched upon earlier, there were some specific concept-dimension combi-
nations that did show a development towards a specific conceptual understand-
ing. Some possibly interesting ones are shown in Table 2. These patterns all show
an example of a different polarity gaining or losing ground, which all translate
into the willingness of a specific person accepting or rejecting a particular thing
as being a good example of that modeling concepts. When we see that someone
has a much stronger negative view on a particular thing (i.e., here the human-
ity of results), it becomes obvious that during modeling sessions those might
come to the foreground when people clash on their conceptualization of the
universe of discourse. Finding such specific strong polarized concept-dimension
combinations might thus be a useful aid in steering such discussions to avoid
communication breakdowns.

Table 2. Some interesting shifts of conceptual understanding in the results of the
average (i.e., all participants) polarity scores.

polarity p1 p2 p3 p4 p5 primary trend

humanity of results
neg 60% 60% 80% 70% 80%

stronger negationneu 40% 40% 20% 30% 20%
pos 0% 0% 0% 0% 0%

necessity of results
neg 0% 10% 10% 0% 0%

stronger acceptanceneu 50% 40% 30% 30% 30%
pos 50% 50% 60% 70% 70%

vagueness of actor
neg 60% 20% 40% 50% 50%

slight decrease in negationneu 40% 80% 60% 50% 50%
pos 0% 0% 0% 0% 0%

naturality of actor
neg 40% 0% 0% 10% 20%

increase in neutralityneu 50% 70% 80% 90% 70%
pos 10% 30% 20% 0% 10%

Given that much training is done with a specific purpose (e.g., to make peo-
ple acquainted with a specific subject, and steer them in a particular way of
seeing things), it is disheartening to see both such a seemingly chaotic develop-
ment of the conceptual understandings we measured, and a lack of correlation to
the educational stimuli. However, given other recent studies into the way people
learn modeling languages, this might not be entirely unexpected. In a study [4]
on how well people understood different process modeling languages without
formally being taught them, Recker and Dreiling showed that once someone had
mastered or knew one particular language, the threshold to go to a different,
similar one was very low (e.g., going from BPM to another process modeling
language like EPCs, or similarly going from using i* to GRL for goal modeling).
They concluded stating that it seemed not useful for an IT-oriented university



curriculum to include teaching students multiple languages just for the sake of
doing so, as they would likely be able to master them on their own when needed
to. Given this understanding, one could perhaps infer that such continued educa-
tional stimuli (e.g., additional languages and techniques) should not necessarily
be expected to have significant effect on the cognitive make-up of a student,
which would include their basic conceptual understandings of the concepts used
in those languages and techniques. Instead, such programs could perhaps focus
more on exposing students to radically different languages and techniques, which
have such different conceptual basis that they would learn a new way of looking
at things. Thus, we agree with these studies that it seems less useful to train
people to be modelers by teaching them every possible language for a particu-
lar focus, but that instead we should focus on opening their minds to different
viewpoints that other stakeholders and modelers might have.
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