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General Co-chairs and Editors’
Message for OnTheMove 2018

The OnTheMove 2018 event held October 22–26 in Valletta, Malta, further consoli-
dated the importance of the series of annual conferences that was started in 2002 in
Irvine, California. It then moved to Catania, Sicily in 2003, to Cyprus in 2004 and
2005, Montpellier in 2006, Vilamoura in 2007 and 2009, in 2008 to Monterrey,
Mexico, to Heraklion, Crete in 2010 and 2011, Rome in 2012, Graz in 2013, Amantea,
Italy, in 2014, and lastly to Rhodes in 2015, 2016, and 2017.

This prime event continues to attract a diverse and relevant selection of today’s
research worldwide on the scientific concepts underlying new computing paradigms,
which of necessity must be distributed, heterogeneous, and supporting an environment
of resources that are autonomous yet must meaningfully cooperate. Indeed, as such
large, complex, and networked intelligent information systems become the focus and
norm for computing, there continues to be an acute and increasing need to address the
software, system, and enterprise issues involved and discuss them face to face in an
integrated forum that covers methodological, semantic, theoretical, and application
issues. As we all realize, e-mail, the Internet, and even video conferences are not by
themselves optimal or even sufficient for effective and efficient scientific exchange.

The OnTheMove (OTM) International Federated Conference series has been created
precisely to cover the scientific exchange needs of the communities that work in the
broad yet closely connected fundamental technological spectrum of Web-based dis-
tributed computing. The OTM program every year covers data and Web semantics,
distributed objects, Web services, databases, information systems, enterprise workflow
and collaboration, ubiquity, interoperability, mobility, as well as grid and
high-performance computing.

OnTheMove is proud to give meaning to the “federated” aspect in its full title1: it
aspires to be a primary scientific meeting place where all aspects of research and
development of internet- and intranet-based systems in organizations and for e-business
are discussed in a scientifically motivated way, in a forum of interconnected workshops
and conferences. This year’s 15th edition of the OTM Federated Conferences event
therefore once more provided an opportunity for researchers and practitioners to
understand, discuss, and publish these developments within the broader context of
distributed, ubiquitous computing. To further promote synergy and coherence, the main
conferences of OTM 2018 were conceived against a background of their three inter-
locking global themes:

– Trusted Cloud Computing Infrastructures Emphasizing Security and Privacy
– Technology and Methodology for Data and Knowledge Resources on the

(Semantic) Web
– Deployment of Collaborative and Social Computing for and in an Enterprise

Context.



Originally the federative structure of OTM was formed by the co-location of three
related, complementary, and successful main conference series: DOA (Distributed
Objects and Applications, held since 1999), covering the relevant infrastructure-
enabling technologies, ODBASE (Ontologies, DataBases and Applications of
Semantics, since 2002) covering Web semantics, XML databases and ontologies, and
of course CoopIS (Cooperative Information Systems, held since 1993), which studies
the application of these technologies in an enterprise context through, e.g., workflow
systems and knowledge management. In the 2011 edition, security aspects, originally
started as topics of the IS workshop in OTM 2006, became the focus of DOA as secure
virtual infrastructures, further broadened to cover aspects of trust and privacy in
so-called Cloud-based systems. As this latter aspect came to dominate agendas in this
and overlapping research communities, we decided in 2014 to rename the event to the
“Cloud and Trusted Computing (C&TC) Conference,” and it was originally launched
in a workshop format.

These three main conferences specifically seek high-quality contributions of a more
mature nature and encourage researchers to treat their respective topics within a
framework that simultaneously incorporates (a) theory, (b) conceptual design and
development, (c) methodology and pragmatics, and (d) applications in particular case
studies and industrial solutions.

As in previous years, we again solicited and selected additional quality workshop
proposals to complement the more mature and “archival” nature of the main confer-
ences. Our workshops are intended to serve as “incubators” for emergent research
results in selected areas related, or becoming related, to the general domain of
Web-based distributed computing. We were very glad to see that our earlier successful
workshops (EI2N, META4eS, FBM) re-appeared in 2018. The Fact-Based Modeling
(FBM) workshop in 2015 succeeded and expanded the scope of the successful earlier
ORM workshop. The Industry Case Studies Program, started in 2011, under the
leadership of Hervé Panetto, Wided Guédria, and Gash Bhullar, further gained
momentum and visibility in its seventh edition this year.

The OTM registration format (“one workshop and/or conference buys all workshops
and/or conferences”) actively intends to promote synergy between related areas in the
field of distributed computing and to stimulate workshop audiences to productively
mingle with each other and, optionally, with those of the main conferences. In par-
ticular EI2N continues to so create and exploit a visible cross-pollination with CoopIS.

We were very happy to see that in 2018 the number of quality submissions for the
OnTheMove Academy (OTMA) noticeably increased. OTMA implements our unique,
actively coached and therefore very time- and effort-intensive formula to bring PhD
students together, and aims to carry our “vision for the future” in research in the areas
covered by OTM. Its 2018 edition was organized and managed by a dedicated team of
collaborators and faculty, Peter Spyns, Maria-Esther Vidal, inspired as always by the
OTMA Dean, Erich Neuhold.

In the OTM Academy, PhD research proposals are submitted by students for peer
review; selected submissions and their approaches are presented by the students in front
of a wider audience at the conference, and are independently and extensively analyzed
and discussed in front of this audience by a panel of senior professors. One may readily
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appreciate the time, effort, and funds invested in this by OnTheMove and especially by
the OTMA Faculty.

As the three main conferences and the associated workshops all share the distributed
aspects of modern computing systems, they experience the application pull created by
the Internet and by the so-called Semantic Web, in particular developments of big data,
increased importance of security issues, and the globalization of mobile-based
technologies.

The three conferences seek exclusively original submissions that cover scientific
aspects of fundamental theories, methodologies, architectures, and emergent tech-
nologies, as well as their adoption and application in enterprises and their impact on
societally relevant IT issues.

– CoopIS 2018, Cooperative Information Systems, our flagship event in its 26th
edition since its inception in 1993, invited fundamental contributions on principles
and applications of distributed and collaborative computing in the broadest scien-
tific sense in workflows of networked organizations, enterprises, governments, or
just communities

– C&TC 2018 (Cloud and Trusted Computing 2018) the successor of DOA (Dis-
tributed Object Applications), focused on critical aspects of virtual infrastructure for
cloud computing, specifically spanning issues of trust, reputation, and security

– ODBASE 2018, Ontologies, Databases, and Applications of Semantics covered the
fundamental study of structured and semi-structured data, including linked (open)
data and big data, and the meaning of such data as is needed for today’s databases;
as well as the role of data and semantics in design methodologies and new appli-
cations of databases

As with the earlier OnTheMove editions, the organizers wanted to stimulate this
cross-pollination by a program of engaging keynote speakers from academia and
industry and shared by all OTM component events. We are quite proud to list for this
year:

– Martin Hepp, Universität der Bundeswehr Munich/Hepp Research GmbH
– Pieter De Leenheer, Collibra
– Richard Mark Soley, Object Management Group, Inc. (OMG)
– Tom Raftery, SAP/Instituto Internacional San Telmo

The general downturn in submissions observed in recent years for almost all con-
ferences in computer science and IT has also affected OnTheMove, but this year the
harvest again stabilized at a total of 173 submissions for the three main conferences and
over 50 submissions in total for the workshops. Not only may we indeed again claim
success in attracting a representative volume of scientific papers, many from the USA
and Asia, but these numbers of course allow the respective Program Committees
(PCs) to again compose a high-quality cross-section of current research in the areas
covered by OTM. Acceptance rates vary but the aim was to stay consistently at about 1
accepted full paper for 3 submitted, yet as always these rates are subordinated to
professional peer assessment of proper scientific quality.

As usual we separated the proceedings into two volumes with their own titles, one
for the main conferences and one for the workshops and posters. But in a different
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approach to previous years, we decided the latter should appear post-event and so allow
workshop authors to eventually improve their peer-reviewed papers based on critiques
by the PCs and on live interaction at OTM. The resulting additional complexity and
effort of editing the proceedings were professionally shouldered by our leading editor,
Christophe Debruyne, with the general chairs for the conference volume, and with
Hervé Panetto for the workshop volume. We are again most grateful to the
Springer LNCS team in Heidelberg for their professional support, suggestions, and
meticulous collaboration in producing the files and indexes ready for downloading on
the USB sticks. It is a pleasure to work with staff that so deeply understands the
scientific context at large, and the specific logistics of conference proceedings
publication.

The reviewing process by the respective OTM PCs was performed to professional
quality standards: Each paper review in the main conferences was assigned to at least
three referees, with arbitrated e-mail discussions in the case of strongly diverging
evaluations. It may be worthwhile to emphasize once more that it is an explicit
OnTheMove policy that all conference PCs and chairs make their selections in a
completely sovereign manner, autonomous and independent from any OTM organi-
zational considerations. As in recent years, proceedings in paper form are now only
available to be ordered separately.

The general chairs are once more especially grateful to the many people directly or
indirectly involved in the setup of these federated conferences. Not everyone realizes
the large number of qualified persons that need to be involved, and the huge amount of
work, commitment, and the financial risk in the uncertain economic and funding cli-
mate of 2018, that is entailed in the organization of an event like OTM. Apart from the
persons in their roles mentioned above, we therefore wish to thank in particular
explicitly our main conference PC chairs:

– CoopIS 2018: Henderik A. Proper, Markus Stumptner and Samir Tata
– ODBASE 2018: Dumitru Roman, Elena Simperl, Ahmet Soylu, and Marko

Grobelnik
– C&TC 2018: Claudio A. Ardagna, Adrian Belmonte, and Mauro Conti

And similarly we thank the PC (co-)chairs of the 2018 ICSP, OTMA, and Work-
shops (in their order of appearance on the website): Wided Guédria, Hervé Panetto,
Markus Stumptner, Georg Weichhart, Peter Bollen, Stijn Hoppenbrouwers, Robert
Meersman, Maurice Nijssen, Gash Bhullar, Ioana Ciuciu, Anna Fensel, Peter Spyns,
and Maria-Esther Vidal.

Together with their many PC members, they performed a superb and professional
job in managing the difficult yet vital process of peer review and selection of the best
papers from the harvest of submissions. We all also owe a serious debt of gratitude to
our supremely competent and experienced conference secretariat and technical admin
staff in Guadalajara and Dublin, respectively, Daniel Meersman and Christophe
Debruyne.

The general conference and workshop co-chairs also thankfully acknowledge the
academic freedom, logistic support, and facilities they enjoy from their respective
institutions: Technical University of Graz, Austria; Université de Lorraine, Nancy,
France; Latrobe University, Melbourne, Australia—without which such a project quite
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simply would not be feasible. Reader, we do hope that the results of this federated
scientific enterprise contribute to your research and your place in the scientific network,
and we hope to welcome you at next year’s event!

September 2018 Robert Meersman
Tharam Dillon
Hervé Panetto

Ernesto Damiani
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Web Ontologies: Lessons Learned
from Conceptual Modeling at Scale

Martin Hepp

Universität der Bundeswehr Munich/Hepp Research GmbH, Germany

Short Bio

Martin Hepp is a professor of E-business and General Management at the Universität der
Bundeswehr Munich and the CEO and Chief Scientist of Hepp Research GmbH. He
holds a master’s degree in business management and business information systems and
a PhD in business information systems from the University of Würzburg (Germany). His
key research interests are shared data structures at Web scale, for example Web ontology
engineering, both at the technical, social, and economical levels, conceptual modeling in
general, and data quality management. As part of his research, he developed the
GoodRelations vocabulary, an OWL DL ontology for data interoperability for
e-commerce at Web Scale. Since 11/2012, GoodRelations is the e-commerce core of
schema.org, the official data markup standard of major search engines, namely Google,
Yahoo, Bing, and Yandex. Martin authored more than 80 academic publications and
was the organizer of more than fifteen workshops and conference tracks on conceptual
modeling, Semantic Web topics, and information systems, and a member of more than
sixty conference and workshop program committees, including ECIS, EKAW, ESWC,
IEEE CEC/EEE, ISWC, and WWW.

Talk

Ever since the introduction of the term “ontology” to Computer Science, the challenges
for information exchange, processing, and intelligent behavior on the World Wide
Web, with its vast body of content, huge user base, linguistic and representational
heterogeneity, and so forth, have been taken as a justification for ontology-related
research. However, despite two decades of work on ontologies in this context, very few
ontologies have emerged that are used at Web scale in a way compliant with the
original proposals by a diverse, open audience.

In this talk, I will analyze the differences between the original idea of ontologies in
computer science, and Web ontologies, and analyze the specific economic, social, and
technical challenges of building, maintaining, and using socially agreed, global data
structures that are suited for the Web at large, also with respect to the skills, expec-
tations, and particular needs of owners of Web sites and potential consumers of Web
data.



Data Governance: The New Imperative
to Democratize Data Science

Pieter De Leenheer

Collibra, USA

Short Bio

Pieter De Leenheer is a cofounder of Collibra and leads the company’s Research &
Education group, including the Collibra University, which offers a range of self-paced
learning and certification courses to help data governance professionals and data citi-
zens gain new skills and expertise. Prior to co-founding the company, Pieter was a
professor at VU University of Amsterdam. Today he still serves as adjunct professor at
Columbia University in the City of New York and as visiting scholar at several uni-
versities across the globe including UC San Diego and Stanford.

Talk

We live in the age of abundant data. Through technology, more data is available, and
the processing of that data easier and cheaper than ever before. Data science emerged
from an unparalleled fascination to empirically understand and predict societies busi-
nesses and markets. Yet there is an understated risk inherent to democratizing data
science such as data spills, cost of data exploration, and blind trust in unregulated,
incontestable and oblique models. In their journey to unlock competitive advantage and
maximize value from the application of big data, it is vital that data leaders find the
right balance between value creation and risk exposure. To realize the true value of this
wealth of data, data leaders must not act impulsively, but rethink assumptions, pro-
cesses, and approaches to managing, governing, and stewarding that data. And to
succeed, they must deliver credible, coherent, and trustworthy data and data access
clearing mechanisms for everyone who can use it. As data becomes the most valuable
resource, data governance delivers a imperative certification for any business to trust
one another, but also increasingly sets a precondition for any citizen to engage in a
trustworthy and endurable relationship with a company or government.



Learning to Implement the Industrial Internet

Richard Mark Soley

Object Management Group, Inc. (OMG), USA

Short Bio

Dr. Richard Mark Soley is Chairman and CEO of the Object Management Group (r),
also leading the Cloud Standards Customer Council (tm) the Industrial Internet Con-
sortium (r). Previously cofounder and former Chairman/CEO of A. I. Architects, he
worked for technology companies and venture firms like TI, Gold Hill, Honeywell &
IBM. Dr. Soley has SB, SM and PhD degrees in Computer Science and Engineering
from MIT.

A longer bio is available here: http://www.omg.org/soley/

Talk

– The Industrial Internet Consortium and its members develop testbeds to learn more
about Industrial Internet implementation: hiring, ecosystem development, standards
requirements

– The Object Management Group takes real-world standards requirements and
develops standards to maximize interoperability and portability

– The first insights into implementation and the first requirements for standards are
underway

– Dr. Soley will give an overview of both processes and talk about the first insights
from the projects

http://www.omg.org/soley/


The Future of Digital: What the Next 10 Years
Have in Store

Tom Raftery

SAP/Instituto Internacional San Telmo, Spain

Short Bio

Tom Raftery is a Global Vice President for multinational software corporation SAP, an
adjunct professor at the Instituto Internacional San Telmo, and a board advisor for a
number of start-ups.

Before joining SAP Tom worked as an independent industry analyst focusing on
the Internet of Things, Energy and CleanTech and as a Futurist for Gerd Leonhardt’s
Futures Agency.

Tom has a very strong background in technology and social media having worked
in the industry since 1991. He is the co-founder of an Irish software development
company, a social media consultancy, and is co-founder and director of hyper
energy-efficient data center Cork Internet eXchange – the data centre with the lowest
latency connection between Europe and North America.

Tom also worked as an Analyst for industry analyst firm RedMonk, leading their
GreenMonk practice for over 7 years. Tom serves on the Advisory Boards of Smart-
Cities World and RetailEverywhere.com.

Talk

Digital Transformation, the Internet of Things and associated technologies
(block-chain, machine learning, edge computing, etc.) are the latest buzz words in
technology. Organisations are scrambling to get up to speed on them before their
competitors, or some young start-up gets there first and completely disrupts them.

Right now, these digital innovation systems are, roughly speaking at the same level
of maturity as the web was in 1995. So where are these new digital technologies taking
us? What is coming down the line, and how will these changes affect my organisation,
my wallet, and the planet?

Join Tom Raftery for our OnTheMove keynote as he unpacks what the Future of
Digitisation is going to bring us.
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Abstract. The search for improvement and standardization of the dig-
itization of government services has led governments around the world
to focus on solutions that seek satisfaction, engagement and involvement
of society in general. In addition, governmental systems are seeking con-
stantly to renew the digital governance environment through good plan-
ning, use of best practices, and offering greater opportunities to estab-
lish collaborative and participatory relationships among all stakeholders
(Government and Society). This paper presents a systematic literature
review of the digitization of services contributing to the knowledge of
the processes and methodologies adopted by these governments to pro-
vide their services to the citizen. The main contribution of this work is
the proposal of a process mapping model that can be adopted during
the stages of providing digital services by interested agencies in offer-
ing services focused on the needs of the citizens. The proposed model
can be used by any government agency or private company interested
in updating its processes, tools and methods of digitization and services
automation according to their necessities.

Keywords: Service digitization · Government services
Systematic literature review · Digitization process mapping

1 Introduction

The digitization of services has emerged as a way to provide services with greater
efficiency, efficiency and quality [13] and with less bureaucracy existing in the
current processes [12]. Governments around the world have a renewed focus on
citizens’ perception and engagement, and a well-planned digital government envi-
ronment offers greater opportunities for building collaborative and participatory
relationships among all relevant stakeholders.

In the case of public services, access must be universal, in other words, avail-
able to all citizens regardless of income, level of education, geographical location
or conditions of access to technological resources [13]. Providing services under
such conditions is a challenge for governments around the world. The major
c© Springer Nature Switzerland AG 2018
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trends fueling the public sector are driven by rising citizen expectations, which
in turn drives four key aspects: Pressure to deliver for more consumer-like citi-
zen services; Need to refocus resources in areas that boost government program
delivery and make it visible to citizens; Drive to improve citizen outcomes and
install a government culture of service excellence and accountability; Necessity to
diversify the economy, attract and nurture new businesses utilizing new business
models under the umbrella of government as a facilitator.

Driven by these pressures, government objectives cannot be limited to just
the introduction of digital technologies and process automation within depart-
ments. It goes far beyond that, requiring a focused effort on digitally engaging
citizens to modernize the public sector as a whole. A key measure of success
for modern countries is the level of engagement that its people undertake with
their government. As the OECD (Organization for Economic Cooperation and
Development) states, good decision-making requires the knowledge, experiences,
views, and values of the public, and unless citizens themselves understand and
are engaged in the decision-making, trust is easily lost.

There are several benefits to citizens driving public policy reform and mod-
ernization as part of a digital government transformation. Citizen engagement
drives the success of e-government, or digital government, by increasing the
acceptance and uptake with the government through digital channels. This helps
departments scale up services while reducing cost without compromising sustain-
ability. It improves governance and creates a more informed government. This
marks the shift in viewing citizens as customers of the government rather than
subjects, which dictates a higher degree of interaction and engagement.

Engaged citizens can make important contributions to policies and programs
related to every aspect of city life and government services. It reinforces govern-
ment success by introducing a critical and honest feedback mechanism, building
public trust in their leadership [24]. With regard to Brazil, the government has
sought to encourage its Agencies to transform their digital services for access,
sharing and monitoring of information, registration of demands and requests for
official documents. The main objective of the Brazilian Government is to have
a Digital Government From Citizen-Centric To Citizen-Driven, modernizing all
public services. Since 2016, important decrees have been published in this sense,
defining a Digital Governance Policy [21] and the Digital Citizenship Platform
[8] in the scope of the Federal Public Administration.

The Digital Citizenship Platform [8] aims to broaden and simplify the access
of Brazilian citizens to digital public services, including through mobile devices.
The Federal Government Service Portal should be a single integrated channel
for the provision of information, electronic request and monitoring of public
services, whose objective is, in addition to providing practicality and agility for
citizens and entrepreneurs, for digital services to reduce the cost to government.

The actions of the Platform are aligned with the Digital Governance Strategy
(DGS) [22,27] that will guide the actions of Information and Communications
Technology (ICT) of the Brazilian Government until 2019. It is necessary to iden-
tify tools that measure the reach of the services not scanned in Brazil, to assist

https://servicos.gov.br/
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in the implementation and expansion of the services provision. These tools can
help increase citizen participation in the use of current services and even in the
development of new services. Tools for pricing the costs of all these operations,
still need to be studied and/or even developed.

This paper presents a study about the digitization of Government services.
Its main contribution is to identify in the literature how the governments of
other countries are promoting the automation and digitization of their public
services, as well as to present the best practices adopted for the process of gov-
ernment automation and digitization. In addition, it presents the registry of the
technological solutions adopted in the processes used by success cases.

The remainder of this paper is organized as follows. Section 2 presents the
research methodology adopted, the protocol and the result of the systematic
literature review. In the Sect. 3 the results and the discussions are presented.
Section 4 presents the proposed model of Digitization Process Mapping. The
conclusions and future work are presented in Sect. 5.

2 Systematic Literature Review

Systematic Literature Review (SLR) is a way of identifying, analyzing and
interpreting available evidence related to a particular research question, area
or phenomena of interest [15,18]. During the SLR, the Planning, Conducting
and Reporting phases of the results were followed [6,9,18].

The tool StArt (State of the Art through Systematic Review) [14], assisting
in the planning and conduction stages of the Systematic Review Literature. The
SLR was carried out with the objective of identifying and presenting the best
practices and technologies currently adopted in the automation and digitization
processes of services, as well as presenting guidelines on how to include auto-
mated and digitized processes in Brazilian federal public services.

The search strategy involved the use of Automatic Search [31], which con-
sists of searching through the Search String in the electronic databases, followed
by the Manual Search [31], through which searches were performed for works
in conferences, newspapers or magazines. The Automatic Search was performed
in the following databases: Digital library ACM; Digital Library IEEE Xplore;
DBLP-Computer Science Bibliography. The Manual Search activity was per-
formed in the Annals of the Conferences and Periodicals specific to the e-
government area.

2.1 Selection of Primary Studies

We started the automatic selection process of the primary studies by exe-
cuting the search string in the digital databases. The automatic search in
the 3 bases defined resulted in a total of 727 articles, being 354 or 49%
of articles from Digital library ACM and 255 or 35% of articles came
from Digital library IEEE Xplore and 118 or 16% of articles came from

http://lapes.dc.ufscar.br/tools/start_tool
http://dl.acm.org/
http://ieeexplore.ieee.org/Xplore/home.jsp
http://dblp.uni-trier.de/
http://dl.acm.org/
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Table 1. Evolution of the work selection strategy

Adopted strategy Stage 1 Stage 2 Stage 3 Stage 4

Automatic search 727 118 65 19

Manual search 56 40 31 7

Selected primary studies 783 158 96 26

Digital library DBLP. It is important to note that only 6 papers were iden-
tified as duplicates, and the occurrence of duplicity occurred on the basis of
ACM and DBLP. The Table 1 presents the evolution of the steps adopted in
the selection strategy, which were applied in the papers identified during the
automatic search.

The manual search performed in the Annals of Conferences and Periodicals
was performed through various combinations of the search string defined in the
protocol. This variation of the String was necessary because the bases of the
Conferences and Periodicals have a smaller volume of publications and with the
complete String often no work was identified. The manual search resulted in a
total of 56 articles, which followed the stages defined in the adopted protocol,
adding 783. The evolution of the selection of these in the systematic literature
review (SLR) is presented on the Table 1. After the final application of all stages
of the work selection strategy, a total of 26 articles were identified to be used
in data extraction.

3 Results Systematic Literature Review

This research identified 26 primary studies. The data extraction occurred
in all 26 articles selected in the last step of the strategy defined in the protocol
of this research. From the complete reading of these articles it was possible to
answer the research questions.

RQ.1. How to promote the automation and digitization of federal
public services in Brazil?

The deployment of government-digitized services requires more than techno-
logical sophistication, requires a shift in the mindset of public administration to
citizen-centered service delivery [29]. The work presented by [32], highlights 5
key methods for the digitization of services by governments, being:

1. All citizens should be taken into account by promoting reliable, innovative
and easily accessible services for all;

2. Efficiency and effectiveness must be a reality in the services provided, con-
tributing to the high satisfaction, transparency and responsibility of users,
relieving management and providing quality gains and resource savings;

3. The services implemented must start with the essential and high impact for
citizens and companies. In order to identify such services, citizens and society
must be included in the process of definition of scope and design;

http://dblp.uni-trier.de/
http://dl.acm.org/
http://dblp.uni-trier.de/
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4. Enabling elements should be added to services, enabling citizens and busi-
nesses to benefit from convenient, secure and interoperable forms of access;

5. Participation in developing ideas and choosing priorities should be demo-
cratic, using tools for effective public debate and empowering citizens and
society in decision-making.

These key methods can be followed by the Brazilian government in order to
allow the expansion and improvement of the digitized services provided. Other
factors that may contribute to this process are: 1. Analysis, measurement and
quality assurance of the ways of making these services available. For this, the
user’s perceptions about technology, satisfaction and trust must be taken into
account [1]; 2. Providing services tailored to the needs of each citizen, respecting
their profile (which may be related to age group, educational level, economic
situation and others) and from this determine the amount of information and
the level of detail to be provided [11].

The choice of service delivery channels is another issue that should be widely
evaluated by the Brazilian government to support the digitization of services.
Communication technologies have been evolving over the years, starting with
traditional and personal communications, including options such as telephone
and mail, reaching the use of the internet, social media and mobile phones with
a wide variety of applications [26]. Artificial Intelligence techniques are also being
inserted in this process, for example with the use of social and conversational
robots that interact more and more with the citizens [26]. Currently, the most
widely used means for delivering services digitized by governments and compa-
nies is the use of website portals, which deliver online services 24 h a day in any
part of the world, provided there is connection with internet [10].

Other channels for providing services to citizens are: 1. Mobile devices to
access portals or service applications [10]; 2. Self-service kiosks that have the
option of delivering official documents [2]; 3. SMS (Short Messaging Service)
for the delivery of public services, mainly warnings and information, in order to
maintain proximity, connectivity, interactivity and continuous communication
with all citizens [30]; 4. Social Networks that has a fast and wide reach of the
population when it is necessary to disclose urgent information. This channel can
also be used to identify citizens’ needs not formally expressed [33]; 5. Chat used
as a way of asking the citizen’s doubts about various issues [33].

RQ.2. How to include in the automation process and the digiti-
zation of public services the citizens and agencies that provide the
services?

Deciding which services are to be deployed, identifying which services need
improvement and finding out why some services do not have the expected volume
of access are tasks that can only be performed if they have the joint involvement
of citizens, society at large, public servants and decision makers of the provider
of this service. The inclusion of stakeholders in digitization is a good practice for
the success of the process, since treating the citizen as a partner in government
activities provides a number of contributions, such as: saving time, experiencing
real need and great interest in achievement of positive results [19,24]. In addition,
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citizen participation enhances the transparency, confidence, acceptability and
legitimacy of decisions taken by policy makers [7]. Some initiatives that seek for
this greater participation of the citizen and of the own agencies in the process
of automation and digitization of services are:

– In addition to the application of technologies, it should be taken into account
in the provision of digitized services 3 main categories: (1) the ability of
decision-makers to communicate constantly with implementers in order to
deliver as well as obtain the right information when needed; (2) competence
of decision-makers to assign responsibilities to implementers in order to reduce
bureaucracy and allow greater agility between processes; and (3) the ability
to define clear rules in the provision and use of services, which should be
widely disseminated to all stakeholders [23];

– The use of open data may be conducive to increasing the transparency of
processes and can also be used to identify new demands for services to be
made available. Some examples to achieve this increase in value for citizens
can be: 1. Through the analysis of the questions answered by the citizens
during the use of the services [25]; 2. Identification of the most accessed
information [25]; 3. The mining of data to identify information expressed by
citizens in non-official media, such as the use of social networks [25] and [7];

– The gamification techniques can be used to involve citizens in the process of
ideas of new types of services, helping in the elaboration of new concepts of
digital services or improvement of existing services [17].

In addition to involving the citizen in the participation of the development of
services, it is also important to identify ways in which citizens are more interested
in using these services. Some examples are:

– Keep the information and forms of access centralized in a single point, in
addition to automating and simplifying the processes in order to make the
citizen more independent to meet their needs [12];

– Information portals, booklets or other means of disseminating knowledge
should not be static, rather, they should be able to deliver personalized infor-
mation to citizens with the volume of data and details appropriate to each
profile [11];

– Realization of more investments in marketing, advertising and promotion of
services, being through different channels and with various forms of access.
This seeks to raise the level of awareness and knowledge of citizens regarding
the services provided by the Government [7];

– Demographic and socioeconomic conditions such as gender, age, formal educa-
tion, economic income and political attitudes are factors that must be raised
and understood so that the services are adequate to the different profiles
existing for citizens [20]. Systems and services should be prepared to have
user-friendly interfaces, adapting whenever possible to the profiles that have
been identified [7];

– Providing public infrastructures, accessible and prepared to support the ser-
vices offered, in order to guarantee availability and avoid access problems
[7];



Digitization of Government Services: Digitization Process Mapping 9

– Provide complete and high quality systems and processes, solving the needs
of citizens in their entirety [7];

– Provide security and privacy of individuals and their data that must be kept
intact and confidential [7];

– Gamification parts of the systems and services to thus involve and motivate
the users to adopt the new processes with greater interest [3].

RQ.3. Which are the best practices adopted for the automation
process and digitization of public services?

In the provision of digitized services, it is not enough to provide countless
services without understanding the real needs of citizens and the factors that
influence the use of this type of service. Among the factors that are pointed out
as essential for the interaction of citizens with the digitized services, one can
cite quality, agility, privacy and security, all those present at each stage of
interaction between the interested parts [1]. It is worth emphasizing that quality
must be present in different aspects, such as: quality of the system, qual-
ity of service, quality of information, quality of content and product
quality [1]. The work presented by Bertot et. al [5] complements the list pre-
sented by Akram and Malik [1], of the essential elements to be evaluated in the
implementation of digitized services, which are:

1. Infrastructure: Digital infrastructure is a necessary prerequisite, includ-
ing robust digital technology infrastructure within governments, between
citizens and industry. Without connectivity, access to systems and service
applications is not possible;

2. Capacity: Different capacities, including organizational, human, regulatory,
collaborative and other, must be present in all governments, industry, com-
munities and citizens. These capabilities are needed to leverage the digital
technology infrastructure and broadcast digital innovations;

3. Ecosystems: Innovative services, empowered by governments, should be
part of a broader social innovation ecosystem, facilitating cultural change to
adopt a positive attitude towards risk and product acceptance;

4. Partnerships: While governments may face challenges with their ability to
innovate, they can take advantage of the innovative capabilities and resources
of partners. Developing the capacity to partner with the private and non-
profit sectors and engaging citizens in defining new services are important
mechanisms for delivering innovative public services;

5. Inclusion: If innovative services must be ubiquitous and benefit all, they
need to be available and usable by everyone. Implemented innovations should
ensure that all actors have the ability to use and benefit from these services;

6. Value: Innovations must offer public value and be valued;
7. Delivery Channels: Many factors, including age, preferences, digital liter-

acy, infrastructure, among others, affect the acceptance of digital services
and opportunities for citizens to get involved. Therefore, several service
delivery channels are required for engagement as well as multichannel deliv-
ery strategies to decide the most appropriate channels for each service;
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8. Security: Digital service innovations can not be deployed without ensuring
the security of interactions and stored content;

9. Privacy: Security focuses on content protection, while privacy belongs to
citizens’ ability to opt out of digital public services. Innovations can not be
mandatory, but citizens must retain the right to select the services they wish
to receive, use or wish to engage with. For this to happen, privacy must be
ensured;

10. Authentication: Secure and verifiable authentication is required, but we
also need appropriate authentication measures to ensure that the recipi-
ents of the service are indeed recipients. This requires layers of security and
authentication across all services.

RQ.4. What technological solutions are adopted in the automation
processes and digitization of public services?

The use of existing Information and Communication Technologies (ICT) is
vital in the process of accelerating the digitization of services, providing services
increasingly adapted to the individual needs of citizens, providing greater sat-
isfaction and use of these services. This process is important for citizens, who
will have access to a more convenient, preferable and economical form of interac-
tion with public agencies. For governments, this approach is important because
it allows for cross-departmental synchronization, decreasing queues, reducing
response time and financial expenses [2].

New technologies arise at all times and are analyzed in order to identify ben-
efits of their use in existing processes. One of the major concerns of governments
and citizens’ demands [10] is with respect to the security of the transactions and
the data used in these operations. Some examples of innovative practices with
respect to electronic government security are: 1. SecureGov is a mechanism that
has been implemented in Korea’s Public Information Sharing Center (PISC) [10];
2. A prototype is being tested by the government of India in that the proposal
is an integrated digital signature approach based on cloud computing to enable
electronic authentication and data security in the transaction phase of digitized
services [16]; 3. The Government of India also uses another mechanism involving
the digital signature to perform authentication of the data through the tempo-
rary proxy signature, where the owner of the signature transfers the power of its
use to a signatory authority during a specific period of time and any misuse of
the resources is prevented through the signature key generation procedure [4]; 4.
The government of Georgia has an exclusive department to deal with the cyber
security of its digitized services, among its practices is the monitoring of the
use of services and the volume of transactions carried out; 5. The government of
Greece uses an online system for requesting services by citizens where the pro-
cessing of the orders made takes place almost completely in an automated way,
to reduce response time and minimize the need for human intervention, with
the aim of avoiding fraud at any stage of the request process [13]; 6. The use
of SmartGates, which are kiosks for citizens’ recognition through the evaluation
of biometric data and even the face which are common at airports and customs
for validation of documents such as passports, is already being tested by several
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governments, such as Russia, which in self-service kiosks allows the citizen to
make requests for documents and makes their delivery using this technology [2].

Continued innovation in the provision of public services is essential to meet
the diverse social needs, raising social aspirations, economic pressure and unequal
conditions for the provision of public services within and between countries.
The results of this systematic literature review allowed us to identify several
Government initiatives with this intention and to establish a panorama for the
needs of the Brazilian Government, considering the best practices that were
identified. In addition, a proposal for a model for the digitization of Brazilian
public services was constructed.

4 Digitization Process Model for Government Services

With the accomplishment of the literature review it was possible to answer the
research questions that were elaborated to conduct this work and to propose
a service digitization model. The proposed model can be implemented by any
government agency that wishes to offer digitized services to the citizen. Figure 1
shows the step flow of the model, which is composed of six phases, namely:
Question, Customize, Innovate, Facilitate, Integrate and Communicate [28].

Fig. 1. Proposed model for digitization of public services.

During the QUESTION phase it is expected that the Federal Public Admin-
istration Body (FPA Body) will be able to identify its main services and the
degree of maturity in the management of the services offered to the citizen. In
this phase the following activities/tasks are indicated:

1. Decide on the digitization of services: the decision on the digitization
of services should be strategic and involve all possible areas of the agency.
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2. Map services: the complete mapping of the provided services situation must
be carried out by surveying the existing systems, identifying the non-digitized
provided services and verifying the requests that have not yet been met;

3. Evaluate system interfaces: the services already provided must provide a
minimum set of information and have a friendly standard in their interfaces,
which should be evaluated;

4. Integrate data: should be performed the integration of data or identify
mechanisms to standardize its formats;

5. Identify bottlenecks: delays in processes, exaggerated bureaucracy or
rework must be verified and recorded for improvements to be implemented.

The activity flow to be performed in the QUESTION phase of the proposed
model is presented in Fig. 2.

Fig. 2. Processes of Question phase

In the CUSTOMIZE phase the user is placed in front of the transformation
process of the public service to map the most relevant sensations and impressions
about the problem being treated and to collect data about the use, access form,
satisfaction, expectations about the service provided and the service quality. In
this phase the following activities/tasks are indicated:

1. Understand the Actor/Citizen: draw the general picture and the descrip-
tion of the different individuals, groups and organizations that are inter-
related, directly or indirectly, with the service between them. The form of
execution of this activity will be further detailed in Fig. 4;

2. Identify communication channels: check which communication methods
will be used. They may be formally structured: surveys, interviews; formally
unstructured: email and chat; informal: social networks;

3. Collect needs: map and classify quantitatively the priorities of services
and/or functionalities to be implemented;



Digitization of Government Services: Digitization Process Mapping 13

4. Apply techniques to identify the profile of citizens: profiles related to
age group, educational level, economic situation, etc., must be identified to
deliver the appropriate volume of information. Profiles related to difficulty of
access or disability (auditory or visual) should be identified to fit the service
delivery form - user type study (model according to the citizen/user profile);

5. Provide ways to evaluate the services offered: services must be continu-
ously evaluated in order to identify changes or improvements to be developed,
such as below-expected access, as well as to perceive infrastructure or security
problems;

6. Identify Changes and Improvements: from the already performed ser-
vices mapping, the modifications and improvements to be implemented should
be listed and prioritized;

7. Apply Improvements in provided services: improvements or changes
must be implemented to fit the perceptions of citizens;

8. Implement mechanisms to maintain and/or encourage the use of
services: citizens should be encouraged to use services as if they were part
of their daily lives.

The flow of activities proposed to be performed in the CUSTOMIZE phase
is shown in Fig. 3.

Fig. 3. Processes of Customize phase

The Actor Mapping process from the CUSTOMIZE phase consists of the
identification and application of techniques to detect the citizens who use or can
use the digitized services, as shown in Fig. 4. The techniques to be applied to
identify the actors/citizens may include from conducting direct interviews with
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interested citizens or already users of the services, the definition of focus groups
to delineate profiles of citizens, as well as through surveys and application of
questionnaires with the objective of obtaining a greater range in the identification
of the actors.

Fig. 4. Processes of Actor Mapping phase

In the INNOVATE phase the service transformation is actually initiated
through the generation of innovative ideas, reflections to stimulate creativity and
generation of appropriate solutions. In this phase the following activities/tasks
are indicated:

1. Make decisions: organize the delivery priority of digitized services to be
delivered;

2. Develop solutions: the requirements of the services to be offered must be
elicited to provide their development;

– Update existing technologies: upgrade technologies from existing sys-
tems, when necessary, to facilitate integration with new services;

– Implement new systems: develop solutions that have been identified
and cataloged;

– Integrate systems: integrate new systems/services with existing ones;
3. Test services and resources: evaluate the solutions and resources used

throughout the digitization process;
4. Ensure security: implement security mechanisms in the services provided.

The activity flow to be executed during the INNOVATE phase is shown in
Fig. 5.

In the FACILITATE phase, resources and tools are provided to simplify
and digitize services through the identification of supporting tools and/or tech-
nologies. In this phase the following activities/tasks are indicated:
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Fig. 5. Processes of Innovate phase

1. Identify ways to facilitate access: a broad mapping should be done to
identify mechanisms to expand the access of digitized services;

2. Expand service channels: several channels for the provision of services
should be implemented, including mechanisms for printing and/or delivery of
official documents;

3. De-bureaucratizing processes: for services to be digitized, the existing
bureaucracy must be minimized without losing the necessary controls;

4. Automate services: automate services in order to minimize dependencies
and increase the autonomy of the citizen;

5. Validate digitized services: the services developed must be validated
before being available for use.

The activity flow to be performed in the FACILITATE phase of the pro-
posed model is presented in Fig. 6.

Fig. 6. Processes of Facilitate phase
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In INTEGRATE phase, it is expected that the bodies of FPA are willing
to integrate and unify data, processes and systems, in order to obtain a saving of
resources by the institutions involved. In this phase the following activities/tasks
are indicated:

1. Engage agencies: agencies must be engaged in the digitization of services,
providing conditions for integrating data and systems;

2. Unify data: integrate the data source and create patterns;
3. Integrate processes: systems and processes must be integrated in order to

avoid rework both for citizens and for developers of services from different
agencies;

4. Finalize centralization: the completion of this stage of the model should
generate the list of systems and services that were centralized.

The flow of activities stated to be held in INTEGRATE phase of the model
is shown in Fig. 7.

Fig. 7. Processes of Integrate phase

In the COMMUNICATE phase citizens are informed about the changes
and improvements made available. In this phase the following activities/tasks
are indicated:

1. Disclose services: invest in marketing, advertising and promotion of the
services offered;

2. Provide access to services: digitized services should be made available to
the public;

3. Conduct research: service evaluation surveys should be performed periodi-
cally, if possible, continuously to promote the continuous improvement of the
entire cycle;

4. Analyze the timing: analyze whether services and information are being
delivered at the correct and expected speed and timing by the citizen;

5. Evaluate service availability: implement mechanisms to evaluate and
guarantee the availability of services;
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6. Determine scope of services: check that all citizens who need access to
the service are having it. Otherwise, improvements must be implemented;

7. Make identified adjustments: implement mechanisms to support the con-
tinuous improvement of digitized services;

8. Ensure continuity: implement mechanisms to keep the service active.

The activity flow indicated to be carried out in the COMMUNICATE
phase of the proposed model is presented in Fig. 8.

Fig. 8. Processes of Communicate phase

We intend to carry out a practical case study in a Federal Public Administra-
tion Body in order to validate the proposed model and verify that the processes
are adequate and satisfactorily serve the process of implementation and mainte-
nance of digitized services in the provision of public services by government to
the citizen.

5 Conclusion

It is expected that the results found in the systematic review of the literature
contribute scientifically in the area of digital government and digitization of
public or private services, through the identification of mechanisms to promote
the automation and digitization of federal public services; verification of models
to include the citizen in the process of automation and digitization of services;
survey of good practices adopted for the process of automation and digitization
of services. As well as a synthesis of the technological solutions adopted in the
processes of automation and digitization of services by any government that
wishes to use the proposed process.
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Based on this research, it was possible to propose a digitization model of
citizen centered services in order to assist government service providers in reach-
ing their goals with the offer of digitized services. This model aims to provide
a direction of excellence and conditions necessary to engage citizens in the con-
sumption of these services, thus achieving greater satisfaction and adherence by
those involved in the process as a whole.

As a future work, it is intended to apply the processes of the proposed model
in a Brazilian Federal Public Administration Body in order to collect information
related to the proposed model and, if necessary, to implement improvements and
adjustments in the proposal. In addition, it is intended to expand the scope of
this work to include works related to other areas of knowledge, such as education,
psychology, security, economics and administration. These areas are essential to
citizens in the provision of public services.
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Abstract. With the rise of data-centric process management
paradigms, small and interdependent processes, such as artifacts or
object lifecycles, form a business process by interacting with each other.
To arrive at a meaningful overall business process, these process inter-
actions must be coordinated. One challenge is the proper consideration
of one-to-many and many-to-many relations between interacting pro-
cesses. Other challenges arise from the flexible, concurrent execution of
the processes. Relational process structures and semantic relationships
have been proposed for tackling these individual challenges. This paper
introduces coordination processes, which bring together both relational
process structures and semantic relationships, leveraging their features
to enable proper coordination support for interdependent, concurrently
running processes. Coordination processes contribute an abstracted and
concise model for coordinating the highly complex interactions of inter-
related processes.

Keywords: Process interactions · Semantic relationships
Many-to-many relationships · Relational process structure
Coordination process

1 Introduction

In enterprises, different entities need to collaborate to reach business objectives.
The processes used to reach these objectives are not entirely executed in iso-
lation, but have relations and are therefore interdependent. In particular, pro-
cesses may depend on the execution status of several other processes, i.e., process
dependencies may involve one-to-many or many-to-many-relationships. Corre-
sponding interdependencies must be taken into account for the proper coordina-
tion of these concurrently executed processes. The proper coordination includes
the challenge of coordinating multiple process instances, whose exact quantity
is unknown at design-time and which may have different kinds of complex rela-
tionships with other process instances. Furthermore, the concurrent execution
of processes may be asynchronous, i.e., a process depending on another process
may only be synchronized at certain points in time. Finally, any coordination
mechanism should impact the execution of the involved process instances as little
as possible.
c© Springer Nature Switzerland AG 2018
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For dealing with the interdependencies between processes in one-to-many
relationships, basic coordination patterns have been identified [15]. These pat-
terns are denoted as semantic relationships and may be used to describe complex
coordination constraints among multiple process instances. As a prerequisite,
semantic relationships require precise knowledge about which process instances
are related to which other process instances at run-time. Furthermore, dynamic
changes to the relations of process instances, i.e., the creation or deletion of pro-
cess instances, must be tracked. A solution is the relational process structure [14].
While semantic relationships and the relational process structure each solve a
part of the problem of process coordination, an overall concept bringing together
both parts is still missing. Such a concept requires the specification of semantic
relationships at design-time as well as the consideration of dynamic changes to
process relations and the concurrent execution of process instances at run-time.

This paper presents coordination processes, which leverage both semantic
relationships and the advantages of the relational process structure to provide
a comprehensive coordination of interrelated process instances. Coordination
processes not only support the concise specification of semantic relationships,
but additionally allow for the appropriate semantic relationship to be automat-
ically derived based on the relational process structure. Semantic relationships
may be combined to express more complex constraints for process coordination.
Furthermore, coordination processes take asynchronous execution of the coordi-
nated processes into account by design. A coordination process interferes only
when necessary, at certain points during the execution of a process instance,
impacting its execution as little as possible. The concept of coordination pro-
cesses originates from the object-aware approach to process management, where
the coordination of the lifecycle processes of objects constitutes an integral part
[9]. This paper contributes the support of many-to-many relationships in process
coordination, which until now has been an open research challenge [6]. Further,
the paper contributes a concise model and the ability to express sophisticated
coordination constraints, allowing for the proper coordination of vast structures
of interdependent processes in a comprehensive fashion.

The remainder of the paper is organized as follows: Sect. 2 recaps semantic
relationships and relational process structures and characterizes their basic fea-
tures. Section 3 introduces the concept of coordination processes. Additionally,
it discusses the combination of different semantic relationships using ports and
the customization of semantic relationships with expressions. Section 5 covers
related work and discusses other approaches to process coordination. Finally,
Sect. 6 concludes the paper with a summary and an outlook.

2 Semantic Relationships and Process Structures

Semantic Relationships and the relational process structure provide the funda-
mental concepts that enable the definition of coordination processes. This section
provides a recap of relational process structures and semantic relationships. A
running example from the human resource domain is used throughout the paper
(cf. Example 1) to illustrate the concepts.
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Example 1 (Recruitment Business Process). In the context of recruitment, appli-
cants may apply for job offers. The overall process goal for a company is to
determine who of the many applicants is best suited for the job. Applicants
must write their application for a specific job offer and send it to the company.
The company employees then evaluate each application by performing reviews.
To reject an application or proceed with the application, a sufficient number of
reviews need to be performed, e.g., the majority of reviews determines whether
or not an application is rejected. If the majority of reviews are in favor of the
application, the applicant is invited for one or more interviews, after which he
may be hired or ultimately rejected. In the meantime, more applications may
have been sent in, for which reviews are required, i.e., the evaluation of dif-
ferent applications may be handled concurrently, as well as the conduction of
interviews. In particular, when an applicant is hired for the job offer, all other
applicants are rejected.

BoƩom-Up

InterviewInterview

EmployeeEmployee

ApplicantApplicant

ReviewReview

ApplicaƟonApplicaƟon

Job OfferJob Offer

1:n

1:n

1:n

1 : 3..5 1:n

Top-Down

Transverse

Self

Self-Transverse

Fig. 1. Relational process structure
and examples of semantic relation-
ships

Example 1 describes many individual pro-
cesses that are related to each other. At
design-time, a relational process structure
captures these processes and their relations
[14]. A relation between processes indicates a
dependency; on one hand, this explicit cap-
turing of relations allows using these rela-
tions for various other purposes, such as
specifying message exchanges between two
related processes. On the other, it enables
the detailed monitoring of process relations
at run-time. The detailed knowledge about
which process instances are related to which
other process instances is crucial for proper
process coordination. Figure 1 shows a rela-
tional process structure at design-time the
processes of Example 1. In detail, the pro-

cesses are Job Offer , Application, Review , and Interviews, whereas Employee
and Applicant represent users, indicating responsibilities for creating and exe-
cuting other processes.

Example 2. A Job Offer may be related to one or more Applications, which
may have one or more relations to Interviews. In case of Reviews , the relation
is restricted to at minimum three and at most five Reviews per Application.
This cardinality restriction on a process relation is also enforced at run-time
by the relational process structure. Furthermore, Interview and Job Offer are
not directly related, but transitively via a path of relations. Allowing transitive
relations allows for more expressiveness in the coordination of processes. At run-
time, the relational process structure tracks the creation and deletion of process
instances and their relations. Consequently, a relational process structure is able
to give always up-to-date information about which process instances are related
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with each other. Semantic relationships leverage this capability of relational
process structures to specify dependencies between processes and enforce them
at run-time.

Table 1. Overview over semantic relationships

Name Description of the semantic relationship

Top-Down The execution of one or more lower-level processes depends
on the execution status of one common higher-level process

Bottom-Up The execution of one higher-level process depends on the
execution status of one or more lower-level processes of the
same type

Transverse The execution of one or more processes is dependent on the
execution status of one or more processes of different type.
Both types of processes have a common higher-level process

Self The execution of a process depends upon the completion of a
previous step of the same process

Self-Transverse The execution of a process depends on the execution process
of other processes of the same type. All processes have a
common higher-level process

Semantic relationships may be used to model coordination constraints [15]. A
coordination constraint is a formal or informal statement describing one or more
conditions or dependencies that exist between processes. For example, statement
“An application may only be accepted if three or more reviews are positive” is a
coordination constraint. A coordination constraint must be expressed in terms
of semantic relationships for the use in a coordination process. For a proper rep-
resentation of coordination constraints, the combination of different semantic
relationships might be necessary. A semantic relationship describes a recurring
semantic pattern inherent in the coordination of processes in a one-to-many or
many-to-many relationship (cf. Table 1). As one example of a pattern, several
process instances may depend on the execution of one other process instance. A
semantic relationship may only be established between processes if a path of rela-
tions in the relational process structure, i.e., a dependency, exists between these
processes. Figure 1 shows examples of semantic relationships between different
processes. In this context, the terms lower-level and higher-level refer to the fact
that the relations are directed (cf. Fig. 1). Process A is denoted as higher-level
process in respect to a reference process B if there is a directed relation from
B to A. Analogously, there may be many source processes Ci denoted as lower-
level processes in respect to a reference process D. This terminology applies with
transitive relations as well.

The execution status referred to in Table 1 is represented by a state-based
view of the process [15]. Thereby, the process to be coordinated is abstracted
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and partitioned into different states that provide significant meaning for process
coordination. Furthermore, as the state-based view abstracts from the underlying
process language, any language might be used to model the process. For example,
an Application has states Sent and Checked, which are important milestones
for its coordination. An active state represents the current execution status. At
run-time, based on the execution status, semantic relationships possess a logical
value that indicates whether the represented condition is currently satisfied and,
therefore, whether the execution of processes may progress or must halt. For
example, a Job Offer has active state Published, and a top-down semantic
relationship has value true to indicate that now Applications may be created
for the Job Offer. Apart from the state-based view, processes may provide
access to data attributes for use in a coordination process.

However, a method to effectively specify semantic relationships is still miss-
ing. Furthermore, coordination constraints often need several semantic relation-
ships to be expressed. As semantic relationships have a logical value to indicate
whether or not they are satisfied, boolean operators are required to express
more complicated coordination logic. Coordination processes combine the effec-
tive specification of semantic relationships with a graphical representation of
boolean logic. A coordination process leverages the relational process structure
and properties of semantic relationships to automatically derive the appropriate
semantic relationship between two processes at design-time.

3 Coordination Processes

Coordination processes are a generic concept for coordinating processes by
expressing coordination constraints with the help of semantic relationships,
which are then enforced at run-time. The concept allows specifying sophisticated
coordination constraints for vast structures of interrelated process instances with
an expressive, high-level graphical notation using a minimum amount of model-
ing elements. The modeling elements are the coordination step, the coordination
transition, and the port. Coordination processes follow a type-instance schema,
where types (denoted T ) represent design-time entities and instances (I) run-
time entities. Consequently, an instance is created by instantiating a type. The
dot (.) represents the access operator.

Definition 1 (Coordination Process Type). A coordination process type cT

has the form (ωT , BT ,ΔT ) where

– ωT is the process type to which the coordination process type cT belongs.
– BT is a set of coordination step types βT (cf. Definition 3).
– ΔT is a set of coordination transition types δT (cf. Definition 4).

The coordinating process type ωTdetermines the overall context of the coor-
dination process, e.g., it determines the start and end coordination steps of the
coordination process and which processes may be coordinated.
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Definition 2 (Process Type). A process type ωT has the form (n,ΣT , cT )
where

– n is the name of the object type.
– ΣT is a set of state types σT , representing the state-based view of ωT .
– cT is an optional coordination process type (cf. Definition 1). Default is ⊥.

For handling the complexities of dozens or hundreds of interrelated processes
at design-time, abstraction in a coordination process is crucial. As a part of this
effort, process types are represented with a state-based view, which abstracts
from process details and only exposes properties which are useful for process
coordination.

Job Offer
PreparaƟon

Job Offer
PreparaƟon

Job Offer
Published

Job Offer
Published

Self ApplicaƟon
CreaƟon

Top-Down ApplicaƟon
Sent

ApplicaƟon
Sent

Job Offer
Closed

Job Offer
Closed

Review
PreparaƟon

Review
PreparaƟon

Self

BoƩom-Up
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Self
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CoordinaƟon Step

Process Type

State Type Port

CoordinaƟon TransiƟon

PreparaƟonPreparaƟon PublishedPublished ClosedClosed

PosiƟon 
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PosiƟon 
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State
State TransiƟon
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State-based View: ApplicaƟon

Fig. 2. Coordination process model and state-based views, Part I

3.1 Coordination Steps and Coordination Transitions

Coordination processes are represented as a directed graph that consists of coor-
dination steps, coordination transitions and ports. Figure 2 shows a part of the
coordination process for Example 1 with Job Offer as the coordinating process
type. Coordination steps are the vertices of the graph referring to a process type
as well as to one of its states, e.g. Job Offer and state Published . For the sake
of convenience, a coordination step is addressed with referenced process type
and state in the form of ProcessType:State, e.g. Job Offer :Published . A formal
definition for coordination steps is presented in Definition 3.

Definition 3 (Coordination Step Type). A coordination step type βT has
the form (cT , ωT , σT ,ΔT

out,H
T ) where

– cT is the coordination process type (cf. Definition 1).
– ωT is a reference to a process type.
– σT is a reference to a state type belonging to ωT , i.e., σT ∈ ωT .ΣT .
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– ΔT
out is a set of outgoing coordination transition types δT (cf. Definition 4).

– HT is a set of port types ηT (cf. Definition 5).

A coordination step type represents a collection of process instances of type
ωT at run-time. As such, a coordination step type provides a succinct and
abstract way to represent multiple process instances at run-time, thus constrain-
ing much of the complexity of interdependent multiple process instances to the
run-time instead of the design-time.

A coordination transition is a directed edge that connects a source coordi-
nation stepwith a target coordination step (cf. Fig. 2). Both source and target
coordination step reference a process type of the relational process structure. By
creating a coordination transition between source and target step, a semantic
relationship is created as well. Conceptually, a semantic relationship is attached
to a coordination transition. With the relations from the relational process struc-
ture and the definitions of semantic relationships (cf. Table 1), it can be auto-
matically derived which semantic relationship is established between the process
types referenced by the two coordination steps.

Example 3 (Top-Down and Bottom-Up Semantic Relationships). Connecting
Job Offer :Published with Application:Sent constitutes a top-down relationship
(cf. Fig. 2). The sequence in which the steps occur is important for deter-
mining the type of semantic relationship. Connecting Application:Sent with
Job Offer :Closed , a bottom-up semantic relationship is established instead, as
Application is a lower-level process type of Job Offer .

A formal definition for coordination transitions can be found in Definition 4.

Definition 4 (Coordination Transition Type). A coordination transition
type δT has the form (βT

src, η
T
tar, s

T ) where

– βT
source is the source coordination step type (cf. Definition 3).

– ηT
target is the target port type (cf. Definition 5).

– sT is a semantic relationship between βT
src.ω

T and ηT
tar.β

T .ωT .

For the sake of convenience, the terminology of source or target coordination
step of a coordination transition applies for the corresponding semantic relation-
ships as well. The strict distinction between coordination transition and semantic
relationship is crucial at run-time and is therefore reflected in the design-time
model. For establishing a semantic relationship between two processes, the state
σT of any coordination step is not relevant, only the process types are relevant.
However, states becomes crucial for the actual representation and enforcement
of coordination constraints at run-time. Depending on the activation of states
at run-time, semantic relationships become enabled or disabled.

Example 4 (Top-down Semantics). Figure 2 depicts coordination steps Job
Offer :Published and Application:Creation. The top-down semantic relationship
between these coordination steps enforces that a Job Offer must reach state
Published before any application may be created (i.e., Creation is the start state
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of an Application). Once a particular Job Offer reaches state Published and the
state becomes active, the top-down semantic relationship becomes enabled and
subsequently allows creating any number of Applications for the Job Offer , at
different points in time.

Coordination processes only permit or prohibit the activation of states. The
actual activation is determined by the process itself, i.e., by its progress. It
is therefore possible that a coordination process allows activating a state long
before actually reaching this state of the process. On the other side, a coordi-
nation process may halt process execution until the specified coordination con-
straints are fulfilled, i.e., the semantic relationships become enabled.

Enabling a semantic relationship requires that all predecessor semantic rela-
tionships in the coordination process have been enabled as well, e.g., enabling
the bottom-up semantic relationship of Application:Sent with Job Offer :Closed
requires that the top-down semantic relationship Job Offer :Published with
Applica-tion:Sent has already been enabled (cf. Fig. 2). As a consequence, a
coordination process graph must be acyclic and connected. If a coordination
process contained a cycle, it would result in an immediate deadlock once a coor-
dination step of the cycle is reached. Due to the cycle, its incoming semantic
relationships never become enabled. Furthermore, the start and end coordina-
tion steps of a coordination process must reference the coordinating process type,
i.e., βT .ωT = cT .ωT , ensuring its proper start and completion.

Semantic relationships are based on one-to-many relationships. This includes
transitive relations, e.g., a semantic relationship may be established between
Job Offer and Interview . If the processes are in a many-to-many (m:n) relation-
ship and are in a (w.l.o.g.) top-down semantic relationship, a coordination pro-
cess replicates the top-down semantic relationship m times at run-time, depend-
ing on the number m of higher-level processes. It is thereby established that each
of the n lower-level processes depends on each of the m higher-level processes.
In consequence, many-to-many-relations may be elegantly coordinated.

So far, just based on coordination steps and coordination transitions, only
simple coordination constraints may be expressed, i.e., constraints that may
be represented by a single semantic relationship. However, coordination con-
straints may require multiple semantic relationships to be properly represented.
Additionally, the states of a process may be involved in several coordination
constraints, requiring all of them to be fulfilled in order to become enabled.
Coordination processes therefore incorporate the concept of ports, which allow
combining multiple semantic relationships for a state to become active.

3.2 Ports

Coordination transitions do not target a coordination step directly, but instead
target a port attached to a coordination step. Any coordination step must have
one or more ports (with the exception of the start coordination step).
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Definition 5 (Port Type). A port type ηT has the form (βT ,ΔT
in) where

– βT is the coordination step type to which this port type belongs.
– ΔT

in is the set of all incoming coordination transitions δT (cf. Definition 4).

Ports allow realizing different semantics for combining semantic relationships.
Connecting multiple transitions to the same port corresponds to AND-semantics,
i.e., all semantic relationships attached to the incoming transitions must be
enabled for the port to become enabled as well. Enabling a port also enables
the coordination step, allowing the state of the coordination step to become
active. Generally, at least one port of a coordination step must be enabled for
the coordination step to become enabled as well. Consequently, connecting tran-
sitions to different ports corresponds to OR-semantics.
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Fig. 3. Coordination process model and state-based views, Part 2

Example 5 (Port AND Semantics). A coordination constraint may state that for
an application to be accepted, a sufficient number of interviews must propose
a hire. Implicitly, a job may not be given to two different applicants; therefore,
no other application must have already been accepted for the same job offer.
To model this coordination constraint, coordination step Application:Accepted
(cf. Fig. 3) has one port with two incoming coordination transitions. Therefore,
for an Application to be accepted, both conditions represented by the semantic
relationships need to be fulfilled. The bottom-up semantic relationship outgoing
from coordination step Interview :Hire Proposed requires a sufficient number of
Interviews to have reached state Hire Proposed before an Application may be
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accepted. The process type and state combination required to enable the seman-
tic relationship is determined by its source coordination step. The exact number
of Interviews required to be in state Hire Proposed is a design choice.

The implicit condition is represented by a self-transverse semantic relation-
ship, i.e., an Application depends on the execution status of other Applications
in context of the same Job Offer . In this case, only exactly one Application
may reach state Accepted , i.e., once an Application has been accepted, other
Applications are prevented from reaching state Accepted . The AND-semantics
of the target port require that both conditions are true at the same time so the
Application may be accepted.

Example 6 (Port OR Semantics). Rejecting an Application may be achieved in
two different ways. First, the Reviews corresponding to the Application favor
an immediate rejection. Second, during one or more Interviews, a rejection of
the application is favored, and the Application is rejected then. In both cases,
the corresponding semantic relationship is bottom-up, but connects to two dif-
ferent ports of the coordination step Application:Rejected (cf. Fig. 3). The OR-
semantics, therefore, allows rejecting the Application in either case.

Both AND and OR semantics may be combined to express even more com-
plex coordination constraints. Basically, connecting semantic relationships to
ports allows building boolean formulas. When viewing semantic relationships
as literals, ports are similar to clauses in a disjunctive normal form (DNF) of
boolean logic. In summary, ports enhance the expressiveness of semantic rela-
tionships and coordination processes significantly. However, most coordination
constraints may still not be adequately represented, as semantic relationships
have only been used in their basic forms so far. Section 3.3 explores how semantic
relationships can be configured to express sophisticated coordination constraints.

3.3 Configuring Semantic Relationships

All semantic relationships, except the self semantic relationships, provide config-
uration options to the process modeler [15]. This allows for fine-grained control
over the basic semantics of the semantic relationship, increasing the degree to
which complex coordination constraints may be expressed. A top-down semantic
relationship must specify when it is no longer enabled, due to progression in the
higher-level process (cf. Table 1). For example, a Job Offer may no longer accept
new Applications after state Closed has become active. However, the exact means
to achieve this are not specified by the top-down semantic relationship. Coor-
dination processes rectify the situation by introducing a state set. A top-down
semantic relationship becomes enabled once the state of the source coordination
step, denoted as the base state of the top-down semantic relationship, becomes
active. For example, reaching base state Published of a Job Offer enables the
outgoing top-down semantic relationship (cf. Fig. 2).

Consequently, the base state must automatically be part of the state set.
As long as the currently active state of the higher-level process belongs to this
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state set, the top-down semantic relationship remains enabled. Successor states
of the base state may also be added to the state set by the process modeler.
This keeps the top-down semantic relationships enabled while the higher-level
process progresses, as long as its active state belongs to the state set.

Example 7 (Top-Down Configuration). Suppose that state Closed , a successor
state of state Published , is added to the state set of the top-down semantic
relationship. Then, new Applications may still be added even when the Job Offer
is closed, i.e., is in state Closed . The top-down semantic relationship becomes
disabled as soon as the Job Offer reaches either state Position Filled or state
PositionVacant , i.e., Applications may no longer establish new relations to the
Job Offer .

As opposed to top-down semantic relationships, bottom-up, transverse, and
self-transverse semantic relationships can be configured by using expressions.
Such an expression is denoted as a coordination expression and represents more
specialized conditions, in addition to the basic semantics of the respective seman-
tic relationship. For example, the bottom-up relationship between Interview :Hire
Proposed and Application:Accepted requires a sufficient number of Interviews in
state Hire Proposed . With an expression, this condition can be specified formally
and with a concrete number.

Example 8 (Expressions). A process modeler may specify that at least
two Interviews are necessary for a hire. This may be represented as
Count(Interview ,Hire Proposed) ≥ 2 , where Count is a function. In principle,
the required expressions may be of arbitrary complexity, allowing for the full
range of boolean and arithmetic functions, constants, and variables based on
process data. In particular, negating the semantics of semantic relationships is
possible.

In Example 8, the notation of the expression does not incorporate the given
context for which this expression must be evaluated at run-time. In fact, Count
must not be evaluated on a global level, i.e., counting every Interview of every
Applicant for every Job Offer , but must be evaluated in context of a single
Application. Otherwise, this would have undesired and even absurd side effects,
such as that two positive interviews (for any two applicants) would allow addi-
tional applicants to be accepted as well. Therefore, it is essential that the context
is reflected in the expression framework, while keeping the expressions simple.
Often, it is desired that an expression framework shows high expressiveness to
solve the particular problem at hand. However, high expressiveness usually comes
with a number of drawbacks. Among these drawbacks, two may be considered
as the most severe. First, high expressiveness is generally correlated with high
complexity. This causes difficulties when specifying expressions, as substantial
knowledge of the expression framework is necessary for modeling. Second, high
complexity poses problems in the implementation of the expressions, requiring
considerable efforts to support all possible expressions in all possible combina-
tions. Thus, less used or more complex expressions are often not implemented
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due to time and resource constraints, limiting the use of the expression frame-
work in practice. With the clear focus of expressions in semantic relationships,
it becomes possible to reduce the complexity of the expressions.

Several models1 that involve coordination processes have shown that a high
percentage of the expressions used for configuring semantic relationships require
the counting of process instances. The instances to be counted are represented
by the source and target coordination steps. Furthermore, counting depends
on the state of the process, e.g., it is important how many processes are in
a particular active state. In other cases, it is important whether a particular
state has been active, has not yet been active, or has been skipped due to the
selection of alternative execution paths in the process. Due to the state-based
views of the involved processes, the status of states is of particular concern to
the coordination of processes at run-time. Therefore, it is beneficial to define
specialized counting functions as part of the expression framework.

Definition 6 (Coordination Expression Counting Functions). Let sT be
a semantic relationship and δT be a coordination transition. Let ΩI

source be the
process instances of type δT .βT

source.ω
T coordinated by sT . Let ΣT be the state

type set of δT .βT
source.ω

T . Then:

– #AllSource : ΩI
source → N0

Determines the total number of process instances for sT .
– #InSource : ΩI

source × ΣT → N0

Determines the number of process instances of sT where state σI of type
σT ∈ ΣT is currently active.

– #BeforeSource : ΩI
source × ΣT → N0

Determines the number of process instances of sT where state σI of type
σT ∈ ΣT has not yet been active, i.e., a predecessor state is active.

– #AfterSource : ΩI
source × ΣT → N0

Determines the number of process instances of sT where state σI of type
σT ∈ ΣT has been active in the past, i.e., a successor state is active.

– #SkippedSource : ΩI
source × ΣT → N0

Determines the number of process instances of sT where state σI of type
σT ∈ ΣT is not on the execution path of the process instances, i.e., a mutual
exclusive state to σI is active.

Analogously, functions can be defined that count process instances of ΩI
target with

type δT .ηT
target.β

T .ωT .

With these functions, expression Count(Interview ,Hire Proposed) ≥ 2 can
be redefined, explicitly taking context, i.e., the respective semantic relation-
ship, into account. Figure 4 shows an excerpt from the coordination process
from Figs. 2 and 3. The semantic relationships have been annotated with their
respective coordination expressions. For the bottom-up semantic relationship,
counting function #InSource has been used, as the source coordination step is

1 A selection has been approved for publication, available at https://bit.ly/2yo6GTe.

https://bit.ly/2yo6GTe
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Interview :Hire Proposed. Using the counting function #InSource, in conjunc-
tion with the source or target coordination step and the respective semantic
relationship, therefore clearly defines the context for evaluating the expression.

Interview
Hire Proposed

Interview
Hire Proposed

Self ApplicaƟon
Accepted

ApplicaƟon
Accepted

ApplicaƟon
Checked

ApplicaƟon
Checked

BoƩom-Up

Self-Transverse

BoƩom-Up

#InTarget == 0

#InSource ≥ 2

BoƩom-Up

BoƩom-Up

Fig. 4. Counting functions example

At run-time, as soon as two
Interviews reach state Hire Proposed ,
the semantic relationship becomes
enabled. For the self-transverse
semantic relationship, the counterpart
counting function #InTarget has been
used, counting Applications. In line
with the semantics of a self-transverse
semantic relationship (cf. Table 1), an
Application may only be accepted if

no other Application has already been accepted. As at run-time initially
no Application is accepted and thus, the coordination expression is true,
which means the self-transverse semantic relationship becomes enabled once an
Application reaches state Checked . If an Application becomes accepted, the self-
transverse semantic relationship is disabled due to the coordination expression
#InTarget == 0 no longer evaluating to true. Therefore, no more Applications
may reach state Accepted .

In case a modeler has not specified a coordination expression, bottom-up,
transverse, and self-transverse semantic relationships default to the expression
#InSource = #AllSource, meaning the referenced state must be active in all
process instances. Note that these functions are intended to facilitate frequently
encountered use cases when specifying semantic relationships, the expression
framework is not limited to using these functions. In previous work [9], expression
were limited to counting source processes, severely limiting the expressiveness of
semantic relationships. With the addition of the target coordination expressions
(e.g., #InTarget) and other types of expressions, which are not replicated here
for the sake of brevity, a wider range of coordination constraint can be realized.

3.4 Operational Semantics of Coordination Processes

The concept of coordination processes not only comprises the modeling of pro-
cess interactions, but includes operational semantics as well. The operational
semantics defines the run-time behavior of coordination processes. The highly
dynamic nature of the relational process structure at run-time and the frequent
state changes of processes create a unique set of challenges for a coordination
process at run-time. This requires a high flexibility to tackle these challenges
on part of the coordination process. For example, as processes may execute
concurrently, semantic relationships must cope with different processes reaching
particular states at different points in time and in different order. Furthermore,
creating and deleting processes or changing relations of interconnected processes
all affect a coordination process, i.e., coordination constraints become fulfilled
or are no longer fulfilled. The operational semantics must account for all even-
tualities to ensure a correct process execution of all involved process instances.
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For this purpose, a coordination step type may be instantiated multiple times
at run-time, each representing one process instance of the relational process
structure. Consequently, semantic relationships are also instantiated multiple
times at run-time, allowing for the coordination of different sets of processes
independently and contextually. For example, Application A is related to two
Interviews and Application B is related to none. For each Application, a seman-
tic relationship is instantiated. As a consequence, coordination processes form
complex, interconnected structures at run-time. Note that the run-time of coor-
dination processes is too complex to be presented in this paper in its entirety
and must therefore be reserved for future publications.

In summary, coordination processes are a powerful concept for coordinat-
ing processes in one-to-many and many-to-many relationships. They combine
the capabilities of relational process structures and the semantic relationships
to model coordination constraints and enforce these constraints at run-time.
With ports and coordination expressions, coordination processes may be cus-
tomized to fit individual needs while retaining the basic semantics of the indi-
vidual semantic relationships. Modeling is facilitated by the comparatively low
number of modeling elements and the fact that semantic relationships may be
derived automatically when connecting coordination steps with a coordination
transition, which is possible due to the underlying relational process structure.
With this, managing the challenges of multiple interrelated processes at run-time
is possible. Furthermore, semantic relationships, as the cornerstone of coordina-
tion processes, allow reacting correctly to the changes during lifecycle execution.
The relational process structure ensures that a coordination process has always
up-to-date information on every process instance and its relations. Finally, a
coordination process model is designed so that it is immediately executable upon
instantiation, i.e., there is no distinction between functional and technical model.

4 Proof-of-Concept: Demonstrating the Feasibility of
Coordination Processes

Object-aware process management [9] has been centered around the idea that
objects with lifecycles and their interactions constitute a business process. As a
data-centric paradigm, objects acquire data according to their lifecycle processes,
i.e., the change in progress is data-driven. In particular, many process instances
of a type may exist, which have interdependencies to other process instances.
Consequently, coordination processes have been developed to steer these differ-
ent interacting lifecycles in order to reach a meaningful overall business pro-
cess. Objects, their lifecycles and coordination processes constitute the core of
a business process management system prototype. This prototype is based on
the object-aware approach and has been developed in the PHILharmonicFlows2

project at Ulm University.

2 For more details on the prototype visit https://bit.ly/2KYvyT9.

https://bit.ly/2KYvyT9
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Fig. 5. PHILharmonicFlows modeling tool showing a coordination process

The prototype comprises a tool for modeling data models with objects
together with their lifecycle processes and relations to other objects, i.e., a rela-
tional process structure. The tool also supports the modeling of coordination
processes as described in this paper. Figure 5 shows the coordination process of
the running example (cf. Figs. 2 and 3) modeled with the tool. The prototype
additionally comprises a run-time environment, which is able to asynchronously
execute both lifecycle and coordination processes with the required flexibility.
The prototype uses a micro service architecture for high scalability and parallel,
asynchronous execution of processes, as objects and their attached processes are
uniquely suited to be distributed among such micro services. This raises further
challenges for coordination processes when employed in large-scale, distributed
relational process structures.

Furthermore, coordination processes were successfully used to model various
processes, both real-world and exploratory examples. Some have been modeled
in cooperation with industrial partners. All models comprise dozens of object
types and multiple coordination processes3. The models showed that, in general,
coordination processes are able to represent coordination constraints adequately.
While modeling of coordination processes requires extensive knowledge of several
concepts, e.g., semantic relationships, it is by far compensated by the built-in
executability of the models.

5 Related Work

Coordination processes support various features rarely seen in other process coor-
dination approaches, most notably the support of many-to-many relationships.
This gives coordination processes a unique advantage. Table 2 shows a compari-
son between coordination processes and selected related work. Note that Table 2
compares approaches according to specific features and therefore does not rep-
resent an overall quality assessment of the individual approaches.
3 A selection has been approved for publication, available at https://bit.ly/2yo6GTe.

https://bit.ly/2yo6GTe
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Table 2. Comparison of Process Coordination Approaches

Artifact-centric
(GSM)

Proclets BPMN Corepro Coordination
Processes

Paradigm-agnostic �

Explicit relations � �

Transitive relations (�) �

Many-to-many relations (�) �

Process cardinality (�) � (�) �

Message-based (�) � � �

� : Supported (�) : Indirectly supported

Artifact-centric process management [12] uses the Guard-Stage-Milestone
(GSM) meta-model [7,8] for process modeling. Central to this approach is the
artifact, which holds all process-relevant information. It may further interact
with other artifacts. However, GSM does not provide dedicated coordination
mechanisms or explicit artifact relations, and therefore does not support any
criterion of Table 2. Instead, GSM incorporates an arbitrary information model
and a sophisticated expression framework that, in principle, allow fulfilling the
comparison criteria with expressions and custom data. As a drawback, expres-
sions might become very complex and explicitly need to be integrated into the
process model. Therefore, model verification [1,2,4] constitutes an important
aspect of artifact-centric process management. Further, [6] recognizes the need
for supporting many-to-many relationships in artifact-centric choreographies.

For artifact-centric process models based on Finite-State-Machines (FSMs),
[16] developed a message-based declarative artifact-centric choreography. This
approach proposes the use of exactly one master artifact to coordinate all arti-
facts in a correlation graph. The approach explicitly considers the run-time pres-
ence of multiple instances. While the approach shows some similarities to coor-
dination processes, the message-based coordination mechanism neither provides
the run-time flexibility of semantic relationships nor the succinct model of a
coordination process. Moreover, it is unclear if and how the findings translate
from FSM-based to GSM-based artifacts.

Proclets [17] are lightweight processes with focus on process interactions.
Proclets interact via messages called Performatives. Proclets allow specifying
the cardinality for a message multicast, i.e., the number of Proclets that receive
a performative. Proclets are capable of asynchronous and concurrent execution.
However, relations between different Proclets are not considered. Proclets are
defined using Petri nets, which are extended with ports that send and receive
performatives. The concept of ports in the Proclet approach is fundamentally
different than ports in coordination processes.

The coordination of large process structures with focus on the engineering
domain is considered in [10,11]. The COREPRO approach explicitly considers
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process relations with one-to-many cardinality and dynamic changes at run-
time, but transitive relations are not considered. In comparison to COREPRO,
semantic relationships correspond, in principle, to external state transitions of
a Lifecycle Coordination Model. However, the external state transitions do not
take the semantics of the respective process interaction into account.

Regarding the activity-centric process modeling paradigm, several
approaches enable a specific kind of coordination. For activity-centric processes,
workflow patterns have been identified [18]. Several workflow patterns describe
interactions between processes, which may be used for coordinating processes.
The business process architecture approach [5] also identifies generic patterns to
describe a coordination between processes. iBPM [3] enhances BPMN to support
coordination of processes by modeling process interactions.

The BPMN standard [13] provided the choreography diagram explicitly ded-
icated to model the interactions between processes. Similar to coordination pro-
cesses, choreography diagrams abstract from the coordinated processes and only
display interactions themselves. The coordinated process types can be annotated
with single-instance and multi-instance markers, showing very limited support
in restricting process cardinality. Similar to coordination processes, they are dis-
played on separate diagrams and posses few modeling elements.

Common to all these approaches, with the exception of artifacts, is the use
of messages as a mechanism for coordination. While the exchange of messages
allows for a detailed process coordination, all message flows have to be identified,
the contents of the messages defined, and the recipients determined. This consti-
tutes an enormous complexity when facing numerous processes that need to be
coordinated, and in many cases, it impairs the flexible execution of the involved
processes. Except Proclets, the modeling of coordination aspects is integrated
into the actual process models, increasing the complexity to the process mod-
els. Coordination processes allow expressing complex interdependencies concisely
using semantic relationships.

6 Summary and Outlook

A coordination process is an advanced concept for coordinating a collection of
individual processes. It provides the superstructure to effectively employ rela-
tional process structures and semantic relationships. A coordination process itself
is specified in a concise and comprehensive manner using coordination steps,
coordination transitions and ports, abstracting from the complexity of coordi-
nating a multitude of interrelated processes. Coordination processes allow for
the automatic derivation of semantic relationships from connecting two coordi-
nation steps with a coordination transition. Complex coordination constraints
are expressed by combining multiple semantic relationships using ports, and are
configured using a comprehensive context-aware expression framework.

For future work, the operational semantics of coordination processes are the
main focus, as coordinating multiple concurrently running instances poses unique
challenges. In particular, the multi-instance nature of the run-time requires that
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semantic relationships are instantiated multiple times, once for each context.
This leads to a highly complex instance representation of a coordination process
at run-time, which must be kept synchronized with each process instance in the
relational process structure and the execution status of each process instance.
Both operational semantics and large process structure coordination will be
investigated in future work. Additionally, a thorough empirical investigation of
the coordination process modeling concept shall demonstrate its applicability in
practice.
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Abstract. The automation of application deployment is vital today as
the manual alternative is too slow and error-prone. For this reason, many
technologies for deploying applications automatically based on deploy-
ment models have been developed. However, in many scenarios, these
models have to be created in collaborative processes involving multi-
ple participants that belong to independent organizations. However, the
potential competing interests of these organizations hinder the degree of
trust they have in each other. Thus, without a guarantee of accountabil-
ity, iterative collaborative deployment modeling is not possible in such
domains. In this paper, we propose a decentralized deployment model-
ing approach that achieves accountability by utilizing public blockchains
and decentralized storage systems to store intermediate states of the
collaborative deployment model. The approach guarantees integrity of
deployment models and allows obtaining the history of changes they
went through while ensuring participants’ authenticity.

Keywords: Declarative deployment models · Blockchains
Accountability

1 Introduction

The automation of application deployment is vital in many modern scenarios
because manual deployment is typically too slow and error-prone—especially
in cloud-based environments that are completely designed for automation. For
this reason, the idea of deployment models was introduced [16]. These models
describe the application to be deployed which includes all the required compo-
nents as well as their relationships. Furthermore, many deployment automation
technologies, such as Chef [2] and Kubernetes [3], have been developed to auto-
mate the entire deployment process based on the aforementioned models.

However, the creation of such models is becoming more difficult as many
scenarios nowadays require different companies and experts to participate in th
c© Springer Nature Switzerland AG 2018
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process. For example, the creation of a deployment model for a data analytics
application would likely involve multiple participants that belong to indepen-
dent organizations. Moreover, such a collaborative development process is likely
iterative which makes it fairly complex, and even worse, the various participants
of such a distributed scenario may have competing interests in the market, with
a low level of mutual trust. This raises the importance of enforcing accountabil-
ity in the collaborative deployment modeling process, so that the changes made
to the deployment model over the course of the creation process are immutably
documented and linked with their authors. However, existing version control
technologies such as Git and Subversion (SVN) are not enough to support the
desired process as their main aim is aiding collaboration rather than account-
ability. For example, both approaches do not prevent that the history of log
changes on the server are altered secretly by a malicious party, which destroys
accountability.

In this paper, we tackle these issues by presenting a decentralized collabo-
ration approach that allows developing deployment models in business-critical
scenarios where accountability is of high importance. The approach we present
in this paper is based on blockchains which we use as an immutable store for
the various states a deployment model goes through. Participants use a model-
ing tool, like Winery [22], to enhance a shared deployment model, and before
forwarding it to other participants, they register the version they have produced
in the blockchain. Through the application of the approach, we achieve process
integrity which means that we guarantee having an irrefutable proof of who is
responsible for which changes. Furthermore, we also guarantee maintaining the
provenance of the model and its sub-components in the form of an immutable
history of changes that allows us to inspect how the model evolved, and who is
responsible for potential malicious acts. We prove the technical feasibility of the
approach based on a prototype integrated into Winery.

The remainder of this paper is structured as follows: in Sect. 2, we intro-
duce the basics of deployment modeling, and motivate our work. In Sect. 3, we
provide a formal description of the problem, whereas in Sect. 4 we present our
blockchain-based approach. We prove the feasibility of the approach in Sect. 5,
and evaluate the prototype in Sect. 6. Finally, we discuss the related work, and
provide concluding remarks with a glance at the future work.

2 Motivation and Background

In this section, we provide some basic domain knowledge and emphasize the
problem we aim to solve in our work, as well as framing its scope.

2.1 Deployment Automation Technologies and Models

Cloud computing environments nowadays support a high degree of service pro-
visioning automation which allows customers to acquire cloud resources required
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Fig. 1. Collaborative development of application deployment models.

for deploying their applications in a dynamic manner. Such automatic provision-
ing reduces the number of potential errors and accelerates the process. A provi-
sioning engine is usually responsible for deployment automation, and supports
describing the deployment configuration in the form of a deployment model [16].
A declarative deployment model describes the structure of the application to
be deployed including all components it consists of as well as their configura-
tion. For example, a declarative deployment model may specify that a certain
java application has to be deployed on a Tomcat webserver listening on port 80,
which shall be installed on a virtual machine running on Amazon EC. Thus,
it describes only the desired goal, not how to execute the actual deployment
technically. In contrast, imperative models explicitly describe how provisioning
should take place in the form of a process describing each task to be executed. In
this work, we focus on declarative deployment models, as they are less intrusive
to developers, and because they are more widely accepted by most deployment
automation technologies [11]. Developing such deployment models is often done
by a single company as part of a regular DevOps process without external par-
ticipants; however, in the following, we show how the development of specific
kinds of applications requires collaborating with external parties.

2.2 Motivation: Business-Critical Deployments

The development of business-critical applications often requires the collaboration
of multiple companies and experts. For example, a data-analytics application
requires critical data, which a specialized data-owning company stores, to be
accessed and processed by algorithms provided by data analysts. However, for
such algorithm developments that require a significant level of expertise, often
external companies are engaged [8,18], and the final results of the analysis could
be consumed by a different company, such as an advertisement agency. If we want
to deploy such an application to a cloud environment using the aforementioned
declarative deployment models, we need a collaborative process in which each of
the relevant companies participates by providing certain portions of the model.

Figure 1 shows an exemplary scenario to develop the deployment model of a
cloud-based data-analytics application. In this scenario a company, which could
be, e. g., an advertisement agency, is interested in the analysis of data from a
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certain domain and requests the creation of a deployment model for a cloud
application that fulfills its needs. The company, which we denote as a Service
Owner, outsources the development process and associates its request with the
set of requirements and policies it wants to enforce. The creation of a deploy-
ment model for this application would likely involve multiple participants that
belong to independent organizations: a (i) Data Scientist provides the respective
algorithms, and indicates the requirements they have for execution, such as the
appropriate runtimes, the used libraries, etc. Furthermore, a (ii) Data-owning
Company supplies the possibly business-critical data on which the algorithms
operate, and specifies privacy and security requirements for the deployment,
which could be, for example, that the deployed algorithms are only allowed to
access specific databases of the company, and that these algorithms must not run
on a shared IT resource. However, certain security requirements, e. g., that the
deployed analysis algorithm must not access the Internet as otherwise business-
critical data may leave the company without permission, have the potential of
interfering with needs of the algorithm. Thus, a (iii) Infrastructure Specialist
is required that refines the deployment model based on (1) the data scientists’
technical requirements and the (2) data-owning company’s security and privacy
policies.

Moreover, such a collaborative development process can easily become iter-
ative, e. g., if the final analysis results are not satisfying and changes need to be
made to the provided algorithms by tuning their parameters, or to the set of
accessible databases by allowing access to more of them. This makes the whole
process fairly complex, and to make things worse, the various participants of
such a distributed scenario may have competing interest in the market, and
thus the degree of trust they have in each other is limited. For example, if the
Infrastructure Specialist was malicious, they could alter the analysis algorithms
to produce misleading results and then the blame could be falsely pointed at
the Data Scientist, or they can alter the security policies provided by the Data-
owning Company to allow illegal exportation of business-critical data.

This means that accountability plays a vital role in facilitating collaborative
development of business-critical deployment models as it enables tracking the
various changes made throughout the process and associating them with their
authors. This allows the blame for malicious acts to be correctly directed.
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2.3 Problem Statement: Collaborative Deployment Modeling

The absence of trust is considered one of the most important risk factors that
can affect collaborative software development and lead it to failure [24]. Account-
ability, which we define as the ability to detect the actor(s) who maliciously alter
the deployment model under development, can increase the level of trust in such
processes as it allows implementing punishing measures to adversaries, which
has the potential of reducing the probability of malicious acts in the first place.

However, existing collaboration approaches such as Version Control Systems
(VCS) do not facilitate accountability. Centralized VCSs such as Github or SVN
constitute a single-point of failure for collaborative processes. For example, a
large DDoS attack stalled Github for five days in 2015 [20]. Furthermore, partic-
ipants of collaborative processes need to trust the impartiality of parties operat-
ing these systems, and that they are well-protected against adversaries. Figure 2
shows that, although regular users interact with such centralized systems through
their exposed APIs only, an adversary who has access to the internals of the
server can directly alter the contents of the repository holding the shared files
without having to use the API. These malicious edits would later propagate to
the honest participants with the next pull from the server without them noticing
the attack.

On the other hand, the Git protocol, which is the basis of Github and similar
services, allows working in a peer-to-peer style without the need for a centralized
origin server. However, this usage is discouraged as it increases the potential of
confusing who is doing what, and it requires peers to be always online to provide
access to their local repositories [15, p. 101]. Furthermore, both centralized and
decentralized VCSs allow changing various aspects of the recorded history such
as the author or the message of a commit [5,29], and although Git, as an exam-
ple, allows using cryptographic signatures to associate commits to their authors,
it does not enforce it [15, pp. 233–237], and even if a set of rules that enforces
signing all commits were introduced on top of Git, this would not prevent uni-
laterally removing commits completely from the history log by one or more
partners which cannot be proven by others, especially if a trusted intermediary
is not used.

In this paper, we propose a blockchain-based approach that enforces account-
ability in the collaborative development process of deployment models while
avoiding the need for trust in third-parties. Here, we do not aim at replacing the
role of VCSs, but finding a way to ensure accountability regardless of the under-
lying technologies used to exchange and version files. So our approach may be
combined with VCSs in a complementary way. For example, each participating
organization can have a local VCS to organize the local development process.

3 Assumptions and Formal Definitions

The sensitive nature of certain collaborative processes makes it crucial to have
the ability of tracking changes of the evolving deployment model even when the
level of trust among the participants performing these changes is low. In this
regard, we can identify two general aspects of change traceability that should
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be considered in order to achieve the desired accountability: (i) the integrity of
the collarborative deployment modeling process, and (ii) the provenance of all
artifacts contained in the deployment model. Before defining these two terms,
we explain the assumptions we build upon.

Integrity
Sphere

Id: 1

Service 
Owner

Data
Provider

Data
Scientist

Infrastructure 
Specialist

Id: 1

Inter-participant
Communication

Contribution to
Deployment Model

Deployment 
Model

process 
identifier
contents of
deployment
model

Fig. 3.Maintaining accountability in the collaborative deployment model development.

3.1 Identity Establishment Assumptions

The basic assumption we have regarding the deployment model and its sub-
resources, such as algorithm implementations, data files, policies, etc., is that
they can be uniquely identified during the collaboration process. Figure 3 shows
an exemplary process in which multiple participants operate on a deployment
model depicted as a single entity consisting of sub-resources which get added or
modified in an iterative manner. The entity, shown as a square containing mul-
tiple artifacts, is associated with an identity seen by all participants. To achieve
this, we assume that the participant who initiated the development processes
creates an initial version of the deployment model associated with a unique
identifier. Then, all other participants operate on this initial model while always
referring to it using the same identifier. We refer to the set of tasks that allow
participants to have a common view on the deployment model as the integrity
sphere. Finally, we assume that all involved participants can also be uniquely
identified. Later in this paper, we demonstrate how our approach fulfills these
assumptions.

3.2 Formal Problem Definition

Now, we formally describe a data structure that captures the development of
a deployment model and show why all participants should have access to it in
order to ensure integrity and provenance, the two pillars of accountability.

Assuming the following notations: (i) M refers to all potential deployment
models, (ii) Im refers to all potential identifiers of deployment models, (iii) S
refers to all potential sub-resources, (iv) Is refers to all potential identifiers of
sub-resources, (v) D refers to all potential contents of sub-resources, and (vi)
P refers to all potential participants of the process, we define the state of the
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deployment model at the point in time t ∈ T as a tuple mt = (author, S) ∈ M
where: (i) author ∈ P is the participant who authored this specific version, and
(ii) S ⊆ S is the set of all sub-resources contained within the main resource at
time t. Moreover, we define each sub-resource s ∈ S as a tuple s = (ids, data)
where ids ∈ Is is the unique identifier of s, and data ∈ D is its actual content.
A sub-resource could be, e. g., an implementation of an algorithm, a web server
configuration file, a license file, etc. Whereas the model is a single archive that
encapsulates all of these artifacts. Furthermore, we define the development
of a deployment model with an identifier idm ∈ Im as an acyclic digraph
Gidm

= (V,E) whose vertices V = {mstart, . . . ,mend} ⊆ M represent the vari-
ous states the model goes through, and whose edges E ⊆ V ×V represent causal
dependencies between states. The identifier of the model development graph,
idm, is set by the Service Owner, and distributed with the deployment model.
Further participants have to use the same identifier to refer to the same process.

A new state is added to the graph when a participant p ∈ P at time t shares
a new version of the deployment model with one or more other participants,
thus, our notion of time is discrete, and new time points are added only when
new states emerge in the model development graph. Our approach, as explained
in Sect. 4.1, guarantees that no two distinct deployment model states can share
the exact same point in time of creation. Furthermore, we define A : Im →
℘(Pbc) as a mapping that, given a deployment model identifier, returns the
set of participants authorized to take part in the process. For convenience and
to enhance readability, we define the projection πe(tuple), which returns the
element labeled e of a given tuple := (.., e, ..). Based on these notations, we
define the notion of integrity:

Definition 1 (Integrity of Collaboration Process). Integrity is the fact
that the author of any deployment model state of a given development graph
Gidm

is an authorized participant: ∀mt ∈ πV (Gidm
) : πauthor(mt) ∈ A(idm) ��

This means that if the deployment model transitions to a new state which
we cannot associate to any of the authorized participants of the process, we
should consider this state as invalid, and refuse to operate on it. Furthermore,
integrity guarantees the non-repudiation of participants’ actions meaning that
a participant causing the state of the deployment model to change will not be
able to deny their responsibility for this action.

On the other hand, provenance refers to the ability to identify all states a
sub-resource goes through, which includes knowing the set of participants who
operated on it, and when state changes occurred:

Definition 2 (Provenance of a Sub-resource). Given a model development
graph Gidm

, provenance is a mapping: p : S → ℘(T ×P×D) which is defined as:

p(s) := {(t, πauthor(mt), πdata(σ)) ∈ T × P × D |
mt ∈ πV (Gidm

) ∧ σ ∈ πS(mt) ∧ πids
(σ) = πids

(s)}

��



Blockchain-Based Collaborative Development 47

We notice that sub-resources are always transmitted as part of the deployment
model, so their evolution is coupled with its evolution.

4 Blockchain-Based Approach to Ensuring Accountability

As seen in the previous section, guaranteeing accountability requires having the
development graph of the deployment model accessible to all participants so they
can add to it when producing a new version, or read from it when validating the
integrity of a given one, and even discover how it evolved over time. Our app-
roach, which aims at storing and managing this graph so that accountability is
achieved, works by combining three complementing aspects: (i) using blockchains
to create an immutable trace of all state changes of the deployment model, (ii)
storing the detailed differences between resource states in a decentralized stor-
age system to facilitate a fine level of accountability, and finally (iii) building a
tree-of-trust that allows authorizing participants and maintaining their identi-
ties. Before giving more details about the approach, we first summarize why we
have chosen blockchains as the core technology to implement it.

4.1 Suitability of Public Blockchains

Maintaining the globally accessible model development graph is straight forward
in a centralized setup. However, such an approach requires the involvement of
a trusted third-party, which is sometimes an unrealistic assumption [32]. Con-
sequently, we aim to find a decentralized approach that does not have such a
requirement by delegating the responsibility of managing the model development
graph to the set of network peers collectively. However, the task is more chal-
lenging in a decentralized setup as we do not trust any specific peer to behave
according to the protocol we set, nor do we trust the transportation channels
among peers. This problem is known as the Byzantine Fault Tolerance (BFT)
problem [23], and public blockchains provide a probabilistic approach to solve it
[25].

Blockchain systems are usually used in situations were several parties need to
share a common state regardless of the fact that they do not trust each other nor
do they trust a third-party. They started as the backbone of crypto-currencies
such as Bitcoin [25], but later involved use-cases in other fields, such as finance
[28], and supply chains [13]. Moreover, looking at the high-level properties of
the public blockchains, we can judge their suitability to our use-case. Public
blockchain consensus protocols, such as Proof-of-Work [25] and Proof-of-Stake
[21], periodically produce blocks of transactions which are broadcast to the peers
of the network. These transactions are ordered within the blocks, and each of
them alters the world state represented by the blockchain. For example, in the
case of Bitcoin, the state is the set of balances of all accounts, and transactions
represent currency transfer operations. However, if we apply this concept to our
use-case, the state would be the deployment model itself, and each transaction
would represent the creation of a new version of it. The aforementioned consensus
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protocols also ensure that altering an existing portion of the blockchain is prac-
tically infeasible without controlling either a large portion of the network’s com-
puting power (in the case of Proof-of-Work), or a large portion of the network’s
stakes (in the cased of Proof-of-Stake). This ensures that the blockchain provides
not only the current state of the shared resource, but also an immutable history
of it.

This means that each participant will be able to locally construct the model
development graph Gidm

by traversing the blockchain and applying all rele-
vant transactions in order. What makes blockchains even more suitable for the
use case at hand is that they use public-key cryptography to sign all submitted
transactions, which ensures their authenticity, i.e., that the author of each trans-
action is actually who they claim to be. Being a decentralized and an immutable
ledger of discrete events that ensures authenticity of its records, makes the public
blockchain suitable for our use-case.

4.2 Maintaining an Immutable History of State Changes

In this section, we explain the first angle of the approach. The basic idea here
is demonstrated in Fig. 4 which shows its application to the motivational sce-
nario we presented earlier in Sect. 2.2. The collaboration process starts when the
Service Owner creates an initial version of the deployment model, which con-
tains a set of policies, and gives it its unique identifier. Before forwarding the
resource to the next participant (the Infrastructure Specialist in this scenario),
the he registers it in the blockchain by issuing a transaction which contains
enough information about this specific version of the model and the associated
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sub-resources to allow their unique identification. We call this information a fin-
gerprint, and in Sect. 4.3 we explain it in more details. After making sure that
the transaction containing the fingerprint is durably persisted in the blockchain,
the Service Owner sends the model to the Infrastructure Specialist. It is irrel-
evant to our approach how the model is sent to the next participant as long
as it was registered in the blockchain beforehand. When the model is received,
the Infrastructure Specialist first checks the blockchain for stored versions of the
same model and compares them to the received one. If the model is found to be
registered beforehand in the blockchain, then its integrity is guaranteed; other-
wise, the ownership of the received model cannot be proven, which means that
it lacks integrity, and in such a case she should refuse working on it. We call this
check integrity verification, and if it is successful, the Infrastructure Specialist
can operate on the model. In this case, she needs the inputs of the Data Provider,
and the Data Scientist before she can decide on the appropriate infrastructure,
so she just forwards it to them without modifying it, and since no new version
of the model is generated, she does not need to store anything in the blockchain.
Of course this is just an exemplary scenario; in other cases a common default
infrastructure may be specified before the others enhance it with their artifacts.
The process continues similarly: whenever participants receive a new version of
the deployment model they: (i) verify its integrity by checking its stored versions
in the blockchain, and if the check passes, they (ii) optionally operate on it by,
e. g., adding new sub-resources to it, or altering the content of existing ones. If
such changes were performed, (iii) they store a fingerprint of the new version in
the blockchain, and then (iv) they further forward the model.

In Fig. 4, the solid arrows represent sending versions of the deployment model
directly from one participant to the other, whereas the dashed ones represent
communication between participants and the decentralized accountability layer.
Furthermore, the numbered circles represent the order in which events happen in
this specific scenario. The figure also shows how the blockchain gives total order
to its transactions, and consequently to the stored deployment model states. This
allows the reconstruction of the provenance of any given sub-resource by travers-
ing the transactions in order, and collecting the partial fingerprints belonging
to the sub-resource along with the author and the timestamp of each version.
But how can we find out details about the exact changes that happened to each
sub-resource? We answer this question in the following section.

4.3 Storage of Deployment Model States

The storage of arbitrary data in public blockchains is generally very expensive
because all peers of the protocol need to store the entire blockchain locally.
This led Ethtereum, for example, to set high fees for data storage. The general
approach to address this issue is putting only a digest of the actual content in the
blockchain rather than storing it entirely there. However, our scenario requires
identifying the exact changes made by each participant, but storing merely the
hash of the deployment model only helps detecting that something has changed
from one state to another, but not exactly what. We present two approaches
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that ensure capturing enough details about the deployment model state changes
to facilitate accountability while not storing the entire model in the blockchain.

In the first approach we try to identify the data items of the deployment
model that correspond to changes exclusive to one participant. For example,
in a certain scenario we could expect that a configuration file of an application
server is expected to be created and edited by a single participant only, so storing
its hash in the blockchain allows us to identify if some other participant breaks
this rule. However, in other cases we could expect that such a configuration
file can be altered by multiple participants, but that each entry of it, e. g., the
listening port of the server, can be modified by a single participant only. In this
case we store a map of the hashes of these entries in the blockchain instead.
When we identify the correct level of data items that corresponds to changes
exclusive to a single participant for each of the sub-resource types we have,
i.e., algorithm implementations, configuration files, etc., we create a collection
of the hashes of these data items and store it in the blockchain for every state
change we go through. We call this collection the fingerprint of the state. This
fingerprint allows us to detect malicious participants that edit data items that
are not expected to be altered by them. However, if the level of exclusive changes
is too low, e. g., at the level of single characters, storing the fingerprint in the
blockchain becomes even more expensive than storing the whole state there.

In the second approach we store the whole deployment model in a content-
addressable decentralized file storage accessible by all participants, such as
Swarm [6], or Inter Planetary File System (IPFS) [9]. A decentralized storage
provides at least the following two functions for storing and retrieving arbitrary
files: store : D → H and retrieve : H → D where H is the range of some
hash function h. At the same time, we store only the hash in the blockchain,
which serves both as the address of the content in the decentralized storage and
as a guarantee that it has not been altered there. However, in this approach
encryption needs to be utilized, or else the privacy of stored content is lost.

In our work here, we use a hybrid of these two approaches: in the
blockchain, we store a fingerprint listing all sub-resources identifiers and
their hashes, whereas in the decentralized storage, we store the actual arti-
facts. In order to generate the fingerprint of a deployment model state
mt, we use the following function: fingerprint(mt) := {(ids, h(data))|s =
(ids, data) ∈ πS(mt)}, then the blockchain transaction itself would be: tx(mt) :=
(idm, author, fingerprint(mt)). To reconstruct the actual sub-resources of mt,
the fingerprint can be used to locate content in the decentralized storage as
demonstrated in Fig. 4.

4.4 Establishing Identity and Authenticity

Public blockchains allow public access to their content; anyone can run a peer
node and submit new transactions to it or read existing transactions. Conse-
quently, anyone can pretend to be a participant in the development process, and
inject fake or altered fingerprints of the deployment model. Thus, we need an
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additional mechanism to ensure the authenticity of participants without impos-
ing the requirement of knowing all participants at the beginning of the process
which is unrealistic in large-scale collaborations. Moreover, to identify their users,
public blockchains use pseudonyms, which are hashes of the public key of each
participant [25,34], thus guaranteed to be unique while hiding the true iden-
tity. However, regarding accountability, it might be beneficial to expose actual
identities.

A potential way to approach these issues is the usage of permissioned
blockchains like Hyperledger Fabric [12], which establishes the identity of all
participants and implements access-control to its content. However, the usage
of such an architecture increases the centralization of the system. For example,
a Membership Service Provider (MSP) is needed for the purposes of certificate
issuing, validation, and user authentication, and its configuration is stored in
the genesis block of the ledger [4]. MSPs are centralized services whose setup
and operation need to be agreed upon by the participants beforehand. This has
the same drawbacks as needing a trusted third-party, and further constitutes a
single point of failure for the system. We propose a simple alternative approach
to solving these problems which also builds upon public blockchains.

The basic idea is building a tree of trusted participants rooted at the Service
Owner, which can be augmented with the Real-World Identity (RWI) of each one
of them if needed by the use case. This tree is built with the assumption that if a
participant A forwards the deployment model to another participant B, then A
trusts B and knows their RWI. Based on this assumption, the approach simply
requires A to insert a new node in the tree including this trust information before
actually forwarding the model to B (providing that B is not already part of the
tree). If all participants follow this rule, then we build a tree of trust rooted at
the Service Owner, who, by transitivity, would trust all included participants.

Formally, based on the previous notations, and providing that Pbc refers to
all potential blockchain-based participant identities (pseudonyms), referred to
earlier as P, and that Prwi refers to all potential RWIs of participants, e. g.,
their names or email addresses, the tree of trust for a given deployment model
idm is identified as a tuple Tidm

:= (ownerId, VT , ET ) where: (i) ownerId is
the blockchain-identity of the Service Owner, (ii) VT ⊆ Pbc × Prwi is the set of
tree nodes each of which, v := (bcid, rwid), represents the blockchain-identity
and, optionally, the RWI of a trusted participant, and (iii) ET ⊆ VT × VT

is the set of tree edges that represent the inclusion of new participants by
an existing one. In order to build this tree, we also use a public blockchain;
when A wants to include B in the tree they submit a blockchain transaction
tx := (idm, authorizer, authorized, rwi) where: (i) idm: the identifier of the
deployment model, (ii) authorizer, authorized: the blockchain identities of A
and B, and (iii) rwi: the RWI of B. Reconstructing the tree of trust based on
the set of all relevant transactions Rid, which can be obtained by traversing the
blockchain, happens as follows:
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ownerId := πauthorizer(tx) : �tx1 ∈ Rid s.t. tx1 < tx

VT := {(ownerId, )}
⋃

{(πauthorized(tx), πrwi(tx))| tx ∈ Rid}
ET := {(v1, v2) ∈ VT × VT | tx ∈ Rid s.t.

πauthorizer(tx) = πbcid(v1) ∧ πauthorized(tx) = πbcid(v2)}
where < uses the total order of transactions guaranteed by the blockchain, and
( ) refers to an empty value (as the RWI of the Service Owner is not impor-
tant). Now, we can show how we implement the mapping A that describes the
authorized participants using the tree-of-trust (cf. Sect. 3.2).

Definition 3 (Authorized Participants Mapping). Given a tree-of-trust of
a collaboration process Tidm

, the mapping A : Im → ℘(Pbc) is defined as:

A(idm) := {p ∈ Pbc| ∃path = 〈vstart, ..., vend〉 in Tidm
s.t.

πbcid(vstart) = ownerId ∧ πbcid(vend) = p}

��

Here, we simply find the participants reachable form the root with a path.
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5 Proof of Concept

The goal of this chapter is demonstrating how we realized the proposed app-
roach by introducing a system architecture that supports it and by providing a
prototypical implementation of this architecture that proves its feasibility.
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5.1 System Architecture

Figure 5 depicts the suggested system architecture. The architecture is divided
into two layers: the first layer, i.e., the Peer-to-peer Layer is located at the
bottom of the architecture, and its components are not part of the client appli-
cation itself, but rather allow it to access both the blockchain network, and the
decentralized storage network. The layer represents the point of view in which
a peer sees these networks: in order for peers to communicate with a public
blockchain network, which is collectively responsible for storing the blockchain
data, they need to run a local node implementing the corresponding blockchain
protocol, and exposing an API that allows utilizing it. The same applies to the
decentralized storage network; a local node is also needed here.

On the other hand, our approach relies on smart contracts, which are decen-
tralized applications that provide an easy way to store and manage arbitrary
data on the blockchain, to create two necessary repositories: (i) a repository for
storing and managing the various states of the deployment model, and (ii) a
repository for storing and managing the tree-of-trust for the collaboration pro-
cess. The tasks of reading from these repositories and writing to them are part
of the node’s functionality, and are exposed via its API. The second layer, i.e.,
the Accountability Layer is responsible for implementing the logic of the pro-
posed approach. It is divided into two sub-layers: The one at the bottom consists
of two client applications that communicate with the local peer-to-peer nodes
on one hand, and simplify interacting with them on the other hand by exposing
easy-to-use domain-specific operations to the sub-layer above it. The operations
SaveState, and SaveFingerprint are responsible respectively for storing the
state of a deployment model in the decentralized storage, and for storing its fin-
gerprint in the blockchain. Besides its original purpose as a means to establish
integrity of the deployment model, the fingerprint stored in the blockchain allows
us to retrieve the state from the content-addressable decentralized storage using
the GetState operation. On the other hand, the operation GetHistory gets the
history of fingerprints for a given collaboration process, whereas Authorize, and
GetAuthorized are used to authorize a new participant, and to read the list of

Fig. 6. UML activity diagram showing the state verification process
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all authorized participants respectively. The role of this sub-layer is similar to
the role of the Data Source Layer of the 3-layer architecture [19].

The sub-layer at the top has the role of providing the “business-logic”, and it
divides its functionality into a set of operations: GetState, and Authorize sim-
ply expose the corresponding operations of the sub-layer below it. However, the
other three operations are more sophisticated; GetProvenance gets the prove-
nance of a specific sub-resource of the whole deployment model. To this end,
it utilizes the GetHistory operation and uses its results to retrieve a complete
history using the GetState operation, and finally analyzes the results. Moreover,
SaveState is called before sending a deployment model to the next participant
and it stores the current state of the resource in the decentralized storage using
the SaveState operation at the lower level, and it also stores a fingerprint of
the state in the blockchain by invoking the SaveFingerprint operation. On the
other hand, VerifyState is invoked when receiving a new version of the deploy-
ment model in order to determine its integrity. The execution of this operation
is depicted in Fig. 6 which shows that it uses the GetHistory, GetState and
GetAuthorized operations of the sub-layer below to achieve its tasks.

5.2 Prototype

To validate the feasibility of the architecture, we have implemented a proto-
type that realizes it which is publicly accessible via Github1. To implement
the bottommost layer of the architecture, we have chosen Ethereum [34] as the
underlying blockchain protocol since it is the most mature public blockchain
that supports smart contracts and because it can be easily integrated with other
peer-to-peer protocols from the Ethereum Foundation [17]. Smart contracts are
programmed using Solidity, a specialized Turing-complete language. Listing 1
shows the smart contract responsible for managing the repository of the deploy-
ment model states:

contract Provenance {

event NewState(string indexed _id, address indexed _author, bytes _fp);

function addState(string _id, bytes _fp) public {

emit NewState(_id, msg.sender, _fp);

}

}

Listing 1. Ethereum smart contract for storing deployment model states

The contract has a single event and a single function that only emits it when
invoked via a transaction. Emitting an event adds a log entry to the transaction’s
permanent storage with the parameters passed to the event [34]. In this case, we
pass a string representing idm, an address representing author, and a compressed
version of fingerprint(mt) (c.f. Sect. 4.3). By storing data via logs, which are
only readable via external applications, instead of state variables, we save costs as
the price for storing them is cheaper [34]. Moreover, adding the keyword indexed

1 https://github.com/OpenTOSCA/winery/releases/tag/paper%2Fgf-accountability.

https://github.com/OpenTOSCA/winery/releases/tag/paper%2Fgf-accountability
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to an event parameter speeds up queries that retrieves log entries with a filter
based on this parameter. Finally, the smart contract for managing the tree-of-
trust is formulated similarly. We connect our local node to a testnet instead of
the mainnet as it allows us to run experiments free of charge.

On the other hand, we have chosen Swarm [6] as the implementation of
the decentralized storage as it is meant to be self-sustainable in the sense that
network peers are motivated to keep copies of the shared resources on their
local nodes because they get paid for this with Ethereum tokens (Ethers), which
allows peers to operate in an upload and disconnect mode [31].

Furthermore, we have integrated the Accountability Layer as a reusable sub-
module into Winery [22], a web-based environment that allows the graphical
modeling of TOSCA [1] topologies. Winery sub-modules are written in Java,
and packaged using Maven. The prototype supports Cloud Service ARchives
(CSARs) as deployment models. These archives are part of the TOSCA stan-
dard, and they contain the topology, management plans, and the various other
software artifacts required for the correct provisioning, and operation of a cloud
application. An important part of the CSAR is the TOSCA Meta File which
allows to interpret its various components properly. This file is divided into
blocks that describe each of the artifacts contained in the CSAR.

We use the TOSCA meta file as a fingerprint of the whole CSAR, so instead of
storing the actual archive in the blockchain, we store the meta file (cf. Sect. 4.3).
To this end, we augment each block with the digest of the corresponding artifact
(sub-resource), so we make sure we capture any changes made to it over the
stored state versions. When we store these fingerprints in the blockchain, they
become immutable, and providing that all blockchain transactions are signed by
their creators, we can identify the author of each version of the CSAR, and we
can detect whenever a contained artifact is changed and by whom. Furthermore,
we compress the contents of the meta file before storing it due to cost reasons.
Finally, to allow showing detailed difference between the various states of a given
sub-resources, when we store the fingerprint in the blockchain, we also store
the changed artifacts in the Swarm. These artifacts can be referenced using
their hashes which are parts of the fingerprint stored in the blockchain. This
allows us to dynamically retrieve them, e.g., when the user wants to visualize the
provenance of a specific sub-resource. In a previous work [35], we have shown how
to address the issue of securing parts of a CSARs in the context of collaborations.
This can also be applied in the context of the files we store in the Swarm to
guarantee sensitive data is not leaked.

6 Evaluation

In this section we show the applicability of the aforementioned prototypical
implementation to real-world use cases by evaluating the costs and additional
execution times incurred when using it.
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6.1 Cost

The costs incurred by the approach are divided into: (i) infrastructure costs, (ii)
Ethereum transaction costs, and (iii) Swarm storage costs.

To allow the prototype to access the Ethereum and Swarm networks, partic-
ipants are advised to run and maintain local nodes. These nodes need to be in
sync with other nodes in their networks before they are usable, so it is suggested
that they are always online. An alternative is connecting to publicly accessible
nodes instead, but that increases security risks. The costs incurred here are due
to maintaining these nodes and providing them with Internet connection. On the
other hand, each Ethereum transaction incurs certain costs [34]. A transaction
that invokes a smart contract has some fixed base cost in addition to costs related
to the complexity of the code executed and the size of data newly stored in the
blockchain due to this execution. These costs are introduced to prevent malicious
or buggy code from running indefinitely or for too long on Ethereum nodes and
they are calculated in terms of Gas. The author of a transaction pays for the
gas it consumes, and the node mining it receives this payment as a fee. The
price of the unit of gas is determined by the author, and it affects how quickly
the transaction is processed by the network since miners are motivated to pick
transactions with higher fees first when formulating new blocks. In the following,
we show an estimation of the costs of the transactions issued by the prototype
assuming a price of 22 × 10−9 Ethers per unit of gas which usually results in
processing the transaction in the next 1–2 blocks. Furthermore, we assume an
Ether to Euro conversion rate of 237.49 which is valid at the time of writing.
The prototype issues two types of transactions: (i) authorization transactions to
add entries to the tree-of-trust (c.f. Sect. 4.4). These transactions incur a minor
cost due to the low amount of data stored. On average, a transaction of this
type consumes 31000 gas units which corresponds to ∼0.0007 Ethers or ∼0.17
Euros. (ii) provenance transactions that contribute to building the graph Gidm

(c.f. Sect. 3.2). Most of the gas consumed here is due to the TOSCA meta file
which we store compressed in them as a model fingerprint (c.f. Sect. 5.2), thus the
more complex the model is, the higher the cost it incurs in this context since the
complexity of the model is reflected in a larger TOSCA meta file. Table 1 sum-
marizes the costs incurred by sample CSAR files of various complexities. Here
we measure the complexity by the number of associated sub-resources (files).

Finally, as mentioned earlier, a decentralized storage system requires a mech-
anism to incentivize peers to store content of other peers. The amount of the

Table 1. Costs incurred by storing TOSCA metadata files of various sizes in Ethereum

CSAR complexity Metadata file size Gas consumed Price (Ether/Euro)

Low (73 files) 9958B 461106 (0.010144332/2.41)

Medium (111 files) 13786B 639123 (0.014066706/3.34)

High (133 files) 17234B 795659 (0.017504498/4.16)
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incentive would depend on the size of files stored and the degree of replication
required. However, Swarm has not implemented such a mechanism yet (planned
for 2019 [30]). Thus for now no additional costs are incurred by using Swarm
apart from operating a local node.

6.2 Execution Time

The usage of the prototype in Winery increases the execution times of both
exporting a CSAR and importing it. When exporting a CSAR, additional time
is required to (i) hash the contents of the sub-resources in order to formulate
the fingerprint, (ii) store the contents of the CSAR in a local Swarm node,
and (iii) issue a blockchain transaction that contains the fingerprint. Whereas,
when importing a CSAR additional time is required to validate its integrity by
querying the local Ethereum node for relevant information (c.f. Fig. 6). Ethereum
blocks are generated by the network at almost a constant rate of 15 s [34]. Thus,
depending on the traffic and the gas price, time factor (iii) is usually 15–30 s
pertaining to a delay of 1 to 2 blocks. On the other hand Table 2 shows the
effect of the remaining factors on the import and export times of 5 exemplary
CSAR files with different sizes and sub-resource counts. These measurements
were performed on a computer running Windows 10 64-bits with a (Intel(R)
Core(TM) I7-4710MQ CPU @ 2.5 GHz) processor and 16 GB of RAM.

Table 2. Increase in CSAR import/export times when using the prototype

CSAR Export time (mm:ss) Import time (mm:ss)

Original Increase Original Increase

Model 1 (73 files, 19MB) 02:12 00:09 00:02 00:04

Model 2 (106 files, 27.8MB) 02:37 00:08 00:03 00:04

Model 3 (111 files, 20MB) 02:48 00:08 00:02 00:05

Model 4 (121 files, 11MB) 02:49 00:06 00:03 00:05

Model 5 (133 files, 27MB) 03:01 00:11 00:04 00:06

7 Related Work

Web-of-Trust (WoT) (Philip [26]) provides a distributed alternative to the cen-
tralized Public-Key Infrastructure (PKI). Our identity and authenticity app-
roach shares common features with WoT; the act of inserting another partici-
pant’s address in the blockchain is comparable to signing another person’s cer-
tificate in the WoT because all transactions in the blockchain are signed by their
authors, and a participant’s address is derived from their public key. On the
other hand, our approach is simple and suitable specifically for collaborations
initiated by a Service Owner, whereas, WoT is a general-purpose scheme which
addresses further aspects irrelevant to the use case at hand.
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Furthermore, several centralized approaches were suggested to support col-
laborative development processes in various domains [14,33]. However, these
approaches share common properties such as centralized access-control mecha-
nisms or strong assumptions about the underlying data structures which make
them not suitable in the context of business-critical collaborative deployment
modeling. Furthermore, they do not focuses on maintaining model provenance.

On the other hand, few decentralized approaches exist for supporting collab-
oration in software development scenarios. These approaches focus on providing
a decentralized implementation of the Git protocol; Rashkovskii [27] proposes a
Git implementation in which files are distributed on a Bitcoin-like proof-of-work-
based blockchain network, which would ensure immutability of commit histories,
and thus promote accountability of participants’ actions. However, the approach
requires a new proof-of-work blockchain, and since the security of proof-of-work
depends mainly on the hash-rate of the network, many participants need to adopt
it before it becomes usable, which reduces the trust in the approach altogether.
Furthermore, Ball [7] shows how the file storage for Git can be implemented
using the BitTorrent P2P protocol. The approach is completely decentralized,
and uses Bitcoin as a name directory for repository addresses. However, the
history of commits is not immutably persisted, and thus accountability is not
achieved. Finally, Beregszaszi [10], also suggests a decentralized storage of Git
objects, but with the help of IPFS [9] which is a content-addressed P2P filesys-
tem. The approach further depends on Ethereum smart contracts to provide
access-control and to manage pointers of the latest repository revisions. How-
ever, the history of commits is not stored in the blockchain, and thus resource
provenance and process accountability cannot be guaranteed.

8 Concluding Remarks and Future Work

In this paper we presented a novel approach to enable accountability in the col-
laborative development processes of declarative deployment models for business-
critical applications. Our approach is decentralized and based on blockchains.
This allowed us to ensure integrity and provenance, the two aspects of account-
ability, without the need for a trusted third-party which could be difficult to
agree upon, and would constitute a single point of failure. Our approach also
provided a decentralized mechanism to maintain the identity and authenticity of
all participants as part of the process integrity. Finally, as a future work, we plan
to enhance the security of the approach via tackling the issue of an authorized
participant losing their private key by making the tree-of-trust dynamic based
on participants’ behavior, or by adding a blacklisting mechanism to it.

Acknowledgments. This research was funded by the Ministry of Science of Baden-
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Abstract. Multitenancy is an important feature for all Everything as
a Service providers like Business Process Management as a Service. It
allows to reduce the cost of the infrastructure since multiple tenants
share the same service instances. However, tenants have dynamic work-
loads. The resource they share may not be sufficient at some point in
time. It may require Cloud resource (re-)configurations to ensure a given
Quality of Service. Tenants should be migrated without stopping the ser-
vice from a configuration to another to meet their needs while minimiz-
ing operational costs on the provider side. Live migrations reveal many
challenges: service interruption must be minimized and the impact on
co-tenants should be minimal. In this paper, we investigate live tenants
migrations duration and its effects on the migrated tenants as well as
the co-located ones. To do so, we propose a generic approach to measure
these effects for multi-tenant Software as a Service. Further, we propose
a testing framework to simulate workloads, and observe the impact of
live migrations on Business Process Management Systems. The exper-
imental results highlight the efficiency of our approach and show that
migration time depends on the size of data that have to be transferred
and that the effects on co-located tenants should not be neglected.

Keywords: Live migration · Multitenancy · BPMS · Performance

1 Introduction

A software service provider that wants to provide its service in the Cloud needs
to adjust the Cloud resources it consumes to the needs of his customers. A Web
based business application requires the deployment of a software stack including
application servers and databases. In order to accommodate multiple customers,
the provider can rely on a multi-tenant architecture that allows managing several
customers on the same server. Thus, to accommodate all customers with the min-
imal set of resources, it might be necessary to tenants from one installa-
tion to another one. During peak hours, many resources might be required, while
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at night a single resource could respond to all the requests from all customers.
Live migrations can be used to ensure such kind of optimization. It can lead to
significant gains in the operational costs. Migrating a tenant from a ressource to
another has consequences. It takes time during which the service is not available
for the customer. It consumes resources as CPU, networking, and disk IO that
may affect the Quality of Service (QoS) for other co-located customers. In this
work, we investigate the effects of multi-tenant Web applications live migrations.
To the best of our knowledge, our work is the first to focus on evaluating the
impact of live migrations on both service interruption time and co-located ten-
ants performances for a service including both application and database servers.
To investigate the effects of tenants live migration, we propose an approach to
evaluate: (i) the duration of service interruption when a tenant is migrated; (ii)
the effects of a live migration on the migrated tenant; and (iii) the effects on the
performances of other tenants hosted on both origin and destination resources
during the migration. The proposed approach is generic and can be applied for
all multi-tenant Web applications sharing a set of resources (computing and/or
storage). We apply it to a multi-tenant Business Process Management System
(BPMS), representing a classical transactional application. To do so, we propose
a performance test framework to investigate the efficiency of our approach in
determining the effects of migrations for multi-tenant BPMS. The main design
goal of the proposed framework is to create a dynamic testing environment that
scales in terms of resources and tenants numbers.

To summarize, the main contributions of this paper are as follows:

– A generic approach to measure the impact of the live migrations in terms of
service interruption time and performances (execution time) for multi-tenant
Web applications. (Section 3)

– A performance test framework for multi-tenant BPMS. Indeed a detailed
description of the framework architecture is presented. (Section 4)

– An example on how the framework can be used for measuring the effects
of live migrations on the Performance edition of the BPMS Bonita 7.4.31.
(Section 5)

The rest of the paper is organized as follows. Section 2 describes a motivating
example that we use throughout this paper to explain the different steps of the
proposed method. Our proposed approach for evaluating migrations effects is
introduced in Sect. 3. The test framework for multi-tenant BPMS is presented
in Sect. 4. Experiments and empirical results are presented in Sects. 5 and 6.
Related work, Threats to Validity and Conclusion and Future Work are presented
respectively in Sects. 7, 8, and 9.

2 Motivating Example

Live migrations of tenants is important for the service provider. Let’s consider
a Business Process Management as a Service setting consisting of a BPMS
1 http://www.bonitasoft.com.

http://www.bonitasoft.com
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deployed on a Cloud provider infrastructure. The Cloud provider offers a set of
computing resources. For performance reasons, a BPMS installation is deployed
on a resource that consists of at least two compute instances for both a database
and an application server. Each resource is characterized by its price per unit of
time as well as a minimum and a maximum tasks throughput per second. Each
active BPMS instance is used by customers named tenants. Each tenant has a
QoS requirement expressed in terms of BPM task throughput. In Fig. 1, the ten-
ant T4 has an initial BPM task throughput of (40 task/second) at time (t = t0).
It goes up to (60 tasks/second) at time (t = t1). The widths of the resources
and the tenants correspond respectively to the capacity and the requirements in
terms of task throughput.

Fig. 1. Tenants distribution at time t = t0 and t = t1

At time (t = t0), the tenants are placed on the different resources. For exam-
ple, in Fig. 1, the tenants T1, T2 and T3 share the first installation deployed on
the resource R1. At time (t = t1), the tasks throughput of the different tenants
(presented in black) changes, which leads to over and under utilization, respec-
tively of R2 and R3. We reorganize the distribution of tenants on the different
resources. An appropriate solution consists in migrating T4 to R3. Migrations
may induce a service disruption on the tenant side and is not instantaneous. The
interruption time for T4, includes its deactivation on the origin installation R2,
its migration to R3, and its activation on R3. Further, it may have an impact on
the performances of the co-located tenants. Thus, we are interested in providing
a way to investigate the effects of the migrations on the service interruption time
and the performances of the co-located tenants. The next section presents the
proposed approach used to solve the aforementioned challenge.

3 Measuring the Impact of Migration

In this section we present our approach to evaluate the impacts of tenants live
migrations on both service time interruption and tenants performances. First,
we present the metrics we use to detect these impacts. After this, we describe
the assumptions we make related to the effects of live migrations. Then, we
explain the generic setup we propose to do the measurements in a way that can
be replicated for Web applications including application and database servers.
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To the best of our knowledge, there is no zero-downtime technique to perform
tenants migrations from an origin to a destination resource. Further, with regular
relational databases, there exist no way to perform live migrations from one
resource to another, with a zero-downtime for the tenant. During a migration,
the tenant may undergo a limited availability of the services provided by the
Web application, causing QoS breaks. We characterize the impact of tenants
migrations on the overall software operations, using three metrics.

The migration duration or service interruption time is the time that can
be measured between the beginning of the migration on origin resource, when it
stops accepting requests and the time when it starts accepting requests on the
destination installation.

The second and third metric measures the impact of migrations on perfor-
mances of tenants hosted on origin and destination resources. We measure the
processing time for the migrated tenant and for co-located ones on the origin
and destination resources, this during, and after the migration. We name these
two metrics migration effects on migrated tenant , and migration effects
on co-located tenants.

We want to measure the processing time of the executing operations from the
customer and the service provider perspectives. Fulfilling a client request does
not imply the termination of the associated operations on the service provider
side. A BPMS engine may take additional time to terminate the operation after
satisfying the client request as there could be long executing processes running
after the answer to the client.

We have several assumptions about the negative effects of migrations on
the service interruption time and the performances, that we want to verify and
measure using our approach:

– Migrations duration is predictable and increases with the size of the data.
Migrations consist of copying Web application data from the origin resource
to the destination resource. More data means more time to copy.

– Migration effects on migrated tenant exist and are provoked by the creation of
a new tenant on the destination installation. This could have various causes
such as negative cache hit or asynchronous libraries initialization.

– Migration effects on co-located tenants exist and must be taken into account.
The live migration will have effects on both the origin and destination resource
of the migration, and their tenants. As tenants are activated, deactivated,
and their data is being read, copied across the network and written on the
resources, it may induce performance degradation on both resources executing
co-located tenants operations.

In order to measure these metrics, we simulate users interactions with the
studied Web application. For each measurement, we observe variations such as
the nature of the workload and the quantity of operations initiated in the system.
We store every duration of each launched operation on the Web application as
well as of each migration.

We propose an experiment where we first execute a defined workload for a
tenant, hosted on the origin resource. We then migrate this tenant from the origin
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resource to the destination resource, and observe the corresponding migration
duration. For each experiment, we store each corresponding time stamp, includ-
ing the relevant internal steps (such as the beginning and end of the movement
of data, the eventual phases of deactivation and reactivation of tenants, etc.).

In order to evaluate the Migration effects on migrated tenant, we measure
the performances of the tenant before migration on the origin resource, and
after migration on the destination resource. We assume we can retrieve Web
application response times, if possible. This is usually stored inside the database
of the Web application. It should also be possible to retrieve these metrics from
the load testing tool point of view. All the duration of the HTTP queries and
corresponding processing durations are timestamped and fully identified so we
can compare them with the point of view of the application.

We want to compare the effects of a migration on the other tenants currently
hosted on the origin and destination resources. In this case, we propose to initiate
workloads on tenants on both origin and destination resource. We also initiate
a shorter workload for a tenant on the origin resource who will be migrated
after to the destination resource, as in previous experiments. A workload is then
executed on the migrated tenant, after the migration.

The Migration effects on co-located tenants are retrieved for the co-located
tenants hosted on both origin and destination resources. In order to do this one
should retrieve response times of the HTTP queries and corresponding process-
ing durations for tenants. We consider as “query concerned by migration” every
query running between the beginning of the migration and the end of the migra-
tion, i.e., where the timestamp of the beginning of the query is before the end
of the migration, and the end timestamp of the query is after the beginning of
the migration. We then compare to other processing durations, when there is
the same number of tenants, with the same load and on the same resources. The
differences in processing durations will show the effects of the migration on the
co-located tenants.

4 Experiment Framework

In order to validate our approach, we developed a testing framework to study
the impact of live migrations for multi-tenant BPMS. According to the type of
the performance metric to be investigated, the framework takes as input a set of
parameters and provides as output a set of measurements. The Fig. 2 depicts the
architecture of the proposed framework. We distinguish the following elements:

– The migration method used to move the tenants from one installation to
another (out of the scope of this paper).

– The load testing components used to generate variable workloads to the Sys-
tem Under Test (SUT).

– The SUT represents the BPMS to be studied.

In the rest of this section, we present a detailed description of each component
as well as the orchestration of the framework to perform the measurements.
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Fig. 2. The framework architecture for studying the impact of live migrations on multi-
tenant BPMS

The load testing components (Fig. 2) emulates the behaviour of users within
tenants interacting with the BPMS.

In the case of a BPMS, we used two different categories of load testing com-
ponents: a load tester for tenant and processes initialization and BPM agents
for BPM tasks retrieval and processing.

The goal of the load tester is the following:

– Initialize all the tenants as well as the users within each one.
– Deploy the BPM processes needed for the experiments, and add the autho-

rizations and roles needed for the proper functioning of the BPMS.
– Start process instances according to the specific test requirements, by initial-

izing calls to the HTTP API of the BPMS.

The load tester is implemented relying on the Faban framework2 used for the
BenchFlow framework [3]. It enables the specification of complex workload, as
well as the number of simulated users that are interacting with the SUT, and the
duration of the interaction. The Faban framework then takes care of executing

2 http://faban.org/about.html.

http://faban.org/about.html
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the specified load test, and ensure a correct and verified execution of the defined
load.

A BPMS tenant has an organizational structure that consists of different
groups of users. According to their profiles and roles, users carry out different
business activities within the organization. We use a multi agent system (MAS)
to model and simulate the users involved in the execution of business activi-
ties within each tenant. A MAS consists of a number of agents in a common
environment (real/virtual) where they can act and cooperate to achieve sys-
tem objectives [10]. In our work, we focus on the mapping of the organizational
settings within tenants to agents. Using agents on behalf of tenants users pro-
vides a suitable means of reproducing human behaviour. Due to their distinct
capabilities in terms of autonomy, flexibility, and adaptability agents present
effective solutions in modeling and simulating behaviours of human resources.
We use agents to imitate human resources in order to: (i) work with process
instances including various proportions of human tasks, which are similar to
those deployed within real organizations; and (ii) maintain a given threshold of
active tasks during tenants migrations to investigate its impact on the migra-
tion duration as well as on the co-localized tenants on both origin and target
installations.

Each agent represents an active entity that performs specific tasks on behalf
of a user within a BPMS tenant. The agent user behaviour consists of the fol-
lowing actions: the agent first connects to the BPMS platform. Then, it starts
retrieving the available tasks. If the number of ready tasks is under a given
threshold, which represents the sought tasks number before tenant migration,
the agent waits until more process instances are started. Else, the agent executes
the task after assigning it to itself.

In order to fulfill reproducibility, our framework uses Docker containers.
Docker permits easy operating-system-level virtualization. We use it to the
launch of the SUT, and for the injection and migration scripts and tools. We
used Docker Swarm3 for our cluster management, and Docker Compose for the
description of the distributed system. Swarm is a functionality of Docker to
manage containers on several nodes. Docker Compose allows to describe a com-
plete stack, which can be composed by several containers having dependencies
between them, as the use of the database by the Web application.

We also used Faban and BPM agent Docker Compose files in order to launch
them easily, with all the required parameters such as the names of the users,
tenants, and processes.

To use the framework, we must prepare a test descriptor containing the
various parameters of the experiments. The parameters can be customized in
order to evaluate the behaviour depending on the BPM schema, the BPMS, the
duration of the BPM processes injection, etc.

Once a test is launched, the following steps are triggered:

1. Test initialization: creation of unique identifier for the test and experiment
directory.

3 https://docs.docker.com/engine/swarm/.

https://docs.docker.com/engine/swarm/
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2. Deploy initialization: reset and initialize Docker Swarm on the resources and
needed files for the experiment.

3. Deploy BPMS: deploy the BPMS and corresponding databases containers on
the resources.

4. Launch test: deploy the Faban load testers, the BPM agents on the concerned
resources, and execute the tests for the concerned tenants.

5. Copy results: launches queries on BPMS database in order to get processing
time, retrieve results and store them.

In step 4 we launch multiple loads on a set of tenants for a defined duration,
named “background tenants” while a loaded tenant is migrated. The tests for
the background tenants are launched in an asynchronous manner. A launch of
the Faban load tester coupled to the BPM agent is triggered on the studied
tenant (“migrated tenant”) for a short duration. Once this first step is finished,
the framework waits for a defined duration to let all processes finish. Then
the migration is triggered. After this migration, a second process injection is
launched on the destination resource. Results of the tests can be then retrieved
from the BPMS, the BPM agents and the Faban agents.

In step 5, we retrieve the measures. The results consist in the duration of the
migration, the response time and the duration of processing of each process and
tasks launched during the test. These results have a timestamp stored in CSV
file with the identifier of the BPM task and its corresponding process, and their
durations.

5 Experimentation

We explain in this section how we have adapted our framework4 for our use
case. As shown in the Fig. 2, the SUT is composed of five software elements,
including the origin and destination stacks consisting of one BPMS engine and
its corresponding database, and a reference database whose goal is to host the
archive and system data.

For our tests, we use BonitaBPM 7.4.35 in its commercial Performance edi-
tion6.

We conducted these tests with different parameters for the origin and tar-
get resources, and for multiple processes quantities. We needed a method to
migrate tenants, a realistic workload, test scenarios, and test infrastructure. All
the experiments characteristics are described in the rest of this section.

Live migration of tenants requires a series of steps. BonitaBPM allows stop-
ping and restarting the tenant operations. When a tenant or his underlying
operations are in a stopped state, new operations cannot be launched, and cur-
rent operations are put on hold.

4 https://github.com/guillaumerosinosky/migration bpms.
5 http://www.bonitasoft.com.
6 Multi-tenancy is only available in this commercial licence.

https://github.com/guillaumerosinosky/migration_bpms
http://www.bonitasoft.com


Evaluating Multi-tenant Live Migrations Effects on Performance 69

Fig. 3. Proposed database architecture. Software uses a relational database. A “refer-
ence” database for system-related and archive data is used. External tables are used for
the links between the reference database and the database used by the Web application.

We have used specific Docker Compose file referencing two Bonita Docker
containers, two Postgresql 10 Docker containers for the application databases,
and one for the reference database. Figure 3 shows the corresponding five con-
tainers, which will be generated for each experiment.

We use three different business processes models to investigate the impact of
the different workflow structures on the migration duration. The processes are
modeled using the graphical standard language BPMN7. The first model consists
of a single human task. The other models represent a combination of human and
automatic tasks as well as parallel and exclusive gateways. These models were
initially defined and used in [4]. The second model, in Fig. 4, consists of a set
of automatic tasks implemented as script tasks and a single human task. The
process starts by initializing an integer number (x = 0), which is incremented
by the script task situated after the first exclusive gateway. With respect to the
value of the variable (x), the upper and lower branches are followed. The model,
shown in Fig. 5, has a more complex structure compared to the processes models
above. It consists of two human tasks executed in parallel. The process starts by
initializing an integer number (x = 0), which will be later incremented within the
script task situated after the gateway “endAsk”. With respect to the value of the
variable (x), the upper and lower branches are followed. To have a deterministic
behaviour, the upper path, which contains the last exclusive gateway is executed
till (x == 4) before the ending of the process.

In order to evaluate the three metrics presented in Sect. 3, we have conducted
two sets of experiments:

– The first experiment evaluates the Migration duration. In this case, we have
launched the framework for only one tenant. We executed the load on the
origin resource for iteratively 0, 5, 10, 30, 60, 120, 300, 600 s for the three
types of BPM schemas, and then we performed three migrations of the pro-
cesses from the origin resource to the destination resource, and vice versa.
We observed the total duration of the migration, including its different steps:
deactivation of tenant, migration of the data and activation of the tenant.

7 Business Process Modeling Notation.
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Fig. 4. AdditionalApproval BPMN schema

Fig. 5. M3Process BPMN schema

– The second experiment observes Migration effects on migrated tenant and
Migration effects on co-located tenants tests. In this case, we have three ten-
ants: one background tenant running on the origin resource (tenant1 ), one
background tenant running on the destination resource (tenant3 ). Each one
has one Faban agent injecting processes for 20 min, while 100 BPM agents
close their tasks. A third tenant, tenant2, is launched first for 2 min on the
origin resource. The framework waits for 5 min in order to let every process
finish, and to have comparison for Test 3. Then a migration from the origin
resource to the destination resource is triggered, and a 2 min load is launched
for this tenant on the destination resource.

We have conducted the tests on Azure Public Cloud. We used the following
instances types:

– Databases: Standard E2s v3 (2 vcpus, 16 GB memory) - 3 instances
– BPMS: Standard F4s (4 vcpus, 8 GB memory) - 2 instances
– Faban load tester (Harness and Agent): Standard F1s (1 vcpus, 2 GB memory)

- 1 or 3 instances respectively for the first and second experiment
– BPM Agents: Standard F2s (2 vcpus, 4 GB memory) - 0 or 3 instances respec-

tively for the first and second experiment
– Orchestrator: Standard B2ms (2 vcpus, 8 GB memory) - 1 instance

E-series are memory-optimized instances8. We used it for the database
instances. F-series9 are computing-optimized instances. We have chosen it for
8 Standard memory optimized instance: https://docs.microsoft.com/en-us/azure/

virtual-machines/linux/sizes-memory.
9 Standard computing optimized instance: https://docs.microsoft.com/en-us/azure/

virtual-machines/linux/sizes-compute.

https://docs.microsoft.com/en-us/azure/virtual-machines/linux/sizes-memory
https://docs.microsoft.com/en-us/azure/virtual-machines/linux/sizes-memory
https://docs.microsoft.com/en-us/azure/virtual-machines/linux/sizes-compute
https://docs.microsoft.com/en-us/azure/virtual-machines/linux/sizes-compute
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the BPMS, the BPM agent and the Faban load tester. The instance we have
used for the orchestration and data collection is a small size burstable instance.

6 Empirical Results and Analysis

In this section, we present the results we obtained following our experimentation.
Due to space limitations, detailed results are shared here10.

Fig. 6. Mean duration vs number of processes

Figure 6 shows the duration for: the deactivation of the tenant on the origin
resource, the migration of the data, the activation on the destination resource,
and the total duration of the migration.

The deactivation of tenants is very fast (less than 1 s) and stable regardless
the number of active processes or the BPM schema. The activation of tenants is
less stable, and last for a few seconds. The copy of the data seems very linear.
It is the fastest for the smaller schema, TestHumanTask (about 20 s for 10000
processes), then longer for the schema addtionalApproval (more than 30 s), and
even longer for the M3Process schema. All durations stay the same for 0 pro-
cesses, and there is some variability, which may be linked to the uncertainties of
Cloud behaviour.

Figure 7 provides details on the duration of the deactivation and activation
of tenants compared to the number of invocation. The duration is stable for the
10 http://dx.doi.org/10.5281/zenodo.1402632.

http://dx.doi.org/10.5281/zenodo.1402632
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Fig. 7. Duration distribution vs order of launch

deactivation, between 0.05 and 0.4 s for all the experiments. This is not the case
for the activation corresponding to the first migration. It always last for more
than 3 s when most other last around 1.5 s. The second migration has a higher
duration than the rest. Apart of some longer experiments, which are occasional,
the behaviour of both activation and deactivation is similar regardless the BPM
schema, and the number of migrated processes.

Duration vary between 5 s for no active processes to about 30 s for about 10
thousands processes for the TestHumanTask processes. The process comprised
of a parallel tasks has a longer duration: 50 s for more than 10000 injected pro-
cesses, this is about 20 s more than for sequential processes. This is probably
caused by the migration of two active tasks instead of only one for other pro-
cesses. This shows that in order to evaluate the duration of live migrations, one
must consider the BPM schema structure. The duration of the migration of the
schema M3process is also a bit longer than the duration of the HumanTask. The
presence of numerous automated tasks and gateways could provoke the storage
of additional data for this process.

We have seen in the last part that the duration of the activation part of the
migrations is longer for the first migrations. The reader must remember that
in this experimentation we have launched iteratively 6 migrations, 3 from the
origin to the destination and 3 for the destination to the origin, using the same
tenant. The probable explanation here is that the first activation of the tenant
in a resource needs some initialization in the tenant’s metadata (such as library,
cache initialization, filesystem based resources, etc.), which do not exist yet in
the filesystem or memory of the target resource’s installation when it is migrated
for the first time. This behaviour happens only one time, and the duration of
the activation part stays stable after this first.

Now, we present the results for processes durations on the origin resource,
and on the destination resource of a migrated tenant. The Table 1 shows the
general statistics depending on the observed schema, and when the results have
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been retrieved in the experiment(before -pre- or after -post- the migration). The
mean duration of TestHumanTask process is about 1300 ms shorter after the
migration compared to before, but 1500 ms longer for the M3Process schema
and 2700 ms for the AdditionalApproval process. The standard deviations are
similar except for the TestHumanTask process.

Table 1. Duration of tasks grouped by BPM schema and moment compared to the
migration.

BPM schema When Count Mean Std Min 25% 50% 75% Max

M3Process Post 10292.0 38449.2 16217.7 13657.0 26046.0 34401.0 44808.0 76321.0

M3Process Pre 14630.0 36950.8 15909.0 4398.0 24837.0 33933.5 47169.0 87303.0

TestHumanTask Post 19529.0 12579.3 9378.1 581.0 3081.0 9588.0 15921.0 32269.0

TestHumanTask Pre 19688.0 13892.8 15594.2 466.0 2969.5 12282.0 19553.5 168560.0

AdditionalApproval Post 17710.0 113370.0 42819.4 22915.0 78601.0 116355.0 146674.0 199938.0

AdditionalApproval Pre 25749.0 110685.8 42710.7 12907.0 83799.0 114749.0 141261.0 199856.0

We obtain slower mean durations for M3Process and additionalApproval pro-
cesses after the live migration, and faster mean duration for the TestHumanTask
process. At the time of writing, we don’t have rational explanation for that.

We compare in Fig. 8 the duration of processes from the BPM provider per-
spective (left), and task duration from the BPM agent perspective (right). On
both figures, the blue (left) boxplot for each number of active processes is the
duration when no migration is executed, and the orange (right) boxplot is the
duration during the migration.

There are a lot of variation probably due to the Cloud behaviour, and to some
non deterministic effects after the live migrations. Some processes last for more
than 200 s, up to 1000 s. Even with these effects, the duration of both processes
and tasks are positively correlated to the number of active processes. Durations
are a bit longer and less stable during migrations.

In order to have a more homogeneous comparison, we removed from the
data the processes having a duration superior to 200 s and tasks superior to
15 s. The Table 2 shows the corresponding results for the BPM tasks response
time, aggregated by tenant. The table shows that the duration is always longer
during migrations, both for the tenant on the origin resource (tenant1) and on
the destination resource (tenant3). The difference in duration is between 26 and
650 ms. We cannot find correlation with the BPM schema. The performances of
tenant1 and tenant3 are similar, sometimes faster, and sometimes slower.

As in the previous experiments, additional process is much longer than
M3Process, which is longer than human task. The same behaviour occurs for
the composing tasks at a much smaller scale.

The effects of the live migrations on the co-located tenants are not important
but they exist. We observe a few hundred more milliseconds for each type of
BPM schema. It is higher for the more complex BPM schemas than for the
simpler. This is the same when we compare the effects on the tenant of the origin
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Fig. 8. Process duration -BPMS point of view- distribution (left) and task duration
-BPM agent point of view- distribution (right) vs process schema and number of active
processes. (Color figure online)

Table 2. Duration of tasks during migration compared to before grouped by BPM
schema and tenant

BPM schema Tenant Migration

running

Count Mean Std Min 25% 50% 75% Max

M3Process Tenant1 False 11745.0 1018.9 511.4 183.0 668.0 884.0 1157.00 5819.0

M3Process Tenant1 True 4602.0 1126.4 695.8 115.0 738.0 962.0 1302.75 13926.0

M3Process Tenant3 False 11351.0 1003.2 475.9 208.0 674.0 874.0 1174.00 3612.0

M3Process Tenant3 True 3995.0 1208.9 600.1 297.0 795.0 1025.0 1533.50 5270.0

TestHumanTask Tenant1 False 17375.0 718.0 1171.1 114.0 330.0 482.0 687.00 11671.0

TestHumanTask Tenant1 True 4107.0 734.1 464.6 124.0 439.0 617.0 791.50 4665.0

TestHumanTask Tenant3 False 18857.0 609.5 393.7 122.0 345.0 505.0 704.00 2959.0

TestHumanTask Tenant3 True 4667.0 738.6 491.7 145.0 426.5 603.0 791.00 3444.0

AdditionalApproval Tenant1 False 15131.0 2790.5 2055.7 360.0 1281.0 2100.0 3404.00 12241.0

AdditionalApproval Tenant1 True 5405.0 2883.6 2359.1 398.0 1313.0 2152.0 3484.00 14949.0

AdditionalApproval Tenant3 False 19530.0 3050.3 2109.8 354.0 1458.0 2255.5 4110.00 12673.0

AdditionalApproval Tenant3 True 8299.0 3702.0 2349.8 558.0 1751.0 2935.0 5521.00 12882.0

resource to those on the destination resource. Migrations have more effects on
the AdditionalApproval process destination resource than on the origin resource.
This will require more investigations. The results we obtain are similar for the
process duration.
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7 Related Work

Performance is a major concern for multi-tenant service providers. In the litera-
ture, performance evaluation for multi-tenant environments is tackled from dif-
ferent perspectives including evaluation of tenant placement [11,12], live migra-
tions [2,5] and the suitability of the sharing approach [6,8]. The target appli-
cations are mainly multi-tenant databases, whereas in our work, we focus on
evaluating the tenants migration effects for a Web application including both
application and database servers. Initially, the live migration is used for Vir-
tual Machines [1]. The approach consists in moving a virtual machine and its
dependencies from one hardware resource to another without being shutdown.
The aim is to decommission the hosting of resources, which are not needed any-
more, while minimizing the downtime and the negative effects. In [6], the authors
extend the TCP application for benchmark to support multi-tenant platforms.
The performance evaluations focus on determining the maximum throughput as
well as the tenants number supported by the platform, which can be used later
to provide insights about the suitable sharing approach. Although, in our work,
the number of the tenants as well as their requirements in terms of throughput
are known in advance, our main focus is on investigating tenants live migrations
impacts on duration and response time, which is not supported in [6]. In [12],
the authors present the STeP framework for scheduling multi-tenant databases
on the suitable resources. SteP provides a new set of tenants packing algorithms
to optimize both static and dynamic resource allocation. Further, it uses a set of
metrics including performance objective violation, the operations cost and the
monetary penalty to determine the efficiency of the placement approach. In our
work, we focus on the impact of the dynamic placement and its effects on the
tenants where the authors consider only scheduling. In [9], the authors present
a profit-driven tenant placement strategy for multi-tenant databases. Similar to
[12], a set of placement algorithms are proposed, which were evaluated based
on operations cost and the SLA penalty costs. Although the authors discuss
the suitable deployment of multiple tenants, the migration of tenants and its
impacts are kept as a future extension of their work. In [7], the authors pro-
pose a framework that furnishes policies for hardware provisioning and tenants
scheduling according to the tenants classes and their performance SLOs. While
in our work, we assume we know in advance the required resources to deal with
the evolving requirements of tenants and we provide an approach to measure
the impact of the live migration in terms of duration and response time.

8 Threats to Validity

The proposed approach has different limits, that we tried to mitigate when
possible:

– We have tested the effects of co-located tenants only for small numbers of
active processes (0 to 200). We need to test with more active processes.
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– Using Public Cloud resources induces variability problems. As we have seen
in the results, even when executing multiple tests we still have many outliers,
sometimes on a whole experiment. The only solution is to launch even more
experiments. We plan to make a more intensive analysis of migration for a
next iteration, and the framework will help us in this task.

– We have not studied the effects of multitenancy on the performance. In this
case we have compared results for a fixed number of tenants. Indeed, there
could be additional operations related to the management of tenants, but non
related to the workload. Response time could not be totally proportional to
the injection if there are more tenants. We plan to study this in a future work.

– The results concern only one BPMS and one live migration method. We plan
to test with more BPMS from different vendors.

– In its current implementation, the framework scales in the number of
Faban/BPM agents. However, when we tried to scale up the number of Faban
load tester instances, we had issues with the parameters. The SUT should to
be tuned in order to take advantage of this (resource-wise, and parameter-
wise). In this experiment, we have tuned the SUT in the same way for all
the experiments. We plan to execute tests with different configurations of the
parameters and test different resource configurations in future work.

9 Conclusion and Future Work

In this paper, we presented two contributions: (i) a generic approach to measure
the impact of live migrations in terms of service interruption and performances
evaluation for Web applications; and (ii) a performance test framework for multi-
tenant BPMS. We present an example on how the framework can be used for
measuring the effects of live migrations using a well known BPMS. The analysis
of the experimental results showed that the duration of a migration depends
linearly on the size of the active data and that the effects on the co-located ten-
ants cannot be neglected. Indeed, live migrations may last for long and providers
should take them into account and study their effects before on their applica-
tions if they want to guarantee the same QoS. This fact could included in the
migration decision of elasticity algorithms. Further, our framework can be eas-
ily used for other Web applications or other live migration methods with the
appropriate adaptation mentioned in the paper.

As a future work, we plan to perform deeper analysis on the effects of live
migrations on co-located tenants, for various number of tenants, live migra-
tion methods, and Web applications in order to have better view on their QoS
impacts. We also intend to enhance our framework, by improving the BPM
agent component through the modeling and simulation of more advanced human
behaviours. Our work allows to have a better view on live-migrations effects and
pinpoint important criteria Software as a Service (SaaS) providers should not
underestimate. It can be used to evaluate deployment decision and to parame-
terize elasticity algorithms when QoS constraints are very strong.
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Abstract. Predictive business process monitoring concerns the unfold-
ing of ongoing process instance executions. Recent work in this area fre-
quently applies “blackbox” like methods which, despite delivering high
quality prediction results, fail to implement a transparent and under-
standable prediction generation process, likely, limiting the trust users
put into the results. This work tackles this limitation by basing predic-
tion and the related prediction models on well known probability based
histogram like approaches. Those enable to quickly grasp, and poten-
tially visualise the prediction results, various alternative futures, and
the overall prediction process. Furthermore, the proposed heuristic pre-
diction approach outperforms state-of-the-art approaches with respect to
prediction accuracy. This conclusion is drawn based on a publicly avail-
able prototypical implementation, real life logs from multiple sources and
domains, along with a comparison with multiple alternative approaches.

Keywords: Business process · Predictive monitoring · Probability

1 Introduction

Predictive process monitoring enables to predict the unfolding of ongoing process
executions based on behaviour extracted from historic executions. This includes
the prediction of, e.g., the activity to be executed next. Hereby, the planning
and prioritisation of instances and their resource utilisation can be supported,
e.g., to prevent the violation of Service-Level Agreements (SLAs), cf. [24,27].

We found that predictive monitoring work, especially if it strives to predict
upcoming activity executions and their timestamps, can largely be categorised
into two main groups based on the applied approach, cf. [18]: At first, probability
based works which transform historic logged execution behaviour into probability
based prediction models to predict, e.g., the most probable future execution
behaviour (e.g., the next activity), cf. [26]. We found those models to be small,
easy to understand, follow, and interpret. Secondly, neural networks are gaining
interest, cf. [18]. Especially, as it was found that they outperform probability
based approaches, for example, with regards to the prediction accuracy, cf. [27].

Unfortunately, the latter struggle with regards to prediction result trans-
parency and understandability – as neural networks are generally assumed as
c© Springer Nature Switzerland AG 2018
H. Panetto et al. (Eds.): OTM 2018 Conferences, LNCS 11229, pp. 78–96, 2018.
https://doi.org/10.1007/978-3-030-02610-3_5
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“black boxes”, cf. [3]. For example, fully understanding and grasping the relation
and inner organisation between hundreds of neurons, which today’s increasingly
larger and complex neural networks (prediction models, resp.) are composed of,
cf. [27], is extremely challenging. Further, given today’s network complexity, it
is hardly possible to fully grasp why/how such a complex neural network gen-
erated a specific outcome or how changing the network/neurons would affect it,
cf. [21]. So, novel techniques are required which: (a) combine the advantages of
probability based techniques (model/result traceability and understandability);
and (b) neural network based techniques (high prediction result accuracy).

Hence, inspired by this observation this paper proposes a probability based
prediction technique to predict the next execution event (activity, timestamp).
Formally: Let p be an execution trace of process P for which the next execution
event should be predicted. Further let L hold all historic execution traces t of
P . The key idea is to: first, identify the relevant traces in L for this task, and
secondly to create a probability based prediction model M from them. Here,
trace relevance is measured based on the similarity of the execution events in p
and t. Finally, the most probable next event for p is determined based on M .

So, instead of complex almost unfathomable neural network based prediction
models this work generates and applies simplistic histogram based probability
distributions. Its feasibility is analysed by comparing a prototypical implemen-
tation of the proposed approach with state-of-the-art neural network and prob-
ability based approaches using real-life execution logs from multiple domains.

This paper is organised as follows: Prerequisites and the proposed approach
are introduced in Sect. 2. The proposed prediction approach (i.e., prediction
model generation and its application) is, in detail, described in Sects. 2 and 3.
Related work is discussed in Sect. 5 while Sect. 4 holds the evaluation. Finally,
conclusions, discussions, and future work is given in Sect. 6.

2 Prerequisites and General Approach

The presented approach enables to predict, based on a given (sub) trace p, the
next execution event (i.e., activity and timestamp). For this a prediction model
M is generated from historic traces L (log, resp.), those are: (a) automatically
generated by process engines; (b) representing real behaviour (including noise
and ad hoc changes); and (c) independent from outdated documentation, cf.
[20]. This section, for the sake of understanding, focuses on next event activity
prediction to outline the general proposed prediction approach. The more com-
plex prediction of next event timestamps builds on and extends this approach
in Sect. 3.

Definition 1 (Execution log). Let L be a set of execution traces t ∈
L; t := 〈e1, · · · , en〉 holds a non-empty ordered list of execution events ei :=
(ea, et); ei represents the execution of activity ei.ea at timestamp ei.et ∈ R>0;
t’s order is given by ei.et, i.e., the events’ timestamp, cf. [5]. Based on a given
event ei and trace, •ei determines its preceding event, i.e., •ei = ei−1 if i > 1.
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This notion represents information provided by process execution log formats,
such as, the eXtensible Event Stream1, but also holds the necessary information
(activities and timestamps) for the prediction of execution events. Accordingly,
the first event e1 for trace t1 of the running example, cf. Table 1, is t1.e1 = (A, 23).
Auxiliary functions: 〈·〉i and 〈·〉[f,k] retrieve the element with index i (former) or
a range of indexes (latter) where f ≤ i ≤ k, while 〈·〉l retrieves the last element.
|T | determines the length and T 0 retrieves a random element from a list/set T .

Fig. 1. Proposed probability based predictive monitoring approach – overview

Figure 1 gives an overview on the proposed three staged prediction heuristic:
Sects. 2 (activity) and 3 (timestamp). The core component is a probability based
prediction model M which is generated based on a selection of given historic
execution traces t ∈ L and an incomplete executions trace p /∈ L – for which
the next event should be predicted. Both, p and L are assumed as given input
(prerequisites). Not each trace t ∈ L is relevant for the prediction model M .

This is because some traces t ∈ L are too dissimilar from p /∈ L to provide a
glimpse on p’s future behaviour 1©. For example, because t and p follow dissimilar
control flow execution paths in P so that behaviour in t does not allow to draw
reliable conclusions for p’s upcoming events. Compare, for example, trace t4 and
t1 in Table 1, both represent an execution of P1 with vastly different activity
orders and occurrences which could stem, e.g., from different control flow decision
node evaluations. Accordingly, we propose to utilise the dissimilarity/distance
between the given traces when deciding which traces in L are used to build M .

Table 1. Realistic running example log L, cf. Helpdesk-Logs in Sect. 4

Event ei := (ea, et) where ea= activity, et= timestamp

Process P Trace t e1 e2 e3 e4 e5 e6

P1 t1 (A,23) → (E,32) → (E,37) → (F,40) → (E,47) → (D,53)

P1 t2 (A,49) → (E,54) → (F,61) → (E,68) → (B,69) → (D,78)

P1 t3 (A,40) → (F,45) → (E,49) → (F,51) → (E,57) → (D,63)

P1 t4 (C,17) → (A,21) → (A,22) → (A,25) → (F,30) → (E,37)

1 http://www.xes-standard.org – IEEE 1849-2016 XES Standard.

http://www.xes-standard.org
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The applied distance measurement is inspired by the Damerau-Levenstein dis-
tance (DL for short) [10] – a common algorithm to measure the dissimilarity
between two sequences (traces, resp.). Here, this metric was chosen, over other
approaches, such as, the Levenstein distance [23], which is frequently applied by
existing prediction work, such as, [12]. This is because DL explicitly supports the
transposition of a sequences’ elements, cf. Definition 2 – enabling to support paral-
lel executions with varying activity orders but still comparable behaviour, cf. [27].

Definition 2 (Damerau-Levenstein activity based trace dissimilarity).
Let t and t′ be two traces. Their dissimilarity is measured by determining the most
cost efficient sequence of insert, delete, substitution, and transpositions
operations required so that the order of event activity labels (given by e.ea)
in t, t′ becomes equal. Accordingly, each edit operation gets assigned an indi-
vidual cost: ins, del, sub, tran ∈ N>0. Finally, the dissimilarity of t and t′ is
recursively calculated by applying Δ(t, t′) �→ N, i.e., comparable to [10]:

Δ(t, t′) :=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max(|t|, |t′|) if min(|t|, |t′|) = 0

min

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Δ(t[1,|t|−1], t
′) + ins

Δ(t, t′[1,|t′|−1]) + del

Δ(t[1,|t|−1], t
′
[1,|t′|−1]) +

{
0 if tl.ea = t′l.ea
sub otherwise

Δ(t[1,|t|−1], t
′
[1,|t′|−1]) + tran

if tl.ea = t′|t|−1.ea ∧ t|t|−1.ea = t′l.ea

In Sect. 3 this definition is extended to analyse activity and temporal
behaviour at once, cf. Definition 7. Auxiliary functions max(a, b) and min(a, b)
determine and return the maximum (minimum, resp.) value in {a, b}.

Assume that for the event e3 = (E, 37) in trace t1 (i.e., t1.e3) the directly suc-
cessive next event should be predicted, cf. Table 1. For this task we assume, e.g.,
that the subtraces t2[1,3] and t3[1,3] are relevant information sources while t4[1,3]
is not. This is because we assume that t4[1,3]’s execution behaviour (e.g., given
by the order and occurrence of the respective event activities) is too different
from t1[1,3] to draw, based on t4[1,3], conclusions on t1.e3’s next event. The DL
distance reflects this assumption, i.e., the DL distance of t1[1,3] and t2[1,3] = 1,
t3[1,3] = 1, and t4[1,3] = 3; assuming a general edit cost of one, cf. Definition 2
and [10].

Further, the DL can naturally be applied on discrete values, such as, event
activity labels, cf. Definition 2 and [12]. However, this work also takes values into
account which origin from a continuous data range, such as, the timestamp et ∈
R>0 of each event. For this the original DL approach is extended into a two step
approach. Hereby, the first step follows the original idea of exact equality between
event activity labels (i.e., e.ea) while the second step factors in the partial sim-
ilarity of an events’ temporal behaviour, cf. Definition 7. Without this extension
very similar traces could be classified as completely dissimilar, solely because of
minimal temporal fluctuations, which we found to be likely, cf. [5].
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Subsequently, the ms ∈ N≥1 most similar traces MS ⊆ L are transformed
into a probability based prediction model M 2©. Hereby, the key idea is that the
most probable behaviour, based on the most relevant traces, should become the
predicted behaviour. To implement this key idea the proposed approach:

(1) searches ∀t ∈ MS the events er ∈ t which are most representative for the
last known (i.e., most recently occurred) event in p (i.e., pl), cf. Definition 2;
to

(2) extract the directly successive event of each event er as a potential repre-
sentation of probable successive behaviour for pl, cf. Definition 3; and

(3) stores extracted information in M , which is inspired by weighted histograms,
cf. Definition 4. The weights represent the relevance of extracted behaviour
based on the similarity between p and the traces the behaviour was extracted
from.

Definition 3 (Prediction behaviour extraction). Let p /∈ L be a trace for
which the next event should be predicted. Let further MS ⊆ L hold historic
traces (t ∈ MS, resp.) which were found to be similar to p. Finally, for each
trace t the events with an index in the range of [|p|−|p|·s, |p|+|p|·s] are analysed.
Hereby, s ∈ R controls which indexes “around” |p| are taken into consideration.
Behaviour extraction function ext(p,MS, s) �→ L extracts (sub) traces by:

ext(p,MS, s) := {t[1,i+1] ∈ MS|i ≥ (|p|−|p| ·s)∧ i ≤ (|p|+ |p| ·s)∧ ti.ea = pl.ea}

Taking the indexes into account enables to represent our assumption that
there is a correlation between the position of an event in a trace and its suc-
cessive events. For example, it was observed that for a given process typically
a correlation between the number of already traversed loop iterations and the
likelihood that another iteration occurs (or not) can be found. Accordingly, the
number of iterations (roughly represented by the event index) also has an impact
on the to be predicted successive events. We factor this observation in by focusing
on events which have a similar index than the last event in p (i.e., |p|).

Assume that for t1.e3 = (E, 37), i.e., p = t1[1,3], cf. Table 1, the successive
activity should be predicted while MS = {t2, t3}. For this, a set of all possible
subtraces PS := ext(p,MS, s) is extracted from the traces in MS for which the
same activity, as given in t1.e3.ea = E, occurs roughly at the same index as the
last event in p (pl.ea = E) so MS = {〈(A, 49), (E, 54), (F, 61)〉, 〈(A, 49), (E, 54),
(F, 61), (E, 68), (B, 69)〉, 〈(A, 40), (F, 45), (E, 49), (F, 51)〉} when s = 0.3̇, cf. Defini-
tion 3.

From the subtraces given in PS the prediction model M is formed, cf. Defini-
tion 4. For this, the last two events (tl and t|t|−1) of each (sub) trace t ∈ PS are
extracted and its weight is determined by its reciprocal DL distance to p, so:

Definition 4 (Weighted prediction model). Let PS hold subtraces from L
which were identified as relevant behaviour sources because of their similarity
to p to form the prediction model M := {(tl, t|t|−1, 1/(Δ(t, p) + 1))|t ∈ PS}
Hereby, for each m ∈ M ; m := (e1, e2, w) holds two events e1 and e2 and a
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weight w ∈ R>0 representing the subtrace similarity based relevance of m for
the current prediction task at hand, such as, activity or timestamp prediction.

Subsequently, M is used to predict event activities, cf. Definition 5, and times-
tamps, cf. Definition 8 3©. For the sake of understanding solely the prediction of
activities is described here while the timestamp prediction is given in Sect. 3.4.

Definition 5 (Predicting activities). Let M be extracted relevant behaviour
(i.e., the prediction model), cf. Definition 4. Prediction function pa(M) predicts
the most probable activity to be executed next for p (after pl resp.) by pa(M) �→
ea:

pa(M) := {v|(v, ·, ·) ∈ M,∀(v′, ·, ·) ∈ M ; sa(M,v) ≥ sa(M,v′)}0.ea
hereby sa(M,v) :=

∑
m∈M m.w where m.e1.ea = v.ea, i.e., sa(M,v) sums up

the weights in M for a given event v based on the events’ activity v.ea. This
enables the identification of the most probable activity to be executed next.

For example, when predicting the successive event for t1.e3 = (E, 37) then
M = {(F, ·, 0.5), (B, ·, 0.3̇), (F, ·, 0.3̇)}; this prediction model is visualised in
Fig. 2. Based on that model M , pa(M) = F as the summed up weight for F
is 0.83̇. In comparison the second most probable activity B only achieves a
summed up weight of 0.3̇ – cf. running example in Table 1. Here, in Sect. 2, we
have outlined the proposed event activity prediction approach; in Sect. 3 it is
extended to predict temporal behaviour (event timestamps).

3 Probability Based Predictive Temporal Monitoring

This section gives additional details on the approach set out in Fig. 1. It focuses
on the prediction of temporal behaviour (i.e., p’s next event timestamp). Note,
that the prediction of the next events’ activity was already outlined in Sect. 2.

3.1 Applying Intervals to Analyse Continuous Variables

Fig. 2. Exemplary, weighted histogram
based visualisation of the prediction
model M

The similarity calculation and predic-
tion approach proposed in Sect. 2 can
naturally be applied to discrete values,
such as, activities (labels, resp.). How-
ever, to apply them to values which ori-
gin from a continuous data range, such
as, timestamps or timespans, they must
be extended to prevent the generation of
largely incorrect prediction results: simi-
lar temporal behaviour would be recog-
nised as dissimilar due to minor tempo-
ral fluctuations. For this, we propose to represent continuous values as inter-
vals, cf. [4]. This increases the flexibility as slightly varying temporal busi-
ness process execution behaviour is still recognised as similar as, for example,
t1.e1.et = 1, t2.e1.et = 3 both fit in the interval [0, 4].
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In the following the temporal process execution behaviour in L (to define
intervals and perform predictions) is represented as timespans. Here, such times-
pans refer to the time which has passed between two directly successive exe-
cution event observations. This enables to predict the most probable timespan
between the last known event (i.e. pl) and the time of execution of the to be pre-
dicted next/successive process execution event activity – which can subsequently
be mapped on p’s next event execution timestamp while not being affected by
fluctuations in the specific event execution times. For example, the timespan
between t1.e5 → t1.e6 and t3.e5 → t3.e6 is equal (i.e., 6) while the individual
event timestamps are different (e.g., t1.e5.et = 47, t3.e5.et = 57), cf. Table 1.

Definition 6 (Timespan extraction). Let L be a set of execution traces and
a, a′ two activities for which all timespans should be extracted from L. Extraction
function ate(a, a′, L) �→ {d1, · · · , dn} extracts ∀t ∈ L the timespans (d ∈ R≥0)
between directly successive executions of the activities a, a′ as a multiset:

ate(a, a′, L) := {|e.et − e′.et||t ∈ L; e, e′ ∈ t; e.ea = a ∧ e′.ea = a′ ∧ e = •e′}

The timespan extraction starts by selecting a pair of activities (i.e., a and
a′). Subsequently all traces in L are searched for directly successive events (i.e.,
ei, e

′
i+1) where e.ea = a and e′.ea = a′. Finally the timespan d between e, e′ is

calculated by executing d = |e.et − e′.et|, cf. Definition 6. Accordingly, for the
running example in Table 1: ate(A, E, L) = {6, 5} (from t1 and t2) when a = A
and a′ = E.

To determine the size and amount of intervals required to represent the
extracted timespans the Freedman-Diaconis rule [4] is utilised. It determines,
for a given list of timespans X, i.e., X = ate(a, a′, L), a suitable interval size:
int(X) := 2 · (IQR(X)/ 3

√|X|) where IQR(X) is the interquartile range for X.
Based on the prerequisites given in Definition 6 and the Freedman-Diaconis

rule multiple auxiliary functions for temporal behaviour are defined. These func-
tions are applied, in the following, when predicting the most probable timespan
which has to pass after the timestamp pl.et till the next execution event can
be observed, cf. Sect. 3.3 (i.e., enabling the prediction of the next events’ times-
tamp).

First, bc(a, a′, L) := (max(X) − min(X))/int(X)� where X := ate(a, a′, L).
It determines the number of intervals the timespans between two successive
activities a, a′ can be divided in – based on the behaviour in L. Secondly,
bi(e, e′, L) := {i|i = 0, · · · , bc(e.ea, e′.ea, L);mi(X, i) < d;mx(X, i) ≥ d}0 where
d = |e.et − e′.et|,X := ate(e.ea, e′.ea, L),mi(X, i) = min(X) + int(X) · i and
mx(X, i) = mi(X, i) + int(X). It determines how many intervals i must be
summed up to cover the timespan d between the directly successive events e, e′.

Finally, bt(e, e′, L) := min(X) + int(X) · bi(e, e′, L) + int(X)/2� maps
timespans/intervals which are related to the events e and e′ (based on L) on
a single value based on the interval size identified by int(X). This is utilised in
Sect. 3.3, for example, to determine if given pairs of events have equal/similar
temporal behaviour. Further, bt(e, e′, L) is applied when determining the most
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probable timespan between pl an the to be predicted next execution event occur-
rence.

Given the example traces in Table 1 the auxiliary functions would behave
as follows: bc(F, E, L) = 2, i.e., the Freedman-Diaconis rule determines that two
intervals (here: [4, 6.4] and [6.4, 8.8]) are required to cover the timespan between
the activities F → E for L’s traces. Hereby, X = {7, 7, 4, 6, 7} and int(X) becomes
2.4. Accordingly, the first interval always starts at min(X) and has a size of
int(X). Subsequent intervals always start at the end of the previous one. Addi-
tional intervals, if necessary, are generated till all timespans in X are covered.

In this example bi(t1.e4, t1.e5, L) = 1, i.e., the timespan between t1.e4 → t1.e5
is covered by the second interval (which is [6.4, 8.8]) as the timespan between
both events is 7. Finally, bt(t1.e4, t1.e5, L) = 4 + 2.4 · 1 + 2.4/2� = 7.6�. Based
on these auxiliary functions the Damerau-Levenshtein distance metric (DL), cf.
Definition 2, is extended to incorporate temporal process execution behaviour.

3.2 Temporal Behaviour Based Trace Similarity

Section 2 argues that the relevance of historical execution traces t ∈ L, for the
prediction of future events, for a given incomplete trace p, is related to the sim-
ilarity between p and L’s traces. So, Sect. 2 applies the DL distance to measure
activity focused trace similarities. However, the unaltered DL algorithm is too
sensible to be applied on continuous data, such as, timestamps or timespans.
This is because temporal behaviour is frequently fluctuating, e.g., the times-
pan between two activity executions is sometimes a bit shorter or longer. Such
fluctuations would result in determining similar execution behaviour (traces) as
completely dissimilar. So, we propose to extend the DL algorithm to address
this limitation.

Definition 7 (Extended Damerau-Levenstein operation cost). Let e, e′

be two events in L’s traces. Further, let c ∈ N>0 be the cost assigned to a
chosen DL edit operation, such as, ins. The individual operation cost, taking
the temporal differences into account for e, e′, is calculated by tc(c, e, e′) �→ R:

tc(c, e, e′) :=

⎧
⎪⎨

⎪⎩

c if eqa(e,e’) = false

co(c, e, e′, L) if eqa(e,e’) = true ∧ eqt(e,e’,L) = false

0 if eqa(e,e’) = true ∧ eqt(e,e’,L) = true

where eqa(e, e′) := e.ea = e′.ea ∧ •e.ea = •e′.ea and eqt(e, e′, L) :=
bi(e, •e, L) = bi(e′, •e′, L) determine if the activity (eqa(e, e′)) or timespan inter-
val (eqt(e, e′, L)) of e, e′ and their directly preceding events are equal. Further
co(c, e, e′, L) := c · (1 − (|bi(e, •e, L) − bi(e′, •e′, L)|)/bc(e.ea, e′.ea, L)) calculates
the relative edit cost if eqa(e, e′) = true and eqt(e, e′, L) = false. The latter
is the case if the activities represented by both events are equal but the temporal
behaviour is not.

The proposed extension of the DL algorithm, cf. Definitions 2 and 7, replaces
the cost variables ins, del, sub, tran with a cost function tc(c, e, e′); where
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c ∈ {ins, del, sub, tran} represent the configured costs and e, e′ represent two
events to be compared. Hereby three scenarios can emerge: (1) unequal event
activity: full cost (i.e., c); (2) equal activity, dissimilar temporal behaviour: frac-
tion of c, relative to the temporal dissimilarity; (3) equal activity and timespan
interval: cost = 0. The following examples are based on the running example
given in Table 1 and cover all three scenarios given above with exemplary event
pairs:

(1) Unequal event activity: e.g., t1.e1 = (A, 23) and t2.e2 = (E, 54), cost = c;
(2) Equal activity, dissimilar temporal behaviour: t1.e5 = (E, 47) and

t3.e3 = (E, 49) both cover the same activity (i.e., equal activity label,
t1.e5.ea = t3.e3.ea). Accordingly, the timespan d between these two events
(t1.e5 and t3.e3) and their relative directly preceding event (i.e., t1.e4 and
t3.e2) is analysed to take temporal differences into account: for the activ-
ity transition F → E five timespans can be extracted from L, such that,
ate(F, E, L) = {7, 7, 4, 6, 7} = X. For this int(X) = 2.4, such that, two
timespan intervals become relevant, first, [4, 6.4] representing t3.e3 and, sec-
ondly, [6.4, 8.8] representing t1.e5. So both events are represented by different
adjacent intervals, such that, the cost becomes c · (1 − (|0 − 1|)/2) = c · 0.5;
and finally

(3) Equal activity and temporal behaviour: e.g., t1.e6 = (D, 53) and t3.e6 =
(D, 63). For these events the activity and the transition timespan (i.e., 6)
interval from the preceding events is equal, i.e., the dissimilarity/edit cost=0.

3.3 Temporal Behaviour: Predicting Event Timestamps

Predicting timestamps of upcoming/next events follows the same key idea as
the prediction of upcoming event activities, cf. Definition 5. However, instead of
directly predicting the most probable next event execution timestamp an indi-
rect approach is applied. So, the proposed approach predicts the most probable
timespan between the last known activity execution event in p (i.e., pl) and
the most probable occurrence of the “to be predicted” next event. For this,
initially, comparable to the activity prediction, the model M , which holds the
most relevant behaviour for the current prediction task, is formed, cf. Sect. 2 and
Definition 8.

Definition 8 (Predicting timespans). Let M be extracted relevant behaviour
in L where m ∈ M ; m := (e1, e2, w), cf. Definition 5. Here the weight w ∈ R>0 is
calculated by using the DL algorithm given in Definition 2 and its extension given
in Definition 7, i.e., the proposed cost function; which enables to take temporal
dissimilarity into account. Further, let mwp ∈ R>0 control the minimum relevant
relative weight to handle highly fluctuating temporal behaviour. Finally, function
pt(M,mwp) �→ R>0 predicts the most probable timespan, which is expected to
pass after pl.et, till p’s next execution event (activity execution) will be observed:

pt(M,mwp) :=
⌈∑o

i=0,(at,·,o)∈SF at
∑

(·,·,o)∈SF o

⌉
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assuming MF := {(e1, e2, w) ∈ M |e2.ea = pa(M)} filters M based on the
activity prediced by pa(M) and gt(m) = bt(m.e1,m.e2, L) determines an average
timespan for m; MFF (at) := {m ∈ MF |gt(m) = at} filters MF based on the
average transition timespan. Further, S := {(at, g, o)|m ∈ MF ; at := gt(m), o :=
|MFF (at)|, g :=

∑
m∈MFF (at) m.w} maps triplets in MF onto average interval

driven timespans along with the relevant metadata. Finally, minW (S,mwp) :=
{s.g|s ∈ S;∀s′ ∈ S; s.g ≥ s.g′}0 · mwp determines the minimal relevant weight
and SF := (s ∈ S|s.g ≥ minW (S,mwp)) filters S accordingly.

We found that, the behaviour hold by M can further be focused/filtered. For
this the next activity a = pa(M), cf. Definition 5, can be predicted and utilised to
remove all triples from m ∈ M where m.e2.ea �= a (such that, M becomes MF ).
Hereby, the data is further condensed to only hold the most relevant behaviour
which is related to the most probable next activity execution (optional step).

Subsequently, all m ∈ MF are condensed to form triplets (at, g, o) ∈ S.
Hereby a single triplet in S can represent one or more entries in M . In each
triplet at identifies the relevant average timespan given by bt(m.e1,m.e2, L),
g ∈ R>0 represents the summed up weights (cf., m.w), and o ∈ N>0 represents
the number of entries m ∈ MF which were condensed to form this triplet in S.
Note, all entries in m ∈ M which result in the same at := bt(m.e1,m.e2, L) are
mapped on the same triplet in S. Finally, the triplets in S are utilised to predict
the timespan till p’s next execution event will most probably be observed.

For this, all s ∈ S are filtered to identify the ones which have a s.g ≥
minW (S,mwp) where mwp ∈ R>0. Here, the user chosen mwp enables to han-
dle situations were multiple timespans have an equal or close probability. For
example, it was found that when timespans are heavily fluctuating (e.g., from
minutes to days) between successive events in L then the Freedman-Diaconis
rule does not choose the interval sizes perfectly. In such cases a large amount of
observations is assigned, for example, in two adjacent intervals which would, if
only the most probable timespan is determined, result in large prediction errors.

The use of mwp enables to take this into account. So, not the single most
probable timespan is used but the average timespan of the mwp “most probable”
ones. For this, the average timespans (i.e., at) of the filtered (SF := (s ∈ S|s.g ≥
minW (S,mwp))) triplets (at, g, o) ∈ SF are multiplied by o and summed up.
Finally, the resulting summed up timespan is divided by the summed up number
of condensed entries (cf. o) of all relevant triples to determine the most suitable
average timespan between the last known and the, to be predicted, next event.

Assume that, based on the running example in Table 1, the timespan between
t1.e4 and t1.e5 (F → E) should be predicted (i.e., p = t1[1,4]). Assuming that ms =
4; all traces t2, t3, t4 are relevant. Accordingly, M = {((F, 61), (E, 68), 0.289),
((F, 45), (E, 49), 0.227), ((F, 51), (E, 57), 0.217), ((F, 30), (E, 37), 0.2)} when s = 1
and a general DL edit cost of 1 is assumed (following related raw DL distances
were calculated: 2.46̇, 3.4, 3.59, 4). Hereby, the first triplet, is motivated by t2,
the last triplet from t4 and the remaining ones represent behaviour from t3.
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In this example, MF = M , i.e., as pa(M) = E filtering M has no
effect. Subsequently, S = {(5.2595, 0.444, 2), (7.7785, 0.489, 2)} as two inter-
vals ([4, 6.519] and [6.519, 9.038]) need to be created when mapping the
triplets from MF ; int({7, 4, 6, 7}) = 2.519. When assuming mwp = 0.9 then
minW (S,mwp) = 0.4401 (i.e., 0.489 · 0.9) so that both triplets in S are
identified as being relevant, such that S = SF . Accordingly pt(M,mwp) =
(5.2595 + 5.2595 + 7.7785 + 7.7785)/(2 + 2)� = 7 which matches to the
observed timespan for t1.e4 → t1.e5.

3.4 Predicting Future Execution Events

Predicting the next execution event en := (ea, et), cf. Definition 1, for an incom-
plete execution trace p requires to predict the events’ activity en.ea and times-
tamp en.et. [27] found that both are interdependent. Accordingly, this work
initially predicted, based on Definition 5, the next activity en.ea. Subsequently
en.ea can be applied when prediction the timespan d ∈ R≥0 between the last
known event pl and en.et. Hence, for predicting en.et the most probable times-
pan d between pl.et and en.et is predicted, cf. Definition 8, and added to pl.et
to get en.et := pl.et + d.

3.5 Fostering Understandability and Trust

Recent predictive monitoring approaches are commonly applying blackbox like
prediction techniques, such as, neural networks, see Sect. 5. For those approaches
typically an outstanding prediction performance (e.g., a high activity prediction
accuracy) is reported. However, simultaneously they fall short when required to:

(1) explain alternative futures which were not classified as being most probable;
(2) explain the aspects which motivated the specific prediction results; or
(3) understand how and why a prediction result would most probably change

when adapting the prediction logic, configuration, or model in certain ways.

We assume, that these drawbacks limit the acceptance and applicability in
the respective predictive monitoring target group (e.g., management or produc-
tion planning staff). For example, when only providing the most probable futures
but not providing any alternatives expert knowledge can hardly be incorporated
into the prediction. However, based on expert knowledge a user can decide, e.g.,
that not the most probable, but the second or third most probable activity will
most probably be observed next, potentially, because of some external factors
which cannot (or not yet) be grasped by the prediction algorithms, cf. [19].

Further, providing information also about less probable futures enables to
perform random walks, cf. [14]. Those enable, for example, to depict and clarify
how multiple potential futures will unfold – enabling users to build trust into
the results and quickly grasp the related uncertainty and potential developments.
For this, we assume, that the low number of simple configuration parameters,
applied here, is advantageous, i.e., it gives the users a simple “knob” to play with
and explore different configurations, predictions, and futures quickly, cf. [19].



Probability Based Heuristic for Predictive Business Process Monitoring 89

The proposed approach can support users during result and prediction pro-
cess interpretation based on weighted histogram like visualisations which can
directly be derived from the generated and utilised weighted prediction models
M and MF , cf. Fig. 2. We assume that this enables users to grasp, but also
learn, for example, how a (potential) configuration change has affected the per-
formed prediction steps and results – fostering trust and understandability, cf.
[28]. However, the question remains if the listed limitations of blackbox like pre-
diction work may not be acceptable given the overall prediction performance of
such neural network based techniques. To address this question, the following
section will evaluate the feasibility of the proposed approach and compare it
with multiple state-of-the-art predictive monitoring approaches.

4 Evaluation

The evaluation utilises real life process execution logs from multiple domains in
order to assess the prediction quality and feasibility of the proposed approach,
namely: BPI Challenge 20122 (BPIC) and Helpdesk3. Both logs are also utilised
by existing state-of-the-art approaches, such as, [27] – enabling to compare the
proposed approach with multiple alternative approaches: [1,6,16,27]. Hereby, we
especially focus on incorporating neural network based prediction approaches as
those are generally assumed as outperforming probability based ones, such as,
the one proposed in this work, cf. [27]. Overall the evaluation, execution logs,
and how the evaluation is carried out is similar to [27] to ensure comparability.

BPIC 2012 Log: The BPIC 2012 log is provided by the Business Process Intelli-
gence Challenge (BPIC) 2012 in conjunction with a large financial institution. It
contains traces generated by the execution of a finance product application pro-
cess. This process consists out of one manually and two automatically executed
subprocesses: (1) application state tracking; (2) handling of application related
work items; and (3) offer state tracking. The comparison approaches, such as,
[27] are only interested in the prediction of manually performed events. Accord-
ingly, this and the comparison work narrow down the events to the work items
subprocess to ensure comparability. The same motivation resulted in filtering
this log to only contain events whose type is defined as complete. Overall 9,657
traces with 72,410 execution events were retained for the work items subprocess.

Helpdesk Log: This log is provided by an Italian software company and con-
tains execution traces generated by a support-ticket management process. Each
trace starts by generating a novel ticket and ends with closing the ticket when
the related issues were resolved. Overall the utilised process consists of 9 activi-
ties while the log holds 3,804 traces which consist of 13,710 execution events. We
assume the helpdesk log as being more challenging than the BPIC log. This is
because the temporal fluctuation is larger and the number of activities is higher
while the amount of traces, from which behaviour can be learned, is lower.
2 DOI: 10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f.
3 DOI: 10.17632/39bp3vv62t.1.

http://dx.doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
http://dx.doi.org/10.17632/39bp3vv62t.1
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Comparison Approaches: The proposed approach is compared with seven
alternative prediction approaches described in [1,6,16,27]. Four of those can be
categorised as probability based techniques which apply finite state automata
or transition systems. The latter can further be subdivided into set, bag, or
sequence abstraction – depending on the applied transition system building and
abstraction techniques. Three approaches apply neural networks. Either in the
form of Recurrent Neural Networks (RNN) – which incorporate feedback chan-
nels between the neurons a network is composed of – or Long Short-Term Mem-
ory (LSTM) based neural networks. The latter (LSTM) were found to deliver
consistent high quality results in a wide range of domains by coupling neural
networks with the capabilities to “remember” previous internal states, cf. [27].

4.1 Metrics and Evaluation

This section analyses the feasibility of the presented prediction approach. For
this, two metrics are applied to determine and compare the prediction result
quality of multiple prediction approaches. First, Mean Absolute Error (MAE)
is utilised to analyse the prediction quality for temporal behaviour, i.e., the
difference between the observed real event timestamps in the given log traces and
the predicted event timestamps. Hereby, MAE was chosen as it is less affected by
outliers, where the timespan between two events is unusually large, cf. [27], than
other approaches, such as, the Root Mean Square Error. Secondly, for activity
prediction the accuracy is measured. For this, the percentage of predicted events
for which the predicted and the observed event activities are equal is determined.

While performing the evaluation the first 2/3 of the chronologically ordered
traces hold by the logs are utilised as training data, e.g., to form prediction
models. The remaining 1/3 of the traces are utilised to evaluate the activity
and event timestamp prediction performance of the proposed and comparison
approaches (testing data). For this, basically, all possible subtraces with t[1,n]
where 2 ≤ n < |t| are generated from the testing data and the n + 1 event
(activity and timestamp) is predicted. Note, that only subtraces with a size of
≥2 are used so that sufficient behaviour is known to base the prediction on, cf.
[27]. Further, the evaluation results were only calculated once as the proposed
approach contains no random aspects, i.e., deterministic results were observed.

4.2 Evaluation Results

The results were generated based on the BPIC 2012 and Helpdesk process exe-
cution logs. The implementation was found to execute the required preparatory
(e.g., similar trace extraction) and next event prediction steps fast enough to
output the predicted events almost instantaneously (i.e., below one second).

It was found that this performance could only be achieved because the pro-
posed approach filters and separates the given traces into traces which are rele-
vant or non-relevant for the prediction task at hand. This significantly reduces
the amount of data which must be processed during the main prediction steps.
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Further, the initial similarity based relevance calculations were found to be exe-
cuted quickly. Computationally intense temporal behaviour focused calculations
and their results can be stored and reused for multiple predictions in a row. This
suggests an applicability onto even larger process repositories and execution logs.

Primary tests were applied to identify appropriate configuration values
for each log and prediction task – which are summarised in Table 2. This is
ms ∈ N>0, i.e., the amount of most similar traces hold by MS, s ∈ R, i.e.,
the index spreading control variable for the prediction behaviour extraction, cf.
Definition 3, and, mwp ∈ R which enables to configure how less probable tempo-
ral behaviour is incorporated to compensate less than ideal interval definitions
which can stem from heavily fluctuating temporal execution behaviour, Defi-
nition 8. Finally, ps ∈ N>0 controls the maximum number of events which are
taken into account during the similarity calculation by creating and using a sub-
trace with the length of at most ps events (e.g., t[|p|−ps,|p|]) for the similarity
based trace relevance analysis.

Different configurations were used for different prediction tasks (activity vs.
timestamp) and logs to reflect the unique characteristics of each task and log.
Given the low amount of simple numeric configuration values those can, likely,
also be automatically optimised and defined based on computer algorithms. In,
general, it was observed that choosing an overly high value for the configuration
variables ms, s, and mwp could result in being affected by irrelevant behaviour
and noise while too low values could result in not extracting sufficient behaviour
for the prediction task at hand. In comparison, the value ps seems to mainly
affect the amount of computational effort which must be invested (higher=more).

Finally, following edit costs are utilised for the original and the extended
DL algorithm: del = 2, sub = 3, tran = 2, ins = 1. Hereby, each cost was
chosen based on our assumption how strongly the related edit operation (e.g., to
delete an event) would affect the effective trace behaviour. For example, sub was
defined as three as it combines a delete (cost 2) and insert (cost 1) operation at
once. In comparison tran “solely” moves events towards a new trace index.

Table 2. Evaluation configuration for each execution log and prediction task

Configuration ms s mwp ps

BPIC event activity prediction 200 0.2 0.05 10

Helpdesk event activity prediction 10 0.1 0.05 10

BPIC event timestamp prediction 50 0.2 0.2 20

Helpdesk event timestamp prediction 200 0.2 0.2 6

The achieved evaluation results are summarised in Table 3 (event times-
tamp prediction) and 4 (event activity prediction) for all compared approaches
(bold = best). As can be seen, the proposed probability based approach consis-
tently outperforms the alternative probability and neural network based com-
parison approaches for all logs. Overall, an average improvement of 5% for the



92 K. Böhmer and S. Rinderle-Ma

event timestamp and 4% for the event activity prediction can be observed over
the best performing comparison approach given in [27]. In general, we found
that the observed advantage, of the proposed approach, over the compared
approaches is even increasing when the analysed process execution behaviour
along with the prediction task becomes more challenging. This indicates that
the observed advantage would further increase at more challenging prediction
tasks/behaviour.

Further it was found that the time, but also computational effort which is
required to prepare and execute the predictions is substantially lower for the
proposed approach than for the compared neural network based approaches. For
example, the authors in [27] utilise an expensive professional high end NVidia
Tesla k80 GPU and still need between “15 and 90 seconds per training iteration”
[27, p. 483] – of which, typically, tens of thousands are required for a single neu-
ral network to achieve reasonable results. Moreover, multiple prediction models
(neural networks) must be prepared for each process and sub-trace length, i.e.,
for t[1,2], t[1,3], t[1,4] · · · t[1,n] where n ∈ N>0 is the longest expected trace length: if
traces become longer than n, approaches, such as, [27] are no longer applicable.

In comparison cheap general purpose processors used in today’s office PCs
are sufficient for the proposed approach to quickly perform predictions. This
enables users to dynamically and quickly explore the impact of different configu-
ration values and the related futures – which we assume as helpful when in need
to understand the unfolding of complex process executions. Finally, given the
computational performance of the proposed approach it is not necessary to exe-
cute lengthy prediction model preparations for individual sub-trace lengths, i.e.,
there is no predetermined upper limit on the trace lengths which are supported.

Table 3. Evaluation results: execution event timestamp prediction MAE

Mean Absolute Error (MAE) in days

Proposed

Probability

Set

abstraction

Probability [1]

Bag

abstraction

Probability [1]

Sequence

abstraction

Probability [1]

LSTM Neural

Network [27]

Recurring

Neural

Network [27]

Helpdesk 3.54 5.83 5.74 5.67 3.75 3.98

BPIC 2012 1.49 1.97 1.97 1.91 1.56 N.A.a

aResults denoted as “N.A.” are not available as the compared/related work does not cover the respective

log or prediction task during its respective evaluation.

Table 4. Evaluation results: execution event activity prediction accuracy

Activity prediction accuracy

Proposed

Probability

LSTM Neural

Network [16]

Finite

automaton

Probability [6]

LSTM Neural

Network [27]

Recurring

Neural

Network [27]

Helpdesk 0.77 N.A.a N.A.a 0.71 0.66

BPIC 2012 0.77 0.62 0.72 0.76 N.A.a

aResults denoted as “N.A.” are not available as the compared/related work does not cover

the respective log or prediction task during its respective evaluation.
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This evaluation shows the feasibility of the proposed approach. However, due
to space restrictions the user focused application benefits, compared to related
neural network based approaches, are only discussed, but not yet evaluated, cf.
Fig. 2 – which will be done, based on user studies, in future work, cf. Sect. 6.

5 Related Work

Overall, it was found that existing work mainly addresses four areas: (a) pre-
dicting the next event [27]; (b) estimating remaining execution times [27]; (c)
classifying and predicting instance outcomes [9]; and (d) predicting risks which
could hinder successful instance completions [2]. Here, we assume (a) as most
relevant.

In general it was observed that early related work was mainly focusing on
probability based approaches using transition networks, state automata, (Hid-
den) Markov Models, frequent (sub) sequences, and fuzzy logic, cf. [7,17,18,25].
Later work, mainly starting in 2015, heavily focused on neural networks, initially,
starting with recurring neural networks (RNN) and later extending RNNs with
Long Short Term Memory (LSTM) capabilities, cf. [13,15,18,27]. Extending neu-
ral networks with LSTM capabilities enables the neurons, a neural network is
composed of, to remember historic internal “states” over arbitrary time intervals,
cf. [27], resulting in an improved prediction quality. Overall, recent work, such as,
[27] has indicated that neural network based approaches significantly outperform
alternative approaches, e.g., the probability based ones. However, this should be
reconsidered as the probability based approach given in this work was found to
outperform both, i.e., RNN and LTSM based neural networks, cf. Sect. 4. Alter-
native machine learning techniques, such as, Support Vector Regression [8] or
(regression) trees [11], seem to be rarely applied – in comparison.

We assume that the reported advantages, cf. [27], of RNN and LTSM based
approaches over alternative approaches origin from the memory capabilities of
RNN (limited capabilities) and LTSM (extensive capabilities). Hence, LTSM
based approaches can factor in a wide range of instant dependent historic
states and observations throughout the prediction. In comparison alternative
approaches, such as, Markov Chains, heavily focus on the most recently observed
event (pl) during the prediction phase without taking previously observed instant
behaviour (e.g., the number of loop iterations) sufficiently into account. Further,
existing probability based work was found to apply a global prediction approach,
namely, incorporating all known historic trace behaviour during each prediction
task at hand – even if a majority of the historic traces are unsuitable for this
task as they are significantly dissimilar from the instance p which is predicted
upon, cf. [22]. Accordingly, the behaviour representation of previous alternative
probability based approaches is assumed by us as overly generic and abstract –
resulting in the observed unsatisfying prediction performance and quality.

In comparison the proposed approach builds, on the fly, individual predic-
tion models which are tailored specifically for each incoming novel and unique
prediction task – exploiting that it requires only a low amount of computational
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effort to perform the prediction model generation and to execute the required
prediction steps. Accordingly, “optimal” prediction models are generated which
factoring in the most similar and so most relevant behaviour – enabling so called
“local” prediction, cf. [22]. Section 4 shows that this enables to outperform exist-
ing work in the area of activity and timestamp based predictive monitoring.

The dynamic and fast prediction model generation also enables to react
quickly on changes, such as, concept drift, as time intense training phases,
required by alternative machine learning approaches, such as, neural networks,
are no longer necessary. Further, this also enables to apply the proposed approach
in dynamic flexible online prediction scenarios where the timespan between (a)
when the most recent execution event becomes available; and (b) the prediction
result becomes obsolete (as the process progressed) is small. This becomes rele-
vant, for example, when execution events are constantly streamed by a process
execution engine at a steady high pace, e.g., as production facilities and their
ever changing processes cannot be “halted” till a prediction algorithm has drawn
a conclusion.

6 Discussion and Outlook

This paper focuses on two main challenges (a) to outperform existing state-
of-the-art predictive monitoring approaches (next event prediction); while (b)
striving to implement a transparent prediction approach to foster the trust users
put into the results. We conclude that this paper was able to meet the first
challenge as the conducted evaluation shows that we outperform the second
best compared prediction approach (based on LTSM neural networks) by 4 to 5
percent.

With regards to the second challenge we assume that the results generated
by predictive monitoring approaches can have a significant impact on an organ-
isation. For example, a prediction result could trigger a reorganisation of staff/
project assignments resulting in the fulfilment or, given incorrect results, the
violation of SLA agreements. Accordingly, we argue that prediction processes
should be transparent and understandable. One the one hand to foster the trust
in the results but also to enable experts to draw informed decisions while fac-
toring in their unique domain knowledge. Accordingly, the proposed approach
strives to provide a transparent prediction process which enables users to grasp
the prediction model and the possible different prediction results. For this the
prediction models are deliberately simple, contain all relevant futures along with
their probability, and could, as we assume, be visualised as weighted histograms.

Future work will concentrate on two aspects: (a) further improving the pre-
diction result quality; and (b) evaluating if the proposed approach is capable
of fostering the trust in the predicting results, e.g., by providing a transparent
and understandable prediction result generation process. The first aspect will be
tackled by further extending the proposed approach, for example, by combining
it with alternative techniques to incorporate their unique advantages. For the
latter we will concentrate on expanding and evaluating the proposed approaches’
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result and prediction process understandability/transparency. Accordingly, visu-
alisation, cf. Fig. 2, and management tools will be created that enable to handle
the provided information (e.g., which potential futures are probable) in an inter-
active manner. Further, user studies will be performed to assess the benefits of
the proposed approach on predictive monitoring driven management decisions.
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Abstract. In this work, we explore an approach to process discovery
that is based on combining several existing process discovery algorithms.
We focus on algorithms that generate process models in the process tree
notation, which are sound by design. The main components of our pro-
posed process discovery approach are the Inductive Miner, the Evolution-
ary Tree Miner, the Local Process Model Miner and a new bottom-up
recursive technique. We conjecture that the combination of these process
discovery algorithms can mitigate some of the weaknesses of the individ-
ual algorithms. In cases where the Inductive Miner results in overgen-
eralizing process models, the Evolutionary Tree Miner can often mine
much more precise models. At the other hand, while the Evolutionary
Tree Miner is computationally expensive, running it only on parts of the
log that the Inductive Miner is not able to represent with a precise model
fragment can considerably limit the search space size of the Evolutionary
Tree Miner. Local Process Models and bottom-up recursion aid the Evo-
lutionary Tree Miner further by instantiating it with frequent process
model fragments. We evaluate our approaches on a collection of real-life
event logs and find that it does combine the advantages of the miners
and in some cases surpasses other discovery techniques.

Keywords: Process mining · Process discovery · Boosting
Process trees · Bottom-up recursion

1 Introduction

Process Mining [1] is a scientific discipline that bridges the gap between process
analytics and data analysis, and focuses on the analysis of event data logged
during the execution of a business process. Events contain information on what
was done, by whom, for whom, where, when, etc. Such event data is often read-
ily available from information systems such as Enterprise Resource Planning
(ERP), Customer Relationship Management (CRM) or Business Process Man-
agement (BPM) systems. Process discovery, which plays a prominent role in
process mining, is the task of automatically generating a process model that
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accurately describes a business process based on such event data. Many pro-
cess discovery techniques have been developed over the last decade (e.g. [3,5–
7,12,13,16,17,31]), producing process models in various forms, such as Petri
nets [25], process trees [6] and Business Process Model and Notation (BPMN)
models [26].

In the research field of Machine Learning, it has long been studied how to
combine multiple predictive models into a single combined model. This so-called
ensemble learning gained traction when Schapire [27] showed that a strong clas-
sifier could be generated by combining a collection of weak classifiers through a
procedure he called boosting. In later years, many different approaches have been
developed to combine several predictors into a single more accurate predictor,
including bagging [4], stacking [30] and Bayesian model averaging [14].

Dahari et al. [7] recently explored combining multiple process discovery
approaches to obtain a single process model. The model that they obtain is based
on multiple process models that originate from the Inductive Miner infrequent
(IMi) [17] with different parameter settings of the algorithm. In this work, we
take this idea one step further by exploring the combination of multiple process
discovery algorithms to jointly discover a single process model, thereby bringing
some of the ideas of ensemble learning to the field of process mining.

We focus on process discovery algorithms that generate process models in one
consistent process representation, namely the process tree [6], in order to enable
combining the results of discovery approaches. Three existing process discovery
algorithms that generate process models in process tree notation are the Induc-
tive Miner (IM) [16,17], the Evolutionary Tree Miner (ETM) [6] and the Local
Process Model (LPM) Miner [28]. The Inductive Miner algorithm is a computa-
tionally very fast algorithm, however, the process models that it generates often
allow for too much behaviour (i.e., they are imprecise) when it is applied to
event logs that originate from highly variable or unstructured processes. The
ETM uses a genetic algorithm to find a process tree that optimises multiple
quality criteria for process models and it can, therefore, find more precise mod-
els from logs of unstructured processes. However, finding a high-quality process
model with the ETM can be time-consuming when the process or the event log
is large or complex. Our combination of process discovery algorithms, Indulpet
Miner (IN), aims to combine the strengths of four process discovery techniques:
Inductive Miner, Local Process Models, the Evolutionary Tree Miner and a new
bottom-up recursive technique (BUR). First, we apply IM on the parts that it
can describe precisely. Second, we use the LPM Miner and BUR to mine local
patterns of process behaviour that we use as a starting point for the ETM, which
prevents that the genetic search of the ETM has to start from scratch. Third,
we only apply the ETM locally for the remaining parts.

The remainder of this paper is structured as follows: in Sect. 2 we discuss
related research. In Sect. 3 we introduce basic concepts and notation that we use
throughout the later sections of the paper. In Sect. 4 we introduce the Indulpet
Miner, our novel mining approach. Section 5 evaluates the Indulpet Miner and
compares it to existing techniques. Finally, Sect. 6 concludes the work.
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2 Related Work

Several process discovery techniques have been proposed before. We briefly dis-
cuss the ones most relevant for this paper; for a more elaborate overview, please
refer to [1]. Evoluationary Tree Miner, Inductive Miner and the Local Process
Models technique will be described in Sect. 4.

The Split Miner [3] is a process discovery algorithm that extracts a set of
directly follows relations from the event log and, from these relations, mines
a process model using several heuristics. The Split Miner is often able to dis-
cover more precise process models than the Inductive Miner. Split Miner guar-
antees that the discovered process models are free of deadlocks, however, unlike
soundness-guaranteeing algorithms, Split Miner does not guarantee that the final
state of the model can be reached (no weak soundness).

Dahari et al. [7] recently developed the Fusion Miner, which is related to the
Indulpet Miner in the sense that it mines several process trees and combines
them into a single process model. However, the process trees that are combined
by the Fusion Miner are restricted to those that are generated by the Inductive
Miner infrequent (IMf) [17], while the Indulpet Miner combines process trees
that originate from multiple algorithms, thereby making use of the strengths of
different algorithms.

Mannhardt et al. [23] proposed a combined approach based on Local Process
Models (LPMs) and the Inductive Miner (IM), thereby closely linking to the
Indulpet Miner. This approach first uses LPMs to abstract the event log to
a different event log where the events are on a higher level of granularity, then
applies the IM to this higher level log, and replaces the high-level activities in the
discovered model with the LPM patterns to obtain a model on the granularity
level of the original log. In this work, we propose to start with IM, thereby
reducing the application of the more computationally expensive LPM miner to
fragments of the log where the IM fails to find a satisfactory result, while in
the solution proposed by Mannhardt et al. [23] the LPM miner always needs to
process the full log. Furthermore, this work incorporates the Evolutionary Tree
Miner (ETM) and a novel bottom-up recursion (BUR) strategy.

3 Preliminaries

Given an alphabet of activities Σ containing all the basic process steps, Σ∗

denotes the set of all sequences over Σ and σ = 〈a1, a2, . . . , an〉 denotes a
sequence of length n, with |σ|=n. 〈〉 denotes the empty sequence and σ1·σ2

is the concatenation of sequences σ1 and σ2. A multiset (or bag) over X is a
function B : X → N which we write as [aw1

1 , aw2
2 , . . . , awn

n ], where for 1 ≤ i ≤ n
we have ai ∈ Σ and wi ∈ N

+. The set of all multisets over X is denoted with
B(X).

An event log is a multiset of traces that denote process executions. For
instance, the log [〈a, b, c〉, 〈b, d〉2] consists of one trace that consists of activity a
followed by b and c, plus two traces of b followed by d.
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A directly follows graph is an abstraction of an event log or a language.
The nodes are the activities of the log or language, while the directed edges
denote whether in the log or language, an activity may be directly followed by
another activity. For instance, the directly follows graph of our example log is

a b c d .

A frequently used process-model notation is the Petri-nets notation [25]. A
Petri net is a directed bipartite graph consisting of places (depicted as circles)
and transitions (depicted as rectangles), connected by arcs. Transitions represent
activities, while places represent the enabling conditions of transitions. A special
label τ is used to represent invisible transitions (depicted as narrow rectangles),
which are only used for routing purposes and not recorded in the execution log.

In a labelled Petri net, labels are assigned to transitions to indicate the type
of activity that they model.

Fig. 1. An example of a labeled Petri net. This labeled Petri net has a block structure
which is denoted by the filled regions. (Obtained from [18]).

A state of a Petri net is defined by its marking, and it is often useful to
consider a Petri net in combination with an initial marking and a set of possible
final markings. This allows us to define the language accepted by the Petri net
as a set of sequences of activities (L). We refer to a Petri net with an initial and
a set of final states as an accepting Petri net.

A process tree [6] is an abstract representation of a block-structured hierar-
chical process model, in which the leaves represent the activities and the oper-
ators describe how their children are to be combined. τ denotes the activity
(leaf) whose execution is not visible in the event log. We consider four opera-
tors: ×, →, ∧ and � (⊕ denotes any process tree operator). × describes the
exclusive choice between its children, → the sequential composition and ∧ the
parallel composition. The first child of a loop � is the body of the loop; all
other children are redo children. First, the body must be executed, followed by
zero or more iterations of a redo child and the body; after each iteration, exe-
cution can stop. Figure 1 shows the Petri net corresponding to the process tree
→ (×(∧(a, b), c),×(� (→ (d, e), f), g)). Process trees can be straightforwardly
translated to Petri nets, and these translated nets are inherently sound.
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Notation-wise, let t be a trace and let A be a set of activities, then t|A refers
to a projected trace containing only the events of t of which the activities are
in A. Notice that this projected trace may be empty. Similarly, for a log L, L|A
denotes a log consisting of the traces of L projected on A.

In an alignment procedure, an event log and a process model, which can be
a normative or a descriptive, are compared. That is, for each trace of the log,
a matching execution path through the model is searched for. This matching
path might deviate from both the log, by skipping events, and the model, by
skipping activities. A matching with the lowest number of skips is referred to as
an optimal alignment. For instance, an optimal alignment of the trace 〈a, b, c〉
and the process tree → (×(∧(a, b), c),×(� (→ (d, e), f), g)) is: trace a b c -

model a b - g
.

4 Indulpet Miner

Indulpet Miner (IN) aims to combine the strengths of four process discovery tech-
niques: Inductive Miner (IM), Local Process Models (LPM), the Evolutionary
Tree Miner (ETM) and a new bottom-up recursive technique (BUR). We illus-
trate IN using Fig. 2: starting with a full event log Fig. 2(a), as a first step,
Inductive Miner is applied, which tries to discover some structure in the event
log and splits it accordingly into sub-logs, until it is unable to find structure
in the sub-logs Fig. 2(b). We start with the Inductive Miner since it is the only
process tree algorithm that guarantees fitness, and hence, in situations where
this miner manages to find a precise model, no further work is needed. This step
increases the number of event logs but decreases their complexity.

Second, the new bottom-up recursive technique (BUR) is applied Fig. 2(c).
Where IM aims to find the highest-level structure in the log (starting with the
root of the process tree), BUR aims to find lowest-level structure in the log
(starting with individual activities and combining these into subtrees). The com-
bination of IM and BUR is applied exhaustively until the event logs cannot be
reduced in complexity anymore.

Third, LPM is applied to gather candidate local process models, which serve
as starting seeds for ETM. That is, rather than starting from an arbitrary popu-
lation of models, ETM begins its iterations using the local process models as its
population. Initializing the ETM with an initial population of LPMs reduces the
search space of the ETM, thereby improving computational efficiency. Finally,
the ETM is applied to obtain a complete process tree Fig. 2(d).

Using these steps, the low-hanging fruit of well-structured behaviour is cap-
tured by Inductive Miner and the bottom-up recursive method, thereby min-
imizing the heavy lifting that has to be performed by the Evolutionary Tree
Miner.

In this section, we describe each of the steps of Indulpet Miner. We first
describe the three existing techniques Inductive Miner, Evolutionary Tree Miner
and Local Process Models in more detail. Second, we introduce the new bottom-
up recursive technique. We finish with the pseudo code of IN and a description
of its implementation.
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log

(a) Start: full log.

log log

⊕

(b) After applying IM.

log log

⊕

⊕
A B

⊕ ⊕
C D E F

(c) After applying BUR.

⊕ ⊕

⊕

⊕
A B

⊕ ⊕
C D E F

(d) After applying LPM and ETM.

Fig. 2. An illustration of Indulpet Miner applying several steps to obtain a process
tree from an event log.

4.1 Inductive Miner

Inductive Miner (IM) applies a recursive divide-and-conquer approach to process
discovery, using four distinct steps [16]. That is, first the “most important”
behaviour in the event log is identified, consisting of a process tree operator (×,
→, ∧, �) and a proper division of the activities in the event log (a cut, denoted
as (⊕, S1, . . . Sn) for operator ⊕ and sets of activities S1 . . . Sn). The operator
is recorded as the root of the resulting process tree. Second, the cut found is
used to split the event log into smaller sub-logs. Third, IM recurses on each sub-
log until a base case is encountered, for instance, a log containing only a single
activity, which is returned as a process tree leaf. Finally, if IM cannot find a cut,
a fall-through is returned that overestimates the behaviour of the event log to
be able to continue the recursion. For instance, if a particular activity occurs
precisely once in each trace, then this activity is filtered out of the event log, the
recursion continues, and the activity is put in parallel with the resulting process
tree. As a last resort, IM will return a flower model that represents all behaviour
over the activities in the event log, thereby guaranteeing fitness. In practice, on
event logs of loosely structured processes, this last-resort fall-through of IM may
cause a decrease in precision. With the Indulpet Miner, we aim to improve the
fall-through of the Inductive Miner, by adding a more involved approach that
combines several other process discovery techniques to the original fall-through
strategies.

Due to its flexibility, several variants of IM have been proposed, in particu-
lar to handle noise and infrequent behaviour (IMf) [17] and to handle lifecycle
information (IMlc) [19], and even their combination (IMflc) [19], which we use
in Indulpet Miner1.

1 Lifecycle information handling capabilities are necessary for Indulpet as the bottom-
up recursion might insert such information in the event log, even if it was not present
in the input event log.
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Indulpet Miner uses all four steps of IMflc, and the cut selection, recursion
and base case steps are used without change. If no cut can be found, before
trying the default fall-throughs of IM and possibly overgeneralising, Indulpet
first attempts to apply bottom-up recursion and, if that is successful, recurse
further using IM. Second, if bottom-up recursion is not successful, Indulpet will
apply LPM mining and finally the ETM. Should these not return a result, for
instance when running out of a user-chosen time limit, the original fall-throughs
of IM are applied to ensure that a process tree is returned at all times.

4.2 Evolutionary Tree Miner

The Evolutionary Tree Miner (ETM) [6] is a technique that applies a genetic
search approach to process discovery: it starts with a population of process mod-
els and repeatedly evaluates, selects and mutates the models in the population
to optimise it towards a set of chosen quality criteria. In each iteration, the
models in the population are evaluated, and only the best-performing models
are selected and considered further. The mutation steps of ETM are mutation
and crossover. Crossover combines the well-performing parts of multiple mod-
els, while mutation replaces the ill-performing parts with random variations. To
guarantee that all models can, eventually, be considered, a certain degree of
randomness is inserted into the selection and mutation steps.

As ETM limits itself to process tree models, soundness is guaranteed. Fur-
thermore, the Evolutionary Tree Miner can optimise for any log- or model-based
quality criterion imaginable, and any process-tree construct, including duplicate
activities, can be discovered. However, ETM is computationally expensive, which
can be addressed by providing an initial population of models to give ETM a
head start. In Indulpet Miner, we use the results of LPM mining for this pur-
pose. Furthermore, to decrease the amount of work to be performed by ETM,
Indulpet Miner reduces the size and complexity of the event log by a bottom-up
recursion technique before calling ETM.

4.3 Local Process Models

Local Process Models (LPMs) [28] are process models that describe frequent but
partial behaviour. That is, they model only a subset of the activities that were
seen in the event log. An iterative expansion procedure is used to generate a
ranked collection of LPMs. The iterative expansion procedure of LPM is often
bounded to a maximum number of expansion steps (in practice often to 4 steps),
as the expansion procedure is a combinatorial problem of which the size depends
on the number of activities in the event log as well as the maximum number of
activities in the LPMs that are mined.

LPM keeps a set of process trees, LPM , starting by considering a single
activity from Σ, for instance LPM 1 = a. In each expansion step, the process
trees in the set that occur often enough in the log, that is, their support exceeds
some threshold, are expanded into larger trees. That is, an arbitrary activity is
replaced with a sub-process tree containing that activity. For instance, one of
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the possible expansions of a is → (a, b), thereby creating LPM 2 =→ (a, b) as
an expansion of LPM 1. This procedure is repeated for every possible expansion
using the operators ×, →, ∧ and �. For instance, → (a, b) could be expanded
into LPM 3 =→ (a,∧(b, c)), which is an expansion of LPM 2. The expansion
procedure is guided by several heuristics and monotonicity properties [28], and
ends at a certain user-chosen number of activities (for instance, 4).

All trees in the set that meet the given support threshold are returned. In
Indulpet Miner, these returned trees serve as inputs to the ETM step.

4.4 Bottom-Up Recursion

Inductive Miner recurses in a top-down fashion, that is, it looks for the ‘largest’
behaviour in an event log and uses this behaviour to split the log into multiple
smaller sublogs. In this section, we propose a novel approach, bottom-up recur-
sion (BUR), that looks for the ‘smallest’ behaviour in an event log and uses this
behaviour to reduce the complexity of the event log. BUR applies four steps:
first a partial cut (⊕, A,B) is identified, consisting of a process tree operator ⊕
and two sets of activities A,B2. Intuitively, a partial cut (⊕, A,B) denotes that
⊕(MA,MB) has been identified as being a subtree of the resulting process tree,
where MA and MB are process trees representing the choices between the activ-
ities of A and B respectively: MA = ×(a1, . . . an),MB = ×(b1, . . . bm). Second,
this partial cut is used to collapse the event log: the activities of the partial cut
are replaced by a dummy activity in each trace of the log. Third, BUR recurses
and a process tree is returned. Fourth, in the resulting process tree, the dummy
activity is replaced with a subtree corresponding to the partial cut.

For instance, let L = [〈a, b, d〉, 〈a, d, b〉] be an event log. BUR could identify
the partial cut (→, {a}, {b}). Next, L is collapsed by replacing a and b with a
dummy activity y: L′ = [〈ys, yc, d〉, 〈ys, d, yc〉]. Then, L′ is recursed on and, as y
and d overlap in time, a process tree ∧(y, d) results. As a final step, BUR replaces
y with a subtree representing the partial cut, and the final model becomes ∧(→
(a, b), d).

In the remainder of this section, we first define partial cuts formally and show
how they can be identified. Second, we explain the log collapsing.

Partial Cuts and Detecting Them. A partial cut (⊕, A,B) consists of an
operator ⊕ and two sets of activities A and B:

Definition 1 (Partial cut). Let Σ be an alphabet, ⊕ 	= × be a process tree
operator and A, B be sets of activities such that A ∪ B ⊆ Σ. Then, (⊕, A,B) is
a partial cut of Σ.

Notice that every binary cut of Inductive Miner is also a partial
cut. Intuitively, a partial cut (⊕, {A1, . . . Am}, {B1, . . . Bn}) means that

2 For simplicity, we use only binary partial cuts in this paper. The definitions extend
to n-ary partial cuts and this does not change the expressivity of the method [18].
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⊕(×(A1, . . . Am),×(B1, . . . Bn))is a subtree of the to-be discovered model. That
is, ⊕ defines the relation between the set of activities A and B, while the relation
between the activities within sets A and B is defined by ×. Therefore, partial
cuts do not need to consider ×-operators: we limit ourselves to →, ∧ and �.

We formalise this intuition in fitting partial cuts: a partial cut is fitting if
and only if, in each trace, the tree corresponding to the partial cut is executed
zero or more times, that is, it is never violated:

Definition 2 (Fitting partial cut). Let Σ be an alphabet, let L be an event
log over Σ and let C = (⊕, A,B) = (⊕, {A1, . . . Am}, {B1, . . . Bn}) be a partial
cut. Then, C is a fitting partial cut if each trace in the log follows the semantics
of the partial cut:

Notice that this definition gives another reason not to consider ×-operators
in partial cuts: a partial cut (×, {a}, {b}) would always fit and thus not express
any new information.

In Indulpet Miner, BUR exhaustively considers all partial cuts to find one
that is fitting. As soon as a fitting partial cut is found, BUR continues as
described before.

It is rather expensive to test whether a given partial cut is fitting, as this
requires a pass over the entire event log. To limit the number of times that this
time-consuming step has to be performed, we identified some necessary, though
not sufficient, conditions that a partial cut has to satisfy in order to be fitting.
Thus, BUR uses these conditions to prune the search space of partial cuts.

For these conditions, and for the remainder of this paper, we assume that
the partial cut is disjoint and non-empty, i.e. A ∩ B = ∅, A 	= ∅ and B 	= ∅.

Lemma 3 (Necessary conditions for fitting partial cuts). Let Σ be an
alphabet, L be an event log over Σ and C = (⊕, A,B) be a partial cut such that
C fits L, A ∩ B = ∅ and A,B 	= ∅. Then:
1. Within the sets of activities, there are no connections in the directly follows

graph:
∀X∈{A,B}∀a,b∈X∧a�=ba 	� b

2. Between the sets of activities, the directly follows graph exhibits an “approved”
pattern, depending on the operator ⊕. Let a ∈ A and b ∈ B:
⊕ =→ There is a directly follows relation between a and b: a � b.
⊕ = ∧ A directly follows relation is present in both directions: a � b∧b � a.
⊕ =� A directly follows relation is present in both directions: a � b∧ b � a.

3. For each pair of activities in A,B in relation to each other activity, the directly
follows graph exhibits an “approved” pattern, depending on the operator ⊕.
Let a ∈ A, b ∈ B and c ∈ Σ \ (A ∪ B):
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⊕ =→ a b

c

a b

c

a b

c

a b

c

a b

c

⊕ = ∧ a b

c

a b

c

a b

c

a b

c

⊕ =� a b

c

a b

c

a b

c

a b

c

a b

c

4. Let x be an activity, then x is a projected start activity if ∃t∈L|A∪B
t = 〈x, . . .〉.

Then, for ⊕ = ∧, both a and b must be projected start activities. Then, for
⊕ =�, a must be both a projected start activity and b must not. (a symmetric
requirement holds for projected end activities)

The proof of this lemma follows from inspection of the semantics of partial cuts.
We show that the conditions of the lemma are not sufficient to conclude that
a partial cut is fitting by means of a counterexample: consider the event log
L1 = [〈a, b, c, b〉, 〈c, a, c〉] and the partial cut C1 = (→, a, b). The directly follows

graph of L1 is a c b . The partial cut C1 satisfies all conditions of
Lemma 3, but does not fit L1, as, for instance, the second trace of L1 projected
on a and b yields 〈a〉, which violates the partial cut, as this cut indicates that
after each a there should be a b.

To handle noise, the fitness requirement of Definition 2 can be relaxed. That
is, BUR searches for the partial cut with the highest fitness, as long as the
fitness (measured as the fraction of traces that adhere to the partial cut) reaches
a certain user-chosen threshold.

Log Collapsing. As the second step, given a partial cut, BUR collapses the
event log, depending on the operator ⊕ of the cut.

In LPM [23], a similar step is performed (“log abstraction”). However, the
LPM collapsing procedure is computationally much more expensive due to the
need to use alignments in order to obtain fitness and precision measures, which
BUR does not need in this step.

In BUR, any activity that is not part of the partial cut is ignored. Let y be
a fresh activity that does not appear in the log. Then, every execution instance
of the partial cut is replaced with an execution instance of y. That is, the first
event of each instance is replaced with ystart, the last event with ycomplete, and
all other events of the activities in the partial cut in between are removed. In
case the partial log is not fitting, non-fitting events are removed.

For instance for (→, {a}, {b}): 〈a, b, c, a, b, a, b〉 is collapsed into 〈ystart,
ycomplete, c, ystart, ycomplete, ystart, ycomplete〉. As another example, for (�,
{a}, {b}): 〈a, b, c, a, c, a, b, a, b, a〉 is collapsed into 〈ystart, c, ycomplete, c, ystart,
ycomplete〉.
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Example of BUR. Let L1 be {〈a, b〉, 〈b, a〉, 〈a, b, c, d, a, b〉, 〈b, a, c, d, b, a〉}. Its
directly follows graph is a b

cd

.

– The partial cut (∧, {a}, {c}) does not preserve fitness, with as a counterex-
ample the trace 〈a, b〉, as this trace contains a but not c;

– The partial cut (�, {a}, {c}) preserves fitness, but the directly follows graph
does not contain the required edge c � a;

– The partial cut (∧, {a}, {b}) preserves fitness and has an approved directly
follows pattern;

– The partial cut (→, {c}, {d}) preserves fitness and has an approved directly
follows pattern;

Arbitrarily choose the partial cut (∧, {a}, {b}) and merge L1 using this cut and
the fresh activity e: L2 = {〈es, ec〉, 〈es, ec〉, 〈es, ec, c, d, es, ec〉, 〈es, ec, c, d, es, ec〉}.

On L2, the algorithm recurses. Its directly follows graph is e d c .

– The partial cut (∧, {e}, {c}) does not preserve fitness, with as a counterex-
ample the trace 〈es, ec〉, as e appears but c does not.

– The partial cut (�, {e}, {c}) preserves fitness, but the directly follows graph
does not contain the edge c � e, so an approved pattern is not present;

– The partial cut (→, {c}, {d}) preserves fitness and has an approved directly
follows pattern;

Choose the partial cut (→, {c}, {d}) and merge L2 using this cut and the fresh
activity f : L3 = {〈es, ec〉, 〈es, ec〉, 〈es, ec, fs, fc, es, ec〉, 〈es, ec, fs, fc, es, ec〉}. On
L3, BUR recurses and obtains the directly follows graph e f .

– The partial cut (∧, {e}, {f}) does not preserve fitness, with as a counterex-
ample the trace 〈es, ec〉;

– The partial cut (�, {f}, {e}) does not preserve fitness, with as a counterex-
ample the trace 〈es, ec〉;

– The partial cut (�, {e}, {f}) preserves fitness and has an approved directly
follows pattern;

Thus, choose the partial cut (�, {e}, {f}) and construct a process tree top-
down by replacing the introduced fresh activities with process trees correspond-
ing to their partial cuts: � (e, f) to � (∧(a, b), f) and as the final result
� (∧(a, b),→ (c, d)).

Complexity and Rediscoverability. All possible partial cuts are explored,
and the first one that is encountered that satisfies Definition 2 is returned. The
number of possible partial cuts is O(22

|Σ|
), all of which need to be considered.

The properties of Lemma 3 are applied for each partial cut to minimise the
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time spent per partial cut. If a property fails, the partial cut is discarded. If all
properties of Lemma 3 hold, the fitness of the partial cut with respect to the
event log is measured to find the best-fitting partial cut. In practice, this last
step is rarely called.

Acknowledging these run-time considerations, BUR could be used as a stand-
alone process discovery algorithm for smaller logs. Such an algorithm would be
able to distinguish all process trees consisting of the four operators ×, →, ∧ and
� (but excluding τ leaves). In particular, so-called short loops can be handled,
which have been shown to pose difficulties for discovery algorithms such as the IM
and the α-algorithm [1]. For instance, ∧(� (a, b),� (c, d)) can be distinguished
from � (∧(a, c),∧(b, d)), even though these two trees have the same directly
follows graph.

4.5 Indulpet: Algorithm and Implementation

To summarise, Indulpet Miner applies the following steps:
function Indulpet(log L)

if IMflc finds a base case b in L then return b end if
if IMflc finds a cut c of operator ⊕ in L then

L1 . . . Ln ← split L using c
return ⊕(Indulpet(L1), . . . Indulpet(Ln))

end if
if BUR finds a partial cut c = (⊕, {Q1, . . . Qq}, {R1, . . . Rr}) in L then

L′ ← collapse L using c and a fresh activity a′

T ′ ← Indulpet(L′)
return T with all a′’s replaced by ⊕(×(Q1, . . . Qq),×(R1, . . . Rr))

end if
X ← LPM(L)
if M ← ETM(L, X) then return M end if
return the first fallthrough of IMflc that applies

end function

Please note that Indulpet adheres to the IM framework, thus all guarantees
and proofs provided for the IM framework apply [15]. The proof obligations for
fitness do not hold due to the ETM step, thus fitness is not guaranteed. However,
rediscoverability holds for Indulpet, that is, the ability to rediscover the language
of a system-model underlying the event log, while making some assumptions on
the class of the system-model and the event log [15, Theorem 6.43].

Indulpet Miner has been implemented as a plug-in of the ProM frame-
work [11] and is distributed in the package manager of ProM 6.8. Given the
high complexity of bottom-up recursion (there are O(22

n

) possible partial cuts
that all need to be considered), a time limit of 10 min is applied for this step.
Furthermore, the ETM step is time-limited to 10 min as well. Both time limits
can be overridden by a user. Please note that both steps can be called many
times, thus Indulpet might take longer than the set time limit.
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5 Evaluation

Several process discovery techniques have been proposed, and in this section, we
compare Indulpet Miner to existing discovery techniques. In particular, we aim
to answer two questions: (1) does Indulpet Miner strike a new balance in log-
quality criteria compared to existing techniques, and (2) does Indulpet Miner
combine the advantages of Inductive Miner, Local Process Models, bottom-up
recursion and the Evolutionary Tree Miner?

To perform this evaluation, we applied the discovery algorithms to several
real-life event logs. The real-life event logs that were included are described in
Table 1. We perform our measures using 3-fold cross-validation, in which each
log is split into three buckets. That is, each trace is put in one of the three
buckets randomly. Each combination of two buckets is used for discovery, while
one bucket is used for evaluation.

To address the randomness of some algorithms (Indulpet, Evolutionary Tree
Miner), we repeat the 3-fold validation ten times. That is, for each real-life log,
each algorithm is applied 30 times in total, yielding 30 models.

All models are translated to accepting Petri nets (to reduce the impact of this
translation on the results, models were structurally reduced after the transla-
tion), and fitness is measured using alignments [2]. For most event logs, precision
is measured using ETC [24] (as the procedure from process tree via accepting
Petri net to alignment and ETC is not deterministic, it was applied 5 times
for each model). For the bpic15 events logs, computing the alignments proved
too time- and memory consuming and we evaluated fitness and precision using
Projected Conformance Checking (PCC) [20]. As we are interested in the trade-
offs between quality criteria, we do not report on the f-score. Furthermore, the
number of places, transitions, and arcs in the accepting Petri nets is reported as
simplicity and we verified the boundedness of models using the LoLa tool [29].

All existing discovery techniques that guarantee soundness and of which an
implementation is publicly available were included: Evolutionary Tree Miner
(ETM) [6] and Inductive Miner - infrequent (IMf) [17]. Furthermore, we added
Split Miner (SM) [3], which guarantees models without deadlocks, though nei-
ther weak soundness nor boundedness. Finally, a baseline flower model (F) was
included, which is a model that supports all behaviour over all activities seen
in the event log. It would be interesting to include the Fusion Miner [7] and the
approach of [23] as well, however both techniques lack an implementation that
is compatible with the ProM framework, therefore disallowing the application of
evaluation measures provided by ProM such as ETC, PCC, simplicity measures,
and soundness checking.

Reproducibility. All event logs are publicly available, and the source code we
used to run these experiments is available at https://svn.win.tue.nl/repos/prom/
Packages/SanderLeemans/Trunk/.

https://svn.win.tue.nl/repos/prom/Packages/SanderLeemans/Trunk/
https://svn.win.tue.nl/repos/prom/Packages/SanderLeemans/Trunk/
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Table 1. Event logs used in the evaluation.

Events Traces Activities

bpic12 BPI Challenge 2012 [8]: a mortgage
application-to-approval process in a Dutch
financial institute

262,200 13,087 36

bpic15 BPI Challenge 2015 [9]: a building-permit
approval process in five Dutch municipalities

52,217 1199 395

44,354 832 410

59,681 1409 383

47,293 1053 356

59,083 1156 389

bpic18 BPI Challenge 2018 [10]: an agricultural
grant-application process of the European
Union. There are eight logs in this data set,
each representing a sub-process for a particular
document

161,296 43,808 7

46,669 29,297 6

293,245 15,260 20

569,209 29,059 16

197,717 5,485 15

132,963 14,750 10

984,613 43,809 24

128,554 43,802 6

rtf Road Traffic Fines [21]: a process of collecting
road traffic fines by an Italian government

561,470 150,370 11

sps Sepsis [22]: a sepsis-treating process in a
hospital

15,214 1,050 16

5.1 Results and Discussion

The results of the evaluation are shown in Table 2. Some results could not be
obtained and have been denoted with exclamation marks: ETM ran out of mem-
ory or ran for multiple days, while SM returned unbounded models that could
not be measured by either alignment-based or PCC conformance checking mea-
sures.

Run Time. Table 2 shows indicative run times, given as log10, such that 1 is
one second, 2 is hundred seconds, etc. These results suggest that IN is faster
than ETM, while IMf is faster than IN, both by several orders of magnitude.
Comparing IN with SM yields mixed results: on some logs (e.g. bpic12, bpic15 1),
SM is faster, while on others (e.g. bpic18 1, bpic18 2) IN uses its top-down
recursion more and is faster, although the logs on which IN is faster tend to
be the smaller logs, where IN behaves as IMf. It is clear that IMf and SM are
preferred choices if a process model is to be obtained fast. Nevertheless, to put
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Table 2. Results of the evaluation. Fitness: f, precision: p, simplicity: s, time in log10

seconds: t. The numbers are given as average ± sample standard deviation.

bpic12 bpic15-1 bpic15-2
f p s t f p s t f p s t

IMf 0.97±0.01 0.59±0.03 186.57±9.59 0 1.00±0.00 0.66±0.04 1286.07±149.54 1 0.99±0.00 0.76±0.04 1048.10±167.84 1
IN 0.36±0.07 0.88±0.05 116.30±30.52 3 0.78±0.01 0.97±0.01 91.50±54.38 3 0.74±0.01 0.96±0.01 114.10±23.71 3
ETM ! ! ! ! ! ! ! ! ! ! ! !
SM 0.96±0.00 0.68±0.00 239.00±0.00 1 ! ! 4715.20±8.88 2 ! ! 5077.27±10.28
F 1.00±0.00 0.11±0.00 85.00±0.00 -1 1.00±0.00 0.64±0.01 1145.30±20.02 -1 1.00±0.00 0.64±0.01 1172.70±24.44 -1

bpic15-3 bpic15-4 bpic15-5
f p s t f p s t f p s t

IMf 1.00±0.00 0.71±0.03 1201.63±133.03 1 0.99±0.00 0.75±0.03 1082.47±98.26 0 0.99±0.00 0.79±0.05 1108.60±141.55 1
IN 0.79±0.01 0.97±0.01 118.37±80.59 3 0.76±0.02 0.93±0.03 272.17±63.98 4 0.75±0.02 0.96±0.02 244.17±120.50 3
ETM ! ! ! ! ! ! ! ! ! ! ! !
SM ! ! 3995.47±8.96 ! ! 3882.73±5.00 2 ! ! 4730.20±11.38 2
F 1.00±0.00 0.66±0.01 1114.50±16.26 -1 1.00±0.00 0.65±0.02 1024.30±27.16 -1 1.00±0.00 0.65±0.02 1116.40±26.41 -1

bpic18-1 bpic18-2 bpic18-3
f p s t f p s t f p s t

IMf 1.00±0.00 0.95±0.02 54.87±0.73 -0 0.96±0.00 0.96±0.05 43.70±6.73 -1 0.93±0.00 0.53±0.01 74.77±1.28 1
IN 1.00±0.00 0.95±0.02 54.87±0.73 -0 0.96±0.00 0.96±0.05 43.70±6.73 -1 0.79±0.04 0.95±0.04 55.60±17.73 3
ETM 0.97±0.04 0.95±0.12 77.50±86.35 3 0.99±0.00 0.76±0.21 183.93±91.24 4 ! ! ! !
SM 1.00±0.00 0.97±0.03 59.00±0.00 1 1.00±0.00 0.95±0.02 90.00±0.00 1 1.00±0.00 0.67±0.01 291.00±0.00 1
F 1.00±0.00 0.32±0.00 30.00±0.00 -0 1.00±0.00 0.51±0.00 27.00±0.00 -1 1.00±0.00 0.14±0.00 68.90±0.55 -0

bpic18-4 bpic18-5 bpic18-6
f p s t f p s t f p s t

IMf 0.86±0.04 0.35±0.03 96.57±14.44 1 0.80±0.01 0.67±0.01 129.10±15.84 -0 0.97±0.00 0.55±0.02 73.83±2.74 -1
IN 0.61±0.19 0.83±0.27 71.97±50.49 4 0.78±0.01 0.69±0.05 164.00±43.89 2 0.97±0.00 0.55±0.02 73.83±2.74 -0
ETM ! ! ! ! ! ! ! ! ! ! ! !
SM 0.99±0.00 0.55±0.00 247.00±0.00 1 0.88±0.00 0.74±0.00 131.00±0.00 1 1.00±0.00 0.72±0.01 147.00±0.00 1
F 1.00±0.00 0.18±0.00 57.00±0.00 -0 1.00±0.00 0.15±0.00 54.00±0.00 -1 1.00±0.00 0.34±0.01 39.00±0.00 -1

bpic18-7 bpic18-8 rtf
f p s t f p s t f p s t

IMf 0.93±0.02 0.83±0.01 164.67±17.54 2 1.00±0.00 0.89±0.06 54.87±3.17 -0 0.98±0.00 0.79±0.04 97.97±4.78 1
IN 0.89±0.03 0.84±0.02 220.43±70.34 3 1.00±0.00 0.89±0.05 54.87±3.17 -0 0.98±0.00 0.79±0.02 96.50±7.00 2
ETM ! ! ! ! ! ! ! ! 0.89±0.08 0.68±0.27 117.93±85.12 3
SM 0.02±0.00 0.96±0.00 333.00±0.00 2 1.00±0.00 0.97±0.03 66.00±0.00 1 1.00±0.00 0.96±0.00 82.00±0.00 1
F 1.00±0.00 0.64±0.01 81.00±0.00 -0 1.00±0.00 0.41±0.01 27.00±0.00 -0 1.00±0.00 0.38±0.01 46.00±0.00 -0

sps
f p s t

IMf 0.91±0.02 0.41±0.06 140.23±13.85 -1
IN 0.91±0.02 0.43±0.05 122.43±8.66 2
ETM ! ! ! !
SM 0.76±0.00 0.73±0.01 138.00±0.00 0
F 1.00±0.00 0.21±0.00 61.00±0.00 -2

things in perspective, the maximum run time of IN observed in this experiment
was 5 hours, which suggests that IN is still feasible, even for large and complex
logs.

Quality. For bpic12, IN achieves the simplest model (except baseline F) and
the highest precision, but fitness is significantly lower than the other algorithms.
On all bpic15 logs, IN consistently achieves the best simplicity (even surpassing
baseline F) and precision, with a lower fitness. On these logs, SM discovers very
complex unbounded models, which can be measured using neither alignments
nor the PCC framework.

The bpic18 logs differ much in complexity (6 to 24 activities) and show mixed
results: on bpic18 1 and bpic18 2, IN discovers the same models as IMf, with
their measures differing marginally from SM, though always being Pareto opti-
mal. On bpic18 3 and bpic18 4, all tested algorithms perform Pareto optimal.
To illustrate these models, four have been included in Fig. 3: in the model by
IMf, some concurrent activities can be arbitrarily repeated, leading to a rather
low precision. The model by SM does not contain any concurrency and has a
high fitness. However, it is much less simple and precise than the other mod-
els. The model by IN has a lower fitness, but a much higher precision and is
very simple. To provide some intuition: in the vast majority of traces in this
log, the activities “begin editing” and “finish editing” are alternating according
to intuition: for instance, only in 34 of the 29,059 traces, the trace ends after
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“begin editing” rather than “finish editing”, and only 15,325 of the 295,621 exe-
cutions of both activities are repeated. The model by IMf only requires that after
each “finish editing” there must be a “begin editing”, the model by SM requires
“begin editing” to be executed first, but afterwards no further constraint is posed
on these two activities, and the model by F does not express this constraint at
all. Only IN discovers this constraint correctly by duplicating the “begin editing”
activity.

(a) Inductive Miner - infrequent (IMf). (b) Indulpet Miner (IN).

(c) Split Miner (SM). (d) Flower model (F).

Fig. 3. Results for bpic18-4 (“Geo parcel document”).

On bpic18 5, SM is the clear winner on all dimensions. Remarkably, on this
log IMf has a large standard deviation on simplicity, which, as IMf is deter-
ministic, indicates that the 3-fold procedure withheld useful information from
discovery. As the standard deviation of SM is much smaller, SM uses less infor-
mation from the event logs. On bpic18 6, IMf and IN discover the same models,
but SM achieves the highest fitness and precision, and F the best simplicity (all
models are Pareto optimal). On bpic18 7, IMf achieves the highest fitness, while
IN discovers models with slightly higher precision and lower fitness. The models
by SM have the highest precision, but a very low fitness, as the log contains
many activities that are repeated (so-called short loops), which SM does not
discover. On bpic18 8, all algorithms achieve perfect fitness, IN and IMf achieve
the best simplicity, and SM achieves the highest precision.

On rtf, SM discovers a model that is better on all measures than IMf, IN
and ETM. Finally, on sps, IN is Pareto-optimal over IMf, and SM achieves the
highest precision, at the cost of fitness and simplicity.

The results show that IN in many cases combines the advantages of its sub-
algorithms: the speed, feasibility and fitness of IMf with the precision of ETM.
However, it is difficult to appoint a clear winner: algorithms strike different
balances of log-quality criteria, and all routinely achieve Pareto optimality. Nev-
ertheless, we can conclude that Indulpet Miner can achieve a different balance



Indulpet Miner: Combining Discovery Algorithms 113

in log-quality criteria than the other tested techniques and might be a useful
discovery algorithm in the toolbox of analysts, depending on the use case at
hand.

6 Conclusion and Future Work

We have presented a novel process discovery approach which combines several
existing process discovery algorithms that are based on process trees: the Induc-
tive Miner (IM) [16], the Evolutionary Tree Miner (ETM) [6] and the Local Pro-
cess Model (LPM) miner [28]. Additionally, we have proposed a novel process
tree mining approach that is based on bottom-up recursion, which is too compu-
tationally complex to process a full event log but is useful as an element in the
Indulpet miner to find local structures of process behaviour. The Indulpet miner
is guaranteed to find sound process models, and we have shown on a collection
of real-life event logs that the Indulpet miner often provides a Pareto optimal,
yet different, trade-off between fitness, precision and simplicity compared to the
Inductive Miner and the Split Miner algorithms.

An interesting direction of future work would be to explore heuristic search
or other intelligent approaches to search the space of all possible cuts of the pro-
posed bottom-up recursion technique. This would enable the use of bottom-up
recursion as a process discovery technique by itself, rather than an element in
a hybrid mining approach, which is currently rendered infeasible by the com-
putational complexity of exploring the full space of bottom-up recursion cuts.
Another interesting direction for future work would be to make the ETM and
LPM approaches able to deal with lifecycle transitions, which would make the
Indulpet Miner fully compatible with logs that have lifecycle transitions. In the
case of IM, there already exists a version that is able to handle lifecycles [19].
Making the Indulpet Miner compatible with lifecycles amongst others makes it
possible to calculate more accurate process performance statistics on the process
model.

Acknowledgement. We thank Joos Buijs for his help in integrating the Evolutionary
Tree Miner (ETM) with the Indulpet Miner, and Eric Verbeek for coming up with its
name.
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Abstract. Process mining is, by now, a well-established discipline
focussing on process-oriented data analysis. As with other forms of data
analysis, the quality and reliability of insights derived through analy-
sis is directly related to the quality of the input (garbage in - garbage
out). In the case of process mining, the input is an event log comprised
of event data captured (in information systems) during the execution of
the process. It is crucial then that the event log be treated as a first-class
citizen. While data quality is an easily understood concept little effort
has been directed towards systematically detecting data quality issues
in event logs. Analysts still spend a large proportion of any project in
‘data cleaning’, often involving manual and ad hoc tasks, and requiring
more than one tool. While there are existing tools and languages that
query event logs, the problem of different approaches for different log
imperfections remains. In this paper we take the first steps to developing
QUELI (Querying Event Log for Imperfections) a log query language
that provides direct support for detecting log imperfections. We develop
an approach that identifies capabilities required of QUELI and illustrate
the approach by applying it to 5 of the 11 event log imperfection patterns
described in [29]. We view this as a first step towards operationalising
systematic, automated support for log cleaning.

Keywords: Process mining · Event log query language
Data quality · Event log imperfection patterns

1 Introduction

Process mining is, by now, a well-established discipline focussing on process-
oriented data analysis. As with other forms of data analysis, the quality and
reliability of insights derived through analysis is directly related to the quality
of the input (garbage in - garbage out). In the case of process mining, the input
is an event log comprised of event data captured (in information systems) during
the execution of the process. It is crucial then that the event log be treated as a
first-class citizen.
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From it’s inception to the present day, process mining has focused on three
key areas; discovery, (taking an event log and generating a process model), con-
formance (comparing an existing process model with an event log drawn from
the same process), and enhancement (extending an existing process model using
information recorded in an event log) [3]. Process mining then is a model-based
discipline with the event log being seen as the enabler for model development
and subsequent process analysis. The Process Mining Manifesto [2] provides a
star-rating for event logs in terms of their readiness for use in a process mining
analysis. Existing data quality frameworks for event logs that have been pro-
posed [9,21] are useful in classifying/labelling identified quality issues, but are
not useful in detecting specific examples of quality issues.

Historically, analysts have devoted much time and effort to cleaning data (i.e.
ensuring the data is ‘fit for purpose’) prior to analysis. A recent survey revealed
data scientists spend more than half their time collecting, labeling, cleaning and
organising data [11] and, while some cleaning tasks can be automated, “far too
much handcrafted work...is still required”[18] with (compatibility) issues arising
through the use of multiple tools [30] in collecting and preparing data.

Quality issues commonly found in event logs have been described [9,29] and,
although solutions in the form of filtering, detection and repair algorithms [13,
15,19,31] have been proposed, the problem (different approaches to deal with
different log imperfections), persists. A common feature of all these approaches
however is an underlying capability to, in some way, query the log for the presence
(or absence) of certain characteristics. Hence, our long-term goal is to develop an
event log query language that can directly detect log imperfection issues. We call
this Querying Event Log for Imperfections (QUELI). We take into consideration
the view expressed by Behashti et al. [6] that “querying methods need to enable
users to express their data analysis and querying needs using process-aware
abstractions rather than other lower level abstractions”. This simply means that
more than being somehow possible, it should be actually convenient to
encode event log and process constructs in a query language.

The key questions we consider are (i) what are the capabilities required to
achieve QUELI?, and (ii) how do we identify these capabilities? In Sect. 3 we
address these questions as a three stage approach involving (i) considering how
log imperfections manifest in a log (i.e. what to look for in detecting log imper-
fections), (ii) stepwise refinement (narrative to rigorous algorithmic) of detection
strategies, and (iii) consolidation of the algorithms to abstract ’building blocks’.

The major contributions of this paper are:

– definition of algorithms to detect 5 out of 11 log imperfection patterns
described in [29];

– a preliminary (and by no means complete) consolidation of building blocks
needed by QUELI; and

– a systematic approach to identifying remaining/further building blocks
needed by QUELI.

The remainder of this paper is structured as follows: Sect. 2 describes the
background to the project with a focus on (event log) data quality and discusses
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related work in the areas of detecting log quality issues and event log querying. In
Sects. 3 and 4 we introduce our approach to developing detection strategies and
algorithms for the selected log imperfection patterns and in Sect. 5 we consolidate
the pattern-at-a-time requirements into a set of QUELI constructs and briefly
assess a range of existing log query languages against their ability to support
the QUELI constructs. Section 6 concludes the paper with a brief discussion and
some thoughts on future work.

2 Background and Related Work

Data quality is an easily understood concept, at least to the extent that “high”
quality data is generally regarded as being desirable and “poor” quality data
undesirable as input for any analysis. However, the numerous published attempts
to objectively describe the characteristics of high/poor quality data (see [4,16,34]
for various surveys of data quality research), testify to the fact that the ‘devil
is in the detail’ as far as a universal understanding of data quality goes. High
quality data has been defined as “data that is fit for use by data consumers” [28]
with data quality considered as “the degree to which the characteristics of data
satisfy stated and implied needs when used under specified conditions” [1]. Data
quality is frequently described as being a multi-dimensional concept [33] with
dimensions (i.e. measurable data quality properties) such as accuracy/correct-
ness, completeness, unambiguity/understandability and timeliness/currentness
[1,5,33] being frequently mentioned.
Table 1. Manifestation of quality issues in
event log entities [9]

Event log entities

Quality issues Missing

data

Incorrect

data

Imprecise

data

Irrelevant

data

Case I1 I10 I26

Event I2 I11 I27

Relationship I3 I12 I19

Case attrs. I4 I13 I20

Position I5 I14 I21

Activity name I6 I15 I22

Timestamp I7 I16 I23

Resource I8 I17 I24

Event attrs. I9 I18 I25

The issue of data quality for
event logs was first considered in
[2] with event log quality frame-
works being proposed in [9,21,32].
Mans et al. [21] describes event log
quality as a two-dimensional spec-
trum with the first dimension con-
cerned about the level of abstrac-
tion of the events and the second
one concerned with the accuracy of
the timestamp (in terms of its (i)
granularity, (ii) directness of regis-

tration (i.e. the currency of the timestamp recording) and (iii) correctness. Bose
et al. [9] identify four broad categories of issues affecting process mining event
log quality: Missing, Incorrect, Imprecise and Irrelevant data. The authors then
show where each of these issues may manifest themselves in the various entities
of an event log resulting in 27 separate data quality issues (see Table 1). Such
frameworks are useful in classifying quality issues, however, they do not pro-
vide guidance as to how to discover quality issues in a log, nor do they provide
a mechanism to quantify the extent to which a log is affected by any identified
quality issue. For instance, how many cases are affected by missing events?
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In Suriadi et al. [29] the authors describe a set of 11 log imperfection patterns1

that capture some data quality issues commonly found in event logs (see Table 2
for relationship between patterns and quality issues in Table 1). In this paper
we use 5 of the 11 log imperfection patterns described in [29] as the basis for
understanding the requirements of an event log query language.

2.1 Related Work

Table 2. Relationship between indi-
vidual patterns and quality frame-
work.

Pattern Quality issue/s

Form-based event capture I16, I27
Inadvertent time travel I16
Unanchored event I23, I16
Scattered event I2
Elusive case I3
Scattered case I12
Collateral events I27
Polluted label I15, I17
Distorted label I15
Synonymous labels I15
Homonymous label I22

Suriadi et al. [29] adopt a patterns-based
approach to describing event log qual-
ity issues and provide indicative rules for
detecting the presence of each described
log imperfection pattern. As the name sug-
gests, an indicative rule describes condi-
tions that make it likely that the related
imperfection pattern is present in the log.
The indicative rules are not however, at a
low enough level to be immediately oper-
ationalised to provide direct support for
pattern detection. Lu et al. [19] apply so-
called behaviour patterns (“partial orders

of activities where direct and indirect succession of activities are specified”) to
detect and visualise areas of complexity in an event log. While not specifically
designed to detect log quality issues, the approach can be used to visualise event
concurrency and hence provide an indication of the possibility of the existence
of Form-based Event Capture and Collateral Events patterns [29]. Unsupervised
event log pattern detection approaches such as [8,17] use statistical methods
to detect frequently occurring behaviours in logs. These approaches suffer from
“pattern explosion” (return many patterns) and require the user to sift through
returned patterns to decide which are interesting. As these approaches are tar-
geted at frequently occurring behaviours, infrequent behaviours (which may rep-
resent data quality issues) are harder to detect. Mannhardt et al. [20] by con-
trast, describe an approach involving manual specification of behavioural activity
patterns which encode assumptions about how high-level activities manifest in
lower-level events in a log. This approach is neither quality focused nor domain
agnostic (requires domain knowledge), and relies on the expertise of the user
in specifying patterns with the risk that the user may miss important patterns.
Research in the area of record-linkage, data matching and ontology matching
exists [10,27], but generally deals with less complex issues, e.g. only matching
labels based on similarity measures.

Log repair, by definition, involves rectifying some identified quality issue. Log
repair approaches necessarily require a filtering or querying step to identify log
elements that are the subject of repair actions. As an example, in [13] the authors
discuss three indicators of event order-related quality issues in event logs (mixed

1 http://www.workflowpatterns.com/patterns/logimperfection/.

http://www.workflowpatterns.com/patterns/logimperfection/
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granularity timestamps, unusual or low-frequency directly followed relations or
statistical anomalies in timestamp values) and describe techniques by which the
log may be queried to detect each anomaly.

Unlike approaches that implement only one (or a limited range of) pattern
types, event log query languages can potentially be used to encode multiple types
of patterns (depending on the language constructs and the formulation of the
event log). For instance, where the event log is represented as a table, SQL may
be applied to log querying. In [12] the authors point out that formulating con-
ceptually simple, but nevertheless fundamental, process related questions such
as ‘retrieve all directly follows relations between events’ is inefficient and diffi-
cult to phrase in standard SQL (requiring joining the events table to itself and
a NOT EXISTS nested sub-query) and has performance implications. Dijkman
et al. [12] then propose (but do not implement) a relational algebaraic operator
to extract the ‘directly follows’ relation from a log. In [25] the authors exploit
RelationalXES [26] a relational database architecture for storing event log data
and show how conventional SQL can be used to encode declarative constraints
to extract process knowledge from event logs stored in relational tables. The
approach, implemented as SQLMiner, has at least the following limitations: (i)
data-perspective constraints have not yet been implemented, (ii) intermediate
results are not available for follow-on queries, and (iii) native SQL is not process-
aware, therefore the encoded declarative constraints are complex (and possibly
beyond the ability of all but expert level SQL users).

FQSPARQL [7] is a process event query language and graph-based querying
process engine derived from SPARQL [24]. The FPSPARQL approach models
an event log as a graph of typed nodes and edges. In [22] de Murillas, Reijers and
van der Aalst describe DAPOQ, the Data-Aware Process Oriented Query Lan-
guage for querying event data. DAPOQ was purpose built for process querying
and so has the advantages of improved query development time and readability
of queries. The language supports the traditional process view (events, instances
and processes), with the data perspective (data models, objects and object ver-
sions). Process Instance Query Language (PIQL) [23] describes a query language
specifically designed to report on various Process Performance Indicators (PPIs).
PPI queries are formulated in PIQL to return the number of process instances or
tasks that are (i) (not) finalized, (ii) (not) cancelled, (iii) executed by {name},
(iv) start before {date}, etc. The fact that the language is specifically designed
to report on a PPIs limits its generality. XSLT (Extensible Stylesheet Language
Transformations) is a declarative data transformation language developed by
the W3C and used for transforming XML documents. If the event log is encoded
as a tree structure (a log contains several cases and each case contains one or
more events) in XES/XML, XSLT can be used to filter, transform and query the
event log. Durand et al. [14] leverage this prevalence of XML-based standards
for encoding event logs to build an XML vocabulary and execution language on
top of XSLT, that can be used to query and analyse event sequences.
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3 Approach

Our approach for identifying log query constructs, which are key building blocks
for a query language that is suitable for detecting imperfections in event logs, is
illustrated in Fig. 1. By ‘constructs’, we mean a collection of functionality that
is required by a language (e.g. a log query language) to serve its purpose (e.g.
to detect log imperfections).

Fig. 1. Approach for identifying query constructs for log imperfection detection

Inputs. The inputs to our approach are an event log and, if available, domain
knowledge (e.g. the valid ranges of values for the timestamps of certain activi-
ties). An event log is a collection of events. An event can be defined as a tuple
consisting of various attributes. An attribute may be mandatory or optional. For
example, there are three mandatory event attributes, known as case identifier,
activity label, and timestamp, required for process mining.

Definition 1 (Event). Let Case be the set of case identifiers, Act the set
of activity labels, and Time the set of timestamps. E ⊆ Case×Act×Time is
the set of events. For any event e ∈ E , case(e) ∈ Case, act(e) ∈ Act , and
time(e) ∈ Time, represent the case identifier, activity label, and timestamp of
event e. ��
Definition 2 (Event Log). An event log L ⊆ E is a set of events. ��

Detection Algorithms. In order to identify the constructs needed for querying
an event log for the existence of various imperfections, we start by developing
detection strategies to address certain log imperfections. These detection strate-
gies should be generic, i.e. independent of any specific language and system/tool,
and rigorously defined in the form of an algorithm (for each strategy per log
imperfection pattern) so that they can be implemented in a precise and unam-
biguous way. In the next section of this paper, we elaborate on the detection
strategies for five event log imperfection patterns among those defined in [29].
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Outputs. Each algorithm will produce some artifacts (such as statistical sum-
mary of certain characteristics in an event log, or the derivation of sub-logs that
meet certain criteria) that will then be used to reason about the existence, or
lack thereof, of certain log imperfections.

Query Constructs. Having defined the algorithms for detecting various log
imperfections, we consolidate them to identify which part(s) of the algorithms
can potentially be used as query constructs. These constructs provide direct
support to querying capabilities and thus they are key building blocks for the
intended query language. As an indication of the generality and reusability of
such a construct, it should be applicable to several log imperfection detection
algorithms. In Sect. 5, we explain how we consolidate the algorithms to identify
potential query constructs. It is worth noting that these constructs are still at
their early stage, and further analysis of other log imperfections is needed in order
for one to be reasonably assured that a comprehensive collection of constructs
has been identified.

4 Detection Strategies for Log Imperfection Patterns

In this section we propose the design of strategies for detecting the presence of
log imperfection patterns. For each pattern, we start with describing how the
pattern manifests in an event log, what could be the main reason that has led
to the existence of the pattern in the log, and how the pattern exemplifies a
data quality issue that is defined at a more abstract level as discussed in Sect. 2.
From there, we continue to present our detection strategy for the pattern which
consists of an outline of the underlying detection mechanism in natural language
and then a conceptual design of the strategy specified in the form of an algorithm.

4.1 Form-Based Event Capture

The pattern manifests in an event log as multiple occurrences of groups of events
characterised by a common set of activity labels with each event in the group
having the same or very nearly the same timestamp (allowing for physical logging
by the system) in the same case. An example of the pattern is shown in Fig. 2.

Fig. 2. Example of form-based event capture

A main reason that may cause
this pattern to arise is that
when process-related data is
entered into fields on a com-
puterised form, updates to form
field values are logged as sepa-
rate events (e.g. one event per
field) in response to a user
action (e.g. clicking ‘Save’ on
the form). In this case, the
activity labels are usually informed directly by the corresponding form field
names. It can be observed, taking the example in Fig. 2, that the presence of
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Algorithm 1. DetectForm-basedEventCapture

input : event log L, timestamp difference Δt
output: FG
begin

G ← findSimultaneousEvents(L, Δt) /∗ Step-1 : G is a set of event groups ∗/
A ← ∅ /∗ Step-2.a: To compute a set of groups of activity labels A ∗/
foreach Gi ∈ G do

A ← A ∪ {getActLabels(Gi)}
D ← A /∗ Step-2.b: To compute a set of distinct groups of activity labels D ∗/
do

Dt ← D
D0 ← getOneSetElement(D)
D ← D \ {D0}
foreach Di ∈ D do

if D0 ∩ Di �= ∅ then
D0 ← Di ∪ D0

D ← D \ {Di}
D ← D ∪ {D0}

while D �= Dt;
if |D| = 1 then

FG ← {D, |L|} /∗ Detection ends if only one distinct group of activity labels ∗/
else

FG ← ∅ /∗ Step-3 : To compute the likelihood of form existence FG ∗/
foreach D ∈ D do

countD ← 0
foreach G ∈ G do

if getActLabels(G) ⊆ D then
countD++

FG ← FG ∪ (D, countD)

this pattern in an event log leads to the recording of incorrect timestamps of
affected events representing the time the form was saved, not the time each of
affected events actually occurred. As such, this pattern presents a more concrete
example of data quality issue I16 - Incorrect data: timestamp.

Detection Strategy: The main idea is to discover the existence of a form by
identifying the group of activity labels that are likely informed by the corre-
sponding fields on that form. An outline of our detection strategy follows.

Step-1. Due to the fact that these activities are logged as events that have the
same or very nearly the same timestamps in the same case, the first step of
detection is to find groups of such simultaneous events.
Step-2. It is important to realise that updates may be applied to different
fields on a form in different cases. For example, as shown in Fig. 2, in one case
(Episode ID1) ‘Primary Survey’ and ‘Airway Clear’ are among those updated, and
in another case (Episode ID2) update occurred to ‘Primary Survey’ and ‘Pupils
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Responsive’ on the form. Hence, it is necessary to find the group of all possible
fields on each form (given the scope of the data available in a log).

This can be achieved by (a) extracting the groups of activity labels from the
groups of simultaneous events and (b) traversing the activity labels group by
group and merging the groups that have at least one overlapping label between
them. As such, the second step of detection will yield distinct groups of activity
labels meaning that each activity label belongs to only one of the groups.

However, it is possible that only one distinct group of activity labels is identi-
fied and the detection process will then end with an output of mainly this group
of activity labels. In this case, a conclusion likely to be drawn by end users is
that either all the events in the log are recorded from a single form or no form
exists.
Step-3. This is to help understand how likely each group of activity labels may
inform the existence of a form. Certain quantitative measures can be computed
to provide reasonable indication for the likelihood of form existence. An example
of such a measure is to count how often each group of activity labels, including its
sub-groups, have appeared in the event log. This can help end users to make their
decision given necessary domain knowledge. E.g., if the above count of a specific
group of activity labels is larger than a certain threshold value, a conclusion can
be drawn that there exists a form that contains the corresponding field names.

4.2 Collateral Events

This pattern manifests as an event log containing groups of activities with times-
tamps that are very close to each other (e.g. within seconds). The problem may
be introduced into the log through incorrect or too fine grained logging of event

Fig. 3. Example of collateral events

data. As illustrated by the example
in Fig. 3, the snippet of an event log
contains a list of micro-steps of a
process activity, whereas it is the
activity, but not its micro-steps,
that is of interest to process analy-
sis. As such, this pattern presents
a more concrete example of data
quality issue I27 - Irrelevant data:
event.

Detection Strategy: The key objective is to discover a high-level (parent)
activity by identifying the list of micro-steps (instead of the activity) that are
possibly recorded in the event log. Hence, the detection strategy is similar to
that of form-based event capture. The differences are: (1) the central objects for
detection of collateral events are parent process activities and their micro-steps
(instead of forms and their fields in the case of form-based event capture); and
(2) the input time difference Δt for detection of collateral events has a greater
value than that of form-based event capture. Algorithm1 can be re-used for
detection of collateral events, because it is generic (e.g. being independent of
specific objects to identify, such as a form and its fields vs. a process activity
and its micro-steps) and configurable (e.g. Δt being a user input variable).
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4.3 Inadvertent Time Travel

This pattern manifests as a number of cases in the log where the temporal order-
ing of events deviates significantly from the majority of cases in the log or from
a mandatory temporal ordering property. For example, Fig. 4 shows a snippet of
a log with this imperfection pattern: the activity Arrival first hospital (henceforth
referred to as activity A) was recorded to take place on 2011-09-08 00:30:00;
however, the time of the Injury activity (henceforth referred to as activity B),
which triggered the patient being sent to the hospital, was recorded to take place
more than 23 h later (at 2011-09-08 23:47:01). The cause of this problem is the
‘midnight problem’ whereby a hospital staff recorded the correct ‘time’ of patient
arrival but failed to change the ‘date’ portion of the timestamp (it should have
been 2011-09-09). The occurrence of this pattern is often associated with manual

Fig. 4. Example of inadvertent time travel

recording of timestamp data
and results from the ‘proximity’
between correct value and the
recorded, incorrect value. Prox-
imity errors occur through a
user pressing an incorrect key
on a keyboard, or as in our
example above, a user failing to
recognise the recently-crossed
date/time boundary (such as
the mentioned midnight problem, or a new year). This pattern negatively
impacts the attribute accuracy of the log in that the temporal ordering of the
events no longer reflects the actual ordering of events. Therefore, this pattern is
a manifestation of the data quality issue I16 - Incorrect data: timestamp.

Detection Strategy: The main idea is to discover the existence of pairs of
activities, within the same case, with ‘unusual’ temporal ordering, i.e., it either
deviates from the majority of the cases or violates some mandatory ordering.
Once such pairs of activities are discovered, we then extract statistical summary
information (such as the proportion of cases with the deviant temporal ordering)
to be presented to users to determine if the unusual temporal ordering is indeed
a data quality issue. An outline of our detection strategy is as follows.
Step-1. Using the example from Fig. 4, an unusual temporal ordering of two
events is seen when in one or more cases, the activity B succeeds A, while in the
majority of cases B (the injury event) precedes A. In other words, we say A and
B occurred in any order (in parallel). The first detection step is thus to identify
all pairs of activity names that can occur in any order.
Step-2. Next, for each pair of activity names that can occur in any order, we
extract the corresponding pairs of events. Using our example above, the idea
here is to obtain two sets of pairs of events: the first set consists of all pairs of
events where A was followed by B, and the second group consists of all event
pairs where B was followed by A.
Step-3. Finally, we obtain some statistical summary of those two groups. The
intended statistical summary includes information such as the proportion of cases
of usual vs. unusual temporal ordering and the frequency of each pair of events.
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This statistical summary information is then presented to the user to determine
if it is an acceptable deviance or if it is an event log quality issue.

Algorithm 2. DetectInadvertentTimeTravel

input : event log L
output: S(A||B)
begin

/∗ Step-1 : A|| is a set of activity names that can occur in any order ∗/
A|| ← findParallelEventPairs(L).

S(A||B) ← ∅ /∗ Initialise the return value ∗/
foreach (a, b) ∈ A|| do

/∗ Step-2 : L(a||b) and L(b||a) are the corresponding sets of pairs of events with

activities that can occur in any order ∗/
Let L(a||b) = {(e, e′) ∈ L × L | ∃(a,b)∈A|| : act(e) = a ∧ act(e′) = b}
Let L(b||a) = {(e, e′) ∈ L × L | ∃(a,b)∈A|| : act(e) = b ∧ act(e′) = a}
/∗ Step-3 : Calculate the statistical summary ∗/
StatSumm(a||b) ← getStatSummary(L(a||b))
StatSumm(b||a) ← getStatSummary(L(b||a))
S(A||B) ← S(A||B) ∪ {StatSumm(a||b)} ∪ {StatSumm(b||a)}

4.4 Synonymous Labels

This pattern manifests as the existence of multiple values of a particular attribute
that seem to share a similar meaning but are nevertheless, distinct. For example,
Fig. 5 shows a snippet of a log with this imperfection pattern: the activities
Medical Assign and DrSeen refer to the activity of consulting a medical doctor.
However, the labels (or names) given to the activity are different.

Fig. 5. Example of synonymous labels

This log imperfection pattern may
arise when an event log is constructed
from multiple source logs, each of
which represents the same process,
but uses a different label to represent
essentially the same process step. The
existence of multiple names for the
same attribute creates ambiguity in
an event log. As such, this imperfec-
tion pattern is a manifestation of the
I22 - Imprecise data: event attributes
quality issue.

Detection Strategy: The main idea is to discover the existence of pairs of
activities that never occur together within the same case. Using the example
above, the underlying assumption is that some cases were recorded in one par-
ticular system using the activity name Medical Assign while other cases were
recorded in another system using the activity name DrSeen. Then, we examine
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Algorithm 3. DetectSynonymousLabels

Input : event log L
Output: {Asynonymous}
begin

/∗ Step-1 : A# is a set of activity names that are in conflict ∗/
A# ← findConflictPairs(L) is a set consisting of pairs of events with
conflict relation.

Asynonymous ← NULL /∗ Initialise the return value ∗/
foreach (a, b) ∈ A# do

/∗ Step-2 : Obtain the corresponding events for each pair of activity names that are

in conflict ∗/
Let L#a = {e ∈ L | ∃(a,b)∈A# : act(e) = a }
Let L#b = {e ∈ L | ∃(a,b)∈A# : act(e) = b }
/∗ Step-3 : Obtain the context variable and check for similarity of the context

variables ∗/
Ccontext(a) = getContextVariables(L#a, L)
Ccontext(b) = getContextVariables(L#b, L)
if Ccontext(a) ≈ Ccontext(b) then

Asynonymous ← Asynonymous ∪ (a, b)

the contextual variables surrounding this pair of activity names. Contextual vari-
ables include the surrounding activity names preceding, succeeding, or running
in parallel with the activity name being examined. If the contextual variables
are similar, then this pair of activity names may be candidate for synonymous
label. An outline of our detection strategy is as follows.
Step-1. The first step in our detection strategy is to identify those activity labels
that never occur together within the same case, across all cases seen in the event
log. When two activity labels never occur together within the same case, we call
these activity labels to be in conflict. By examining the whole event log, we will
get a list of pairs of activity names that are in conflict.
Step-2. Next, for each pair of activity names that are in conflict, we extract
the corresponding contextual variables as explained above. To do so, we need
to extract two groups of events: each group consists of all events whose activity
names is the same as one of those activity names in conflict. Using our example
above, the first group of events will be those events whose activity names are
equal to Medical Assign, while the other group consists of all events with activity
name DrSeen.
Step-3. For each group of events extracted in the previous step, we obtain the
contextual variables and then compare them to see if they are similar. Using the
example above, if the contextual variables between the activity names DrSeen
and Medical Assign are similar enough, we store this pair of activity names into
a list to be presented to users for determination.
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4.5 Homonymous Labels

This pattern manifests as the existence of an activity name being repeated mul-
tiple times within a case (i.e. the same activity name applied to each occurrence
of the activity), but the interpretation of the activity, from a process perspective,
differs across the various occurrences. For example, in Fig. 6, the activity name
Triage Assessment occurred multiple times within the same case. The second and
third occurrences happened roughly 7 days after the first. From a process per-
spective, the first occurrence referred to an actual triage activity of a patient,
while the second and third occurrences referred to a doctor reviewing the triag-
ing decision made earlier (it is impossible to be triaged again after a patient
has been discharged from the hospital). This log imperfection pattern may arise

Fig. 6. Example of homonymous labels

when the original logging or the sub-
sequent event log extraction does not
record the context information neces-
sary to distinguish between the dif-
ferent occurrences of the activity. For
instance, in our example, the first
triage activity activity should have
been further qualified by using the name Triage - Initial, while the second and
third should be further qualified by using the name Triage - Review. The occur-
rence of this log imperfection pattern makes certain activity names too coarse to
reflect the different connotations associated with the recorded events. As such,
this is a manifestation of the I12 - Imprecise data: activity name data quality
issue.

Detection Strategy: A homonymous label pattern manifests itself as the occur-
rence of an activity name at rather ‘odd’ places within a case, e.g. the occurrence
of a triage activity after the patient was discharged (in the example above). In
other words, similar to the Inadvertent Time Travel pattern, the first detec-
tion step is thus to discover the existence of pairs of activities, within the same
case, with ‘unusual’ temporal ordering. Next, from those pairs of activities with
unusual temporal ordering, we identify those activities that are repeated at least
twice within the same case (a homonymous label pattern will only be seen if the
activity is repeated). Finally, for each activity that is repeated, we obtain the
contextual variable to identify if we see one or more distinct contextual variables.
We then present the contextual variables along with the activity names to users
to determine if there is a homonymous label pattern in the log. An outline of
our detection strategy is as follows.
Step-1. As explained above, the first step in our detection strategy is to identify
those pairs of activity names with unusual temporal ordering. As explained in
the detection of Inadvertent Time Travel pattern, we can identify such pairs of
activity names by extracting those pairs of activities that happened in any order.
Step-2. The logic behind this step is similar to Step-2 of the Inadvertent Time
Travel pattern: for each pair of activity names that can occur in any order, we
extract the corresponding pairs of events.
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Step-3. Next, for each pair of activities that can occur in any order, we extract
those duplicated activity names within a case. This step is needed to narrow
down the list of potential homonymous activity labels for further examination.
As explained above, homonymous label pattern exists for an activity name that
occurs at least twice within a case.
Step-4. Finally, for the set of duplicated activity names extracted from Step-3,
we obtain the contextual variables for each occurrence of this activity name. We
then return the set of contextual variables for each duplicated activity name from
Step-3 to users to determine the existence of the homonymous label pattern.

5 Towards Required Capabilities for QUELI

By presenting detection strategies for a number of event log imperfection pat-
terns we have shown that interacting with event log data in a way that enables
the detection of data quality issues is often non-trivial. Rather than expecting
users to manually apply these strategies to their data sets it would be useful to
provide them with “building blocks” that they can use to apply these strategies

Algorithm 4. DetectHomonymousLabels

Input : event log L
Output: Ncontext

begin
/∗ Step-1 : A|| is a set of activity names that can occur in any order ∗/
A|| ← findParallelEventPairs(L).

/∗ Step-2 : L(a||b) and L(b||a) are the corresponding sets of pairs of events for all

activities that can occur in any order ∗/
L(a||b) ← ∅
L(b||a) ← ∅
foreach (a, b) ∈ A|| do

Let L(a||b) = {(e, e′) ∈ L × L | ∃(a,b)∈A|| : act(e) = a ∧ act(e′) = b}
Let L(b||a) = {(e, e′) ∈ L × L | ∃(a,b)∈A|| : act(e) = b ∧ act(e′) = a}
L(a||b) ← L(a||b) ∪ L(a||b)
L(a||b) ← L(a||b) ∪ L(b||a)

/∗ Step-3 : Identify duplicated activity names in a case. The set Acandidates consists of all

activity names that can be duplicated within a case. ∗/
Acandidates = getDuplicateNames(L(a||b), L(b||a))

/∗ Initialise the return value ∗/
N(context) ← ∅
foreach a ∈ Acandidates do

/∗ Step-4 : Extract the contextual variables. ∗/
Lcandidates = { e ∈ L | e.act = a }
Ccontext(a) ← getContextVariables(Lcandidates, L)
Ncontext ← Ncontext ∪ (a, Ncontext(a))
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through querying. Our detection strategies already show reoccurring operations
and data structures used in the detection. In Table 3 we aggregate the primi-
tives used in the presented detection strategies, generalise them, and show which
primitives are relevant to detecting more than one pattern in order to identify
some potential “building blocks”.

Table 3. Aggregated primitives to detect log imperfection patterns [29]

Primitive: findSimultaneousEvents(L, Δt)

Relates to: Form-based Event Capture, Collateral Events

Primitive: getOneSetElement(D)

Relates to: Form-based Event Capture, Collateral Events

Primitive: findRelationshipPairs(L,[||, #, <, >])

Relates to: Inadvertent Time Travel, Synonymous Label, Homonymous Label

Generalisation: We combine findParallelEventPairs(L) and
findConflictPairs(L) and anticipate the need to extract direct-follow and
direct-precede relations

Primitive: getActLabels(L,A ⊆ A, δ(L))

Relates to: Form-based Event Capture, Collateral Events

Primitive: getStatSummary(L, L)

Relates to: Inadvertent Time Travel, Homonymous Label

Primitive: getContextVariables(a ∈ A,L)

Relates to: Synonomous Label, Homonymous Label

Primitive: getDuplicateNames(L, L)

Relates to: Homonymous Label

On a higher level, we can summarise that, to apply the presented detection
strategies, a mixture of high-level language features are required. These are (i)
support for selection/projection of data, (ii) support for aggregation of results,
(iii) support for set-operations, (iv) support for loops, and (v) support for event-
relations (e.g. parallel, conflict) (see Table 4). In the following we show that
the required high-level language features are not supported by any single query
language. As at least one of the referenced languages is Turing complete and
can therefore theoretically perform any operation that can be defined as an
algorithm, we more specifically check for direct support. We define direct support
for a primitive as the availability of parameterised function calls, so that the
query can be performed without writing procedural code. An example of such a
parameterised operator for filtering events in a log is the WHERE clause in an
SQL statement.

The getActLabel() primitive returns activity labels associated with events.
Hence, this primitive requires selection (to identify events) and projection (to
return the activity label attribute values) functionality. All query languages sup-
port this functionality. All our proposed detection algorithms make use of set
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operations. As a set-based language, SQL provides support for set operations.
PIQL supports querying the numbers of process or task instances and is therefore
not able to provide the actual sets of event (tasks) as required for our primi-
tives. The getStatSummary() primitive returns aggregates of low-level data. SQL
provides support for aggregation through the GROUP BY clause and built-in
functions such as MIN(), MAX(), AVG(). XSLT is Turing complete and should
therefore in theory be able to provide support for all our primitives, however,
aggregations are, in fact, not well supported and are practically infeasible. All our
detection algorithms involve some form of repetition, generally count-controlled,
with two algorithms (Form-based Event Capture and Collateral Events) requir-
ing condition-controlled iteration. Only XSLT provides direct support for both
forms of repetition, DAPOQ supports only count-controlled repetition, while
the other languages do not support either form of repetition. The findRelation-
shipPairs() primitive requires identifying relationships between pairs of events.
While this is possible in a language such as SQL, the query is complex and, using
only standard SQL features, requires manual specification of pairs of events and
relationship type. Hence, it is not reasonable to conclude that SQL provides
direct support for this primitive. Only FPSPARQL, through its notion of paths,
provides direct support for this primitive.

Table 4. High-level features required for application of detection strategies

Features SQL FPSPARQL DAPOQ PIQL XSLT

Support for selection/projection of
data Relates to: getActLabels()

Y Y Y Y Y

Support for set-operations
Relates to: All strategies

Y Y Y N N

Support for aggregation of results
Relates to: getStatSummary()

Y Y N Y N

Support for repetition
Relates to: Form-based Event
Capture, Collateral Events

N N N N Y

Support for event-relations
Relates to: findRelationshipPairs()

N Y N N N

6 Conclusion

This work was motivated by our experiences in data preparation for multiple
process mining case studies. For each study, the objective was to construct event
logs with the highest possible data quality. Often, the starting point was source
log(s) (i) drawn from non-process aware information systems, (ii) all of which
exhibited a mixture of the issues described in [9,21,29] and (iii) required the
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use of multiple off-the-shelf tools and, sometimes, custom-developed software to
identify and rectify quality issues (with the associated save, open, save-as dif-
ferent format, import operations to move from one environment to the next).
In this paper we have outlined an approach that identified a small set of func-
tion primitives for detecting a range of data quality issues commonly found in
event logs, viz. log imperfection patterns. We note that, unsurprisingly, none of
the tools or query languages we considered provide direct support for all of
the functional requirements we derived. The detection strategies and algorithms
provided in this paper meet our aim of providing guidance to process analysts
in detecting the log imperfection patterns and form the basis of future work in
implementing the primitives in QUELI.
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Abstract. In an increasingly instrumented and inter-connected digital world,
citizens generate vast amounts of data, much of it being valuable and a sig-
nificant part of it being personal. However, controlling who can collect it,
limiting what they can do with it, and determining how best to protect it, remain
deeply undecided issues. This paper proposes CAPrice, a socio-technical solu-
tion based on collective awareness and informed consent, whereby data col-
lection and use by digital products are driven by the expectations and needs of
the consumers themselves, through a collaborative participatory process and the
configuration of collective privacy norms. The proposed solution relies on a new
innovation model that complements existing top-down approaches to data
protection, which mainly rely on technical or legal provisions. Ultimately, the
CAPrice ecosystem will strengthen the trust bond between service developers
and users, encouraging innovation and empowering the individuals to promote
their privacy expectations as a quantifiable, community-generated request.

Keywords: Collective Awareness Platforms � Collaborative platforms
Collaborative design � Privacy � Digital social innovation � Crowdsourcing
Terms of Service � Privacy expectations

1 Introduction

Privacy and anonymity in the digital world are becoming increasingly difficult to
achieve. While we recognize the dramatic progress brought about by Information and
Communication Technology (ICT) in almost every aspect of our everyday life, we
realize that, in the process, we handed over privacy management to businesses and
corporations that are primarily driven by a profit motive, making our personal data
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vulnerable to exploitation in ways that are harmful to us. As society in general
acknowledges that privacy preservation is essential in human relations, democracy,
independence and reputation, nowadays it is openly stated that businesses often offer
digital products and services that are inconsistent with consumer values1. Yet, for a
variety of reasons, the more pronounced being limited awareness of the involved risks,
we tolerate and give our consent to untrustworthy software to collect, store and process
our data, having limited or no evidence as to how this sensitive information will be
protected, who has access to it, or even what the intended purpose is.

The need to forge sound laws to regulate business policies for data protection is
judged necessary by many stakeholders in the digital market. Europe, in particular, is
pioneering such efforts by recently enacting a new, reformed data protection regula-
tion2 and by constantly updating its e-Privacy-related directives3.

Legal frameworks alone are not always effective, as exemplified by the many
digital products caught not only breaching national or European laws, but even vio-
lating their own privacy policies. The Norwegian Consumer Council (NCC), for
example, has been revealing a multitude of such cases4, having filed a series of
complaints for apps that violated both Norwegian and European laws5. Similar stories
about digital products that have clear discrepancies between their terms and what
actually happens when consumers use them reach frequently the press, even regarding
products whose main task is to offer a trusted and safer online experience6.

At the same time, the ease with which we often give our consent to the processing
of our data not only hinders the efficacy of legal regulations, but also makes it difficult
for technical countermeasures to achieve a broad, society-wide impact to consumers
privacy protection. The industry seems to lack incentives to adopt a more privacy-
respecting attitude; the much debated Do Not Track7 policy proposal is a characteristic
example: despite its adoption by all main browsers, most web sites ignore it, having no
significant reason to do otherwise [3].

Our limited understanding of the potency of digital services and the low degree of
awareness on the privacy risks involved help accentuate the problem. The situation is
sustained, and implicitly supported, by the current scheme with General Terms and
Conditions, Terms of Service, Privacy Policy or End-User License Agreement docu-
ments (collectively referred to as ToS in this paper), which represent the most direct

1 http://webfoundation.org/2017/03/web-turns-28-letter/.
2 Regulation 2016/679 of the European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal data and on the free movement
of such data, and repealing Directive 95/46/EC (General Data Protection Regulation - GDPR), L
119/14.5.2016.

3 https://ec.europa.eu/digital-single-market/en/proposal-eprivacy-regulation.
4 https://www.forbrukerradet.no/appfail-en/.
5 http://www.forbrukerradet.no/side/norwegian-consumer-council-files-complaint-against-tinder-for-
breaching-european-law, http://www.forbrukerradet.no/side/happn-shares-user-data-in-violation-of-
its-own-terms/.

6 https://www.ndr.de/nachrichten/netzwelt/Nackt-im-Netz-Millionen-Nutzer-ausgespaeht,nacktimnetz
100.html,

7 http://donottrack.us/.
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means a consumer has to understand how his/her personal data are handled. A recent
study by NCC showed that just reading the ToS for apps on a typical smartphone
would take more than 24 h8. Considering their scope, length and complexity, it comes
as no surprise that the average consumer is not investing sufficient time to study ToS
before agreeing to them, thus unintentionally granting permission to apps to access and
process a wealth of personal information.

With the number of privacy violations growing though, it is becoming obvious that
the contrasting views between what consumers want and what firms offer can hurt the
industry in the long run. As privacy concerns crystallize in public perception, small
businesses will be the first to experience the consequences of consumers turning their
back on privacy-suspicious products9. Furthermore, recent studies provide evidence
that privacy policy is interlinked with innovation policy and consequently has impact
for innovation and economic growth [4]. A collaborative scheme, built on trust rela-
tions, can benefit all involved parties (consumers, app developers, service providers).
Within such a scheme, data protection and privacy will not be seen as barriers to
business growth, but as a competitive advantage and an innovation opportunity. The
ensuing competition will provide opportunities for start-ups to enter the market, as well
as for established firms to improve their market share by appropriately adjusting the
privacy-related characteristics of their digital products/services, all for the benefit of the
end-user (consumer) of these products/services.

The main thesis motivating this paper is that technical solutions and solid legal
regulations are necessary but not fully sufficient for accomplishing a paradigm shift
towards a new data economy. In addition, we firmly believe that data protection can be
powered by the society itself. By mobilizing consumers to become active players in
digital marketplaces and by developing socio-technical tools to harness our collective
power, the adoption of the technical and regulatory frameworks will become more
effective and ubiquitous, and the market will act with responsiveness. As stated in [14],
to protect privacy adequately, society needs awareness, but also consensus about pri-
vacy protecting measures and processes that generate social norms, with which service
providers will voluntarily comply because it is profit maximizing.

This paper proposes CAPrice, a suite of mechanisms to facilitate community
interaction, enabling the explicit declaration of consumers’ privacy expectations of the
various digital products. Through a combination of socio-technical methods, such as
community-generated design contractualism, crowd sourcing and a knowledge com-
mons approach to privacy policy, the outcome is a new innovation model that will
allow consumers to collectively and collaboratively express their concerns, and
developers to adopt more privacy-friendly practices and respond to the needs of con-
sumers with novel products and services. To support this aim, a community is being
formed that wishes to support actions towards the vision discussed in this paper (details

8 http://www.forbrukerradet.no/side/the-consumer-council-and-friends-read-app-terms-for-32-hours/
http://www.forbrukerradet.no/side/250000-words-of-app-terms-and-conditions/.

9 http://www.bloomberg.com/bw/articles/2013-03-05/why-mobile-apps-privacy-policies-are-so-
important
https://www.cognizant.com/whitepapers/the-business-value-of-trust-codex1951.pdf.
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are given below). The current paper describes the long-term vision of the CAPrice idea,
as well as the current results of applying this vision in practice.

In Sect. 2 we describe the theoretical framework upon which or work is based,
whereas Sect. 3 describes the complete vision associated with CAPrice. The current
progress of CAPrice is described in Sect. 4. We conclude in Sect. 5. An earlier version
of this idea appears in [10].

2 Theoretical Framework

Against the current landscape in the digital world, the protection of privacy is not just
the result of applying legal and technical requirements. It seems to be also connected
with the idea of the personal privacy expectations of each individual, an expectation
that also depends strongly on the context in which the user is interacting (e.g., media
sharing sites, social networks, apps), the social status of the user (gender, marital status,
age, employment, etc.), and, of course, his/her personality and privacy sensitivity.
Digital awareness has become a key issue and, consequently, citizens are another link
in the chain of protecting their own privacy. In this regard, the improvement of the
individual’s empowerment may be the missing link in the implementation of a com-
prehensive and effective global strategy for the protection of privacy in the digital age.
This empowerment, achieved through collaboration, crowd sourcing and collaborative
open innovation management, is the main focal point of CAPrice. Before describing
the software tools that will enable and facilitate this collaboration, we analyze here the
main theoretical principles associated with CAPrice.

Collective Awareness Platforms for Sustainability and Social Innovation (CAPS) is
a research initiative endorsed and supported by the European Commission, aiming to
explore new solutions at the confluence of social networks, knowledge networks and
networks of things [1]. Officially, CAPS is an initiative that “pioneers new models to
create awareness of emerging sustainability challenges and of the role that each and
every one of us can play to ease them through collective action”10. It aims at designing
online platforms for creating social awareness and for allowing collective solutions to
emerge through the interaction among participants, exploiting the hyper-connectivity
characteristic of the digital society. Several projects associated with this initiative have
been funded11 and have already produced (or will produce soon) important results
showing how collective action can support and enhance many different facets of human
activity.

CAPrice leverages this idea towards creating a community centered around privacy
that will both contribute to, and benefit from, the improved, community-wide aware-
ness on privacy. More precisely, CAPrice complements top-down efforts by creating a
community including consumers, industrial stakeholders, decision-makers and the
general public. This community will engage in a multi-directional communication,
aided by software tools that will help promote awareness and cooperation among

10 https://ec.europa.eu/digital-single-market/en/collective-awareness.
11 https://capssi.eu/caps-projects/.
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different stakeholders, towards the mutual benefit of everyone. Unlike other initiatives,
in which a group of experts tries to inform other users on the privacy-related dangers of
certain actions or products, we try to break this asymmetry: every person in the
CAPrice community can, potentially, play the role of both the “teacher” and the
“student”, or both the “informer” and the “informed”.

In fact, mechanisms for specifying the intended use of information have been
suggested in the past (e.g., P3P [7]), but never achieved wide acceptance. The bottom-
up participatory innovation paradigm of CAPS offers the means to achieve a more
substantial impact, but society-wide participation and engagement are key aspects for
its success. The most important difficulty that most “young” CAPS face is how to reach
a critical size above which payoff for the platform (however defined) becomes positive.
In order to overcome this initial threshold effect [2], a multi-dimensional strategy is
needed to promote user engagement and foster social innovation.

Design contractualism is the idea that developers make legal, moral or ethical
decisions and then (a) embed these decisions in the code itself and (b) make those
decisions manifest to the user. Part (a) is achieved by encoding rules of order for
appropriate behavior in computational logic as above, so the second critical innovation
is to make those rules manifest to the different actors in the system. Since we are
dealing with a knowledge commons, one approach is to extend an idea from the
Creative Commons12. For example, Creative Commons supports six different licenses
in three layers, each of which constitutes a norm, as it serves to coordinate expecta-
tions. However, one can imagine a user group operating under one license, but reaching
a point where they would prefer to operate under a different license: the question is how
to agree changes in licensing arrangements. CAPrice proposes a similar approach
through the annotation of ToS documents.

Privacy protection and management, as well as information sensitivity, are inher-
ently user-centered, thus it cannot be claimed that a given set of norms for a given app
is suitable for all users and contexts. In the CAPrice model, we encourage debates for
norm generation that will allow the identification of groups of people sharing common
opinions. Once this happens, a separate debate per group can specify the corresponding
fit-for-purpose norms.

These guidelines can be adapted to enhance the privacy policies of diverse digital
services. Apps for mobile devices, for instance, specify the groups of capabilities or
information (permission groups - PGs) that they need access to. Many platforms
operate on a take-it-or-leave-it style, leaving a lot of aspects inadequately supported; in
particular, developers are not required to explain why they need access to the requested
PGs and what they plan to do with the respective data. CAPrice expands the current
scheme with support for explanation generation and justification modeling: for each PG
that some app requests access to, the justification can comprise a set of aspects denoting
why the app developer needs this PG and a set of aspects denoting the user benefits.
Our proposed solutions intend to facilitate discussion about the privacy scope of apps
with regards to data access, and enable users become aware and understand how their
data is manipulated, as well as to express their privacy expectations.

12 https://creativecommons.org/.

Towards a Collective Awareness Platform for Privacy Concerns and Expectations 139

https://creativecommons.org/


3 Methodology

Our limited understanding as consumers of the capabilities of digital technologies in
collecting and processing our personal data, and our inability to easily request guar-
antees for data protection or to prevent collection and sharing, lead us to adopt
behaviors in our digital interactions that would seem unreasonable in the physical
world.13 For the time being, as the current data economy has obvious benefits for both
firms and individuals, it comes as no surprise that we seem to feel comfortable with, or
at least tolerate, the existing
situation. Nevertheless, the
protection of privacy in the
digital world is becoming a
vital societal problem and
many stakeholders world-
wide ring the bell for
appropriate action. Inevi-
tably, as privacy concerns
solidify in public perception,
the implications of con-
sumers’ suspicions towards
digital products will even-
tually hurt the industry,
especially the smaller
players.

Unfortunately, the pro-
tection of personal data is
not “a few clicks away” for
the average consumer; changing application configurations, installing technological
countermeasures, even reading the privacy policies and understanding the risks, is a
needlessly difficult task, especially for consumers who have grown accustomed to
quick-and-easy interactions with technology, or for those with a low level of techno-
logical competence. Our intention is to offer solutions that will make privacy-friendly
digital interactions for the consumer as easy to accomplish as it currently is to neglect
caring about privacy protection.

Accomplishing this goal requires a paradigm shift in the way we understand and
experience technology, which cannot occur overnight, but needs a methodical approach
that will steadily empower passive consumers of digital products to understand the
value of their data and take control of it. In this effort, policy makers and ICT tools will
offer indispensable leverage; yet, a key step for achieving effective impact will be to
convince developers that they have many benefits to reap in the new trusted data
economy, by seeing privacy and data protection as a competitive advantage, rather than
a barrier. CAPrice is a solution that will enable consumers to express their privacy
expectations and desires about digital products, while offering innovation opportunities

Fig. 1. A layered approach to social innovation for privacy

13 The following video is instructive: https://www.youtube.com/watch?v=xYZtHIPktQg.
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for developers who are willing to listen and respond to their needs. Our approach for
contributing towards this paradigm shift will happen along the socio-technical actions
and innovations shown in Fig. 1 and explained next.

3.1 Awareness on Digital Data Privacy

The first vital step is to approach individuals from different social and demographic
groups who share similar values regarding privacy, and make them aware of the
privacy risks that are hidden in the careless use of digital technology. Although digital
privacy protection is included in the agenda of many organizations and institutions, in
order to achieve a society-wide paradigm shift, it is important to create a global
community of citizens that not only subsumes the already established groups, but
expands to consumers who never before considered the protection of privacy a key
concern of their daily interaction with technology.

Towards this end, we initiated an attempt to create a grassroots community of
privacy-aware consumers. Securing participation in virtual online communities is not
trivial, and simply bringing together individuals who share similar goals or purposes is
not sufficient. To successfully foster and sustain engagement in the CAPrice virtual
community, we followed the well-known 3-stages process [8], described below.

First, we need to identify and understand the needs of community members that
create the intrinsic motivations for participation. As the numbers from our social
channels indicate (see Sect. 4.1), real stories about smart toys, baby monitors, mHealth
apps, even about future autonomous cars can have dramatic effect in driving awareness
of diverse audiences, compared to other material.

Second, member participation must be promoted, by highlighting the value of
collective actions, by creating enjoyable experiences or by encouraging content cre-
ation, among others. In fact, similar community creation attempts in other domains
showed that any grassroots community is prone to lose interest, unless a vibrant, self-
motivated group of users exists in its core to make it sustainable and to help establish
self-definition14. In our case, this group is called the CAPrice Privacy Ambassadors, a
group of individuals with specific technical and social skills, who have taken over the
task of engaging citizens in this effort (see Sect. 4.2).

Finally, the third stage is to sustain member engagement by motivating cooperation,
enabling members not only to meet specific needs, but also to co-create value for
themselves and the community. We have designed a number of ICT tools to foster
cooperation among ordinary consumers, researchers, privacy-enthusiasts, hackers, as
well as general-purpose digital-product developers. On top of these tools, a rewards
program will incentivize participation, driving user engagement and supporting repu-
tation mechanisms to assure members that their contributions are recognized.

It is important to repeat here that this is different from top-down efforts, where
awareness is achieved through a group of experts. Our aim is to complement such efforts
by creating a community including consumers, everyday people, industrial stakeholders
and decision-makers, who will engage in a multi-directional communication that will

14 http://www.scp-centre.org/wp-content/uploads/2016/05/Final_Report_CATALYST.compressed-2.pdf.
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help promote awareness and cooperation among different stakeholders, towards the
mutual benefit of everyone. Also, CAPrice differs from technical solutions to privacy
(such as, e.g., the PlusPrivacy tool15), whose aim are to ensure that digital interactions
respect the privacy preferences of the user, by imposing such preferences at a technical
(software or hardware) level.

Awareness corresponds to the first, innermost layer shown in Fig. 1. So far, we
have been quite successful in growing our community; details regarding community
creation and sustainability can be found in Sects. 4.1, 4.2.

3.2 Collective Expectations

The second step (Fig. 1) is to capture consumers’ expectations regarding the privacy
policies of the different digital products they ordinarily use. This is achieved by allowing
consumers to explicitly state their own expectations and treating these expectations as a
common-pool resource. By enabling users to specify which access permissions they find
reasonable for products of a given category and which they consider too intrusive, we
aim at generating shared content that will be directly exploited by many stakeholders,
ranging from simple consumers and developers, to policy makers, even to social sci-
entists that will attempt to interpret the dynamics of the community and their stance
towards privacy. Towards this, we are in the process of creating a global repository of
human-readable and machine-processable privacy-related content (consumers’ expec-
tations, annotated ToS, application ratings, and others) in the form of a semantic privacy
wiki (see Sects. 4.4 and 4.5).

With the generation of citizens’ collective intelligence about privacy expectations
in the form of measurable data, the accent is not only on the peer pressure that can be
used to drive more privacy-respecting practices by developers, but also on the real-
ization by consumers that expressing privacy needs and requesting solutions is not
exclusively a top-down process, but can also be accomplished by each individual user
uniting her or his voice to that of other members of the community.

3.3 Collective Privacy Norms

The basic position of CAPrice is based on the acknowledgement that, when it comes to
privacy, one solution that can serve all needs is not feasible. Within the privacy
protection boundaries set by legal regulations, one should listen to the plurality of
opinions issued by consumers regarding the level of privacy space they wish to have,
which leads to different privacy needs and expectations. Identifying these differences is
of course beneficial for innovative developers who can design flexible services that
adapt to the various needs. But this is even more critical for building a society that
respects and supports the different trends, and where policy makers can recognize and
act upon the dynamics behind the contradicting mindsets of citizens.

One of the key points of our approach is related to the identification of collective
privacy norms (3rd layer in Fig. 1). In contrast to legal regulations, which apply

15 https://plusprivacy.com/.
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ubiquitously, social norms are more flexible: they can be contradicting, as different
attitudes may be considered “ordinary” by different people; they are more dynamic,
being easily adapted to societal trends; and they have no geographical restrictions. On
the other hand, law and policy making require a thorough understanding of a situation
before being issued to guarantee just treatment; however, this reduces their adaptability
and makes them unable to confront the astonishing speed with which ICT progresses.
And there is always the risk that the country our data go to does not have the desired
level of protection (although this problem is being mitigated, at least in Europe, by the
introduction of European regulations such as the GDPR). We argue that collective
privacy norms that exist inside the boundaries of regulations, despite being less
stringent and reliable than legal regulations, can be equally powerful to control market
dynamics if appropriately supported.

The aggregation and analysis of consumers’ expectations into collective norms that
will conceptualize the stance of citizens towards privacy products introduces certain
challenges. First, the result should be measurable, to enable developers to weigh their
profit-loss trade-off, but also semantically rich, to allow for meaningful interpretations
of the data. Otherwise, the industry will find no incentive to adopt a different attitude
towards privacy protection, as has happened many times in the past already.

In addition, the privacy principles underlying these norms need to be simple and
comprehensive, in order to clearly capture the intuition of consumers and to secure
society-wide coverage. We consider for our approach the experience of other initiatives
that try to model users’ preferences about privacy settings, relying on principles such as
transparency and minimization of use.

Simplicity is key for users’ comprehension, so we base our approach on a
what/who/why/how/how-long scheme, i.e.: what data are being collected and pro-
cessed; who is collecting or has access to the data (data controller/processor); why are
the data collected or processed; how are they published; and for how long are they
stored and processed. This is in close compliance with Opinion 02/2013 of the EU
Article 29 Working Party on apps for smart devices16 that provides, among others, the
smallest set of recommendations that developers should follow in their privacy policies.

3.4 Design Contractualism and Annotation

It is well-understood that the contribution of users in isolation towards a common goal
and the aggregation of their data is only half-way towards achieving the collective
intelligence needed to address a
societal problem. What is also
imperative is the participation of
users in co-creation processes
that will empower them to col-
lectively generate new ideas and
decide collective actions. This

Fig. 2. Visual cues for terms of service documents
(Taken from https://disconnect.me/icons)

16 http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-recommendation/files/
2013/wp202_en.pdf.
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co-creation process, which also fosters group awareness and understanding of the
problems at hand, requires well-structured deliberation and discussion tools that can
support goal-driven exchange of opinions, and where conclusion making is equally
important to the identification of the different trends in the dialogue.

In CAPrice, we reuse and extend tools with proven impact, focusing on generating
bottom-up solutions on privacy, and incorporating for the first time the consumer’s
point of view, following the ideas of design contractualism (4th layer in Fig. 1). In fact,
our advanced notion of design contractualism goes two steps further.

Firstly, because instead of making legal or ethical decisions, designers and
developers construct a legal or ethical decision space, and enable the point in that space
to be selected by the users. This is the basis of algorithmic self-governance [9],
whereby those affected by a set of rules (of an embedded, socio-technical, data-
processing system) also participate in the selection, modification and application of
those rules.

Secondly, we advance design contractualism by not just encoding this decision
space in the software, but crucially also in the interface. This user-centric approach to
governance modeling entails the use of visualizations to ensure that the commonly
agreed privacy principles are manifested by visually identifiable and interpretable
means. Using visual cues, such as the ones shown in Fig. 2, CAPrice intends to employ
crowdsourcing techniques that will augment privacy policy documents with annota-
tions easy for consumers to check and understand. Appropriate ICT means and per-
sonalization algorithms will hide the complexity of the task for users who decide to
offer annotation services to the community, and, implicitly, to the general public.

3.5 Trusted Data Marketplaces for a New Data Economy

The ultimate objective of this stepwise approach (outermost layer in Fig. 1) is to
contribute towards a new marketplace, where the interactions between consumers and
developers are based on trust relations. By associating consumers with their privacy
expectations, while providing the technological means for developers to exploit this
information for undertaking novel, more privacy-friendly and respectful to consumers
practices, we aim towards creating the substrate for developing new ICT tools and
services. This will allow the provision of added-value services on top of the open
architecture of CAPrice, and will lead to new and innovative privacy-enhancing
applications. The engagement of consumers will overcome the problems faced by
purely legal or purely technical solutions, creating a novel data economy for
developers.

Of course, the legal and technical aspects are also necessary to ensure trust among
all involved parties. Existing data marketplaces are essentially centralized systems,
where participants (data providers and consumers) have to trust a third party, the data
marketplace provider/operator, with managing their data. Typically, access to data on a
marketplace is governed by a set of privacy policies, often rather vague, unclear, and
difficult to understand, leaving data providers with little control over their data. The
guarantees that current data marketplace players receive give them little confidence that
data recipients will treat the received data in the way they promise.
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In order to ensure trust, a data market-
place must be transparent with all stake-
holders. Transparency is a fundamental
principle in data protection and highlighted in
the GDPR. This means that the participants in
a data exchange should have knowledge
about what data are shared and what opera-
tions are done over the data, and be in
agreement that the data can be used for that
purpose.

In CAPrice, we make steps towards
offering a starting point for developers to
adopt more privacy-respecting practices. In
particular, we leverage emerging technologi-
cal concepts, such as smart contracts and
blockchains, and incorporate them into a
trusted data marketplace, thereby enabling the processing of data with “by-design” trust
and transparency. Smart contracts are self-executing contractual states, stored on the
blockchain, and represent computer programs that can automatically execute the terms
of a contract. Blockchain, as a decentralized technology, provides security, anonymity
and data integrity. An example of a reference architecture for trusted data marketplaces
was proposed in [11] where more details are provided on how such emerging tech-
nologies can be combined to achieve more trust and transparency in data sharing.

A trusted data marketplace caters to the interests of both application providers and
their end-users. Application providers will have the opportunity to develop applications
which technically guarantee their end-users’ privacy, thus making them more attractive
and competitive. End-users, on the other hand, will benefit from the fact that any
system based on the trusted marketplace will provide transparency and unbreakable
assurances that the promises of the data consumer will be kept.

3.6 The Best Practice Lifecycle of CAPrice

To summarize, the CAPrice Best Practice Lifecycle (Fig. 3) aims at maximum impact
through three conceptual phases. The first phase is awareness: only through awareness
can people understand the problem and start considering solutions. The second step is
action: in the context of CAPrice, action consists in participating in the collaborative
process of annotating ToS documents, stating privacy concerns, creating and config-
uring collective privacy norms, and participating in the co-creation process. The third
step is the exploitation of the acquired knowledge through crowd sourced activities. In
this respect, a series of tools will allow the users to better implement the second step
(action), and also other relevant stakeholders (policy makers, developers, legislators)
understand better the needs of the public in order to contribute towards making digital
products and services more transparent and privacy friendly.

Fig. 3. The Best Practice Lifecycle of
CAPrice
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4 CAPrice: Architecture and State of Development

The high-level overview of the CAPrice ecosystem is depicted in Fig. 4. According to
the purpose of use, the members of the CAPrice community will be offered different
groups of services, from user interfaces and services for information seekers to services
for developers and information providers. These are briefly described below.

Harnessing the power of crowdsourcing tools and methodologies to collect, orga-
nize, annotate and simplify this knowledge can achieve immediate results and produce
valuable content. At the heart of the CAPrice ecosystem lies the CAPrice Semantic
Privacy Wiki, an open repository containing, among others, privacy-related information
regarding digital products. The repository combines the benefits of semantic tech-
nologies with the collaborative editing capabilities associated with wikis, offering a set
of functionalities that go beyond simple wiki-style catalogue for ToS: it enables the
user to express privacy preferences about each product or category of products, it
permits developers to explain their policies and automatically access the underlying
data, it offers a public place for experts to post findings about products, and others.

The Semantic Privacy Wiki will be populated with information from the ToS
annotator (see Sect. 4.4) and the Dialogue Spaces which will facilitate structure dis-
cussions and the creation of privacy norms.

The content of the Semantic Privacy Wiki is leveraged by all the other CAPrice
services. In particular, the Information Seeker Services enables the user to understand
better the privacy policies of popular applications, and provides application recom-
mendations that can satisfy the needs of the user while being as compatible as possible
with the user’s privacy expectations. The functionalities are exposed through appro-
priate UIs, accessible through the Web (CAPrice portal), while being also mobile-
friendly (through the CAPrice Mobile App). Last but not least, we provide a set of
Developer Services to allow external developers to improve or enhance the CAPrice
functionality by providing new services or by improving existing ones.

Fig. 4. The CAPrice ecosystem
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As already mentioned, the current maturity level of these tools varies, as the
development of the CAPrice platform is work in progress. As a result, some of these
tools are still at the planning stage (e.g., Dialogue Spaces, CAPrice API), whereas
others have progressed to the implementation phase with varying levels of progress
(e.g., Semantic Privacy Wiki, Recommender, Privacy Dashboard, CAPrice Portal, ToS
Annotator). In the rest of this section, we give details on the most important activities
currently undertaken towards developing the CAPrice platform, including a short
presentation of the most mature tools and the results of applying these tools in practice
(where available).

4.1 Communication Channels Towards a Grassroots Community

CAPrice is a holistic solution towards improved privacy awareness. Even though we
have not yet implemented the CAPrice solution to its full extent, some early efforts
have led to the implementation of a series of communication channels (consisting of a
frequently-updated website and social media accounts for improving our engagement
and penetration potential), and to the creation of the initial core of the CAPrice
ecosystem, including an Ambassadors’ Group and the CAPrice Community.

The CAPrice website17 offers multiple ways to users to provide feedback, mention
their personal stories, and express their opinion. We have been active in continuously
providing information regarding the latest policies on privacy of digital apps and
services. In addition, the CAPrice website acts as a digital privacy portal presenting
privacy leaks, potential solutions and multimedia content regarding digital privacy,
focusing on privacy concerns and data protection issues that arise daily. To achieve
this, we follow relevant sites, scientific reports/papers, news by privacy experts and
hackers, and we publish relevant articles to the CAPrice website. Moreover, there are a
lot of short videos/animations in the privacy related section that can be used by teachers
and parents to inform kids in a visual and more entertaining way about privacy issues.

The relevant content is also shared through the CAPrice social media accounts
(Facebook18, Twitter19, Youtube20) and is used to gather feedback or interact with
users upon relevant posts or issues for our active online community. The content we
share is not technical and is intended to the general public. Special focus is given in
news concerning toys for kids, student apps and other subjects that, from experience,
seem to attract the most attention, in order to ensure that the interest level of CAPrice
community members remains high. The use of social media accounts is a key tool
towards maximizing the community outreach and achieving optimal results. Social
media are very popular in children and teenagers, which are critical age groups for
achieving real, time-enduring change in privacy-related practices.

The aforementioned communication channels have contributed to the creation of
the CAPrice community. Although the CAPrice community is by no means a sizable

17 https://www.caprice-community.net.
18 https://www.facebook.com/CapriceCommunity/.
19 https://twitter.com/CapriceSociety.
20 https://www.youtube.com/watch?v=4L8gOfU9MXg.
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virtual community (yet), the initial statistics show not only prominent indications that
the critical mass needed to make the community self-sustainable can indeed be reached,
but also that the topic of digital privacy has become a key concern for the average
consumer, despite the fact that the current scheme of interacting with digital technology
shows otherwise. At the time of writing, the website had 114 unique visitors per day on
average and 171 email subscribers, while the Facebook page had 569 likes, the Twitter
account 232 followers, and the Youtube video had been viewed 1483 times. An
indicator for the impact of this effort is the fact that our tweets overall have earned
around 14000 impressions over the last 3 months (May 29, 2018 to August 26, 2018)
while the pinned tweet earned 4946 impressions with 63 engagements. Furthermore,
the latest 30 posts that have been published in our Facebook page during the same
period have earned 9253 reaches and 381 reactions.

4.2 The CAPrice Privacy Ambassadors

Perhaps the most challenging part when transferring a socio-technical solution from
paper to practice is to achieve the right balance between communities and technology.
This is one of the most emphasized lessons learned by almost all past collective
intelligence initiatives. Indeed, practice shows that for any established community to
grow or for any new community to obtain substance, a group of highly committed and
internally motivated individuals needs to be at its core. These individuals support and
energize the whole community and maintain the social processes within; they initiate
action, generate ideas, and motivate others. Members of the core, which is usually only
a small fraction of the community, are characterized by both specific psychological
traits (engagement, motivation and charisma), as well as specific structural positions in
the social network [13].

Within the CAPrice ecosystem, these members are the CAPrice Privacy Ambas-
sadors21. The group of Ambassadors is an evolving entity that has a specific role in the
entire lifecycle of our initiative. Our intention is to exert only minor control over this
group’s dynamics, fuelling it with the proper means to help it obtain self-definition, but
still leaving the necessary flexibility required to grow in size and adapt to the com-
munity’s evolving needs.

The key role of the Ambassadors in our effort led us to start contacting and securing
the support of the first Ambassadors as one of our first tasks. Currently, the CAPrice
Privacy Ambassadors group is a core group of high-profile privacy enthusiasts from
Europe and around the world. The founding members were carefully selected to
combine three profile characteristics: privacy consciousness, more than average
knowledge about digital technology, and confirmed desire to motivate society into
adopting a more privacy-aware behavior. Currently, CAPrice has employed 20
ambassadors with various characteristics and expertise, ranging from academics to
lawyers, developers and entrepreneurs.

21 https://www.caprice-community.net/privacy-community/.
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4.3 Improving Engagement Through the CAPrice Game

To keep our community active, and also to help them become more aware of privacy-
related issues, we created the CAPrice Game22, a simple, interactive mobile quiz game
that tests the knowledge of kids, parents and teachers regarding the privacy of popular
digital apps. The CAPrice game is available through the Kahoot platform23 and
requires only network access and a teacher/manager to control the whole game. This
game contains a lot of fun features (music and sound effects, scoreboard to show the
current top-scoring players, extra points for correct sequential answers and awards for
the top-3 players) in order to increase motivation and engagement. Furthermore, it
offers a single-player and a multiplayer mode. The game is highly configurable and
scalable to include more questions or request relevant feedback from the players. The
results of the game could be saved and exported in various formats in order to gain
more knowledge by drawing conclusions about users’ privacy expectations and by
paying attention to the correct answers.

The CAPrice Game can be easily modified to include more questions or request
relevant feedback from the players and can be played in the English or Greek language.
We have already tested it to high schools that have visited the Institute of Computer
Science at FORTH, and it was also demonstrated at the TEDxUniversityOfCrete
conference24.

4.4 Annotating Terms of Service Documents (ToS Annotator)

To cope with the complexity of ToS documents, there are efforts along the following
two directions: (a) formal privacy policy languages readable by machines that can be
used by both the users and the services for describing their privacy expectations,
concerns and policies, and (b) through annotating the ToS with privacy related
information.

A lot of work is currently conducted along the direction of enriching and annotating
privacy policies with privacy related information (e.g., specifically designed tags
embracing different privacy concerns like data collection, data retainment, etc.). Such
tags can be pinned in ToS either by privacy experts or through machine learning
algorithms. Unfortunately, although experts are able to provide accurate annotations,
the task of annotating the available ToS in the huge and dynamic Internet/Web envi-
ronment is possibly a Sisyphean one for the limited number of privacy experts. On the
other hand, the current machine learning approaches are only able to annotate ToS
segments with the correct but general privacy concern categories, while they are not
able to identify more fine-grained information related with the specific values for this
category [6, 12].

In CAPrice, we put forward another alternative for annotating ToS that revolves
around the wisdom of the crowds. Since the problem of privacy awareness is a social
issue, we believe that users should be active producers and reviewers of privacy related

22 https://www.caprice-community.net/game.
23 https://www.kahoot.com.
24 http://tedxuniversityofcrete.com/.
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content, and not just consumers. Towards this, we have designed and developed a
crowd sourced platform for engaging users in the annotation of privacy policies [5].
Our aim is to provide to the CAPrice community and all interested users a reference
open-source and public platform for the creation, review and evaluation of privacy
policy annotations. We already implemented a first pilot version to test various inter-
action modes for non-expert users and to verify that the content created can be of high
quality. Our initial comparative results conducted over the only available expert based
OPP-115 ToS privacy annotated collection25 from the Usable Privacy project, show
that the crowd-sourced privacy policy annotations, cooperatively created and reviewed
in our platform, are of high importance and quality, comparable in most cases to the
annotations created by the expert users [5].

4.5 Interacting with CAPrice Data

We are implementing the first release of an open semantic repository that constitutes
the core of the CAPrice ecosystem and will store a multitude of privacy-related
information. Through this tool, all visitors will be able to find information about digital
products, such as the requested access policies or the related ToS documents. Facilities
are being developed to assist exploration on various axes, e.g., by categorizing products
based on their type (smartphone apps, smart products), their purpose (entertainment,
weather, travel), the community rating (highly trusted, suspicious), etc.

The system also allows CAPrice members to
specify their own expectations and views
regarding the privacy policy of each product,
e.g., how comfortable they feel about the privacy
requests of a particular product, under which
conditions they would grant access, and others.
We are designing a set of visual cues to help
users in expressing their expectations, without
overwhelming them with questionnaires and
textboxes (see, e.g., Figure 5).

Finally, developers will also be able to add
input, specifying their access policies and justi-
fying them as appropriate. Note that this latter
input is not necessary to ensure a smooth oper-
ation of our platform; due to the collaborative nature of CAPrice, simple or expert users
can provide relevant information, although of course the active involvement of
developers will also be encouraged and supported, in order to help them build a more
privacy-sensitive profile.

Our current implementation of the semantic repository stores the aforementioned
data in RDF format, the standard Semantic Web language for semantically enriched
content. This format allows posing expressive queries that enable more sophisticated
forms of automated information seeking and analysis, while also permitting the

Fig. 5. Multi-button for expressing
privacy expectations on a specific data
access request

25 https://usableprivacy.org/static/data/OPP-115_v1_0.zip.
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interconnection of the content with other datasets, following the Linked Open Data
paradigm and enhancing the interoperability of the ecosystem. Our current version of
the repository uses the open source Blazegraph triple store and currently contains
around 2.8 M triples concerning information about 241 K applications on 55 categories
that were automatically extracted from the Android Play Store, our starting point for the
first release of the platform.26

On top of the repository, we are currently developing a graphical user interface that
will be the frontend of the CAPrice portal, along with the first version of the Rec-
ommender and the Dashboard. The Recommender uses SPARQL, a standard query
language for RDF data, that suggests -among others- similar smart products of com-
parable quality (based on the Android scoring system), but with fewer (or more
compatible with the user’s preferences) permission requests, or higher privacy-related
rating by CAPrice users. The Dashboard, on the other hand, will aggregate data, in
order to extract norms and trends with respect to the CAPrice users’ expectations and
will visualize analytics in various forms.

There are other implementation tasks that are pending in order to materialize the
CAPrice ecosystem shown in Fig. 4, but of higher priority is the creation of the
engagement and reputation mechanism discussed earlier, that will motivate and reward
community members in the generation of new content, while helping them iron out
contributions of limited value.

5 Conclusions

In this paper, we presented CAPrice, a socio-technical solution based on collective
awareness and informed consent that allows better engagement and awareness of the
average consumer towards (digital) privacy. Our approach aims to make the gains of
adopting a more privacy-respecting attitude obvious and measurable, both for con-
sumers, and for service/software providers, while also allowing decision makers and
social scientists understand better the consumer needs. This way, the collective pressure
of citizens, combined with market forces, will lead to synergies, healthy competition
and attitude change for all involved stakeholders.
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26 The endpoint can be accessed from here (using “caprice” as the namespace and “http//caprice/” as
the named graph): http://bit.ly/2z3k9jt. The Blazegraph rest API can be found here: https://wiki.
blazegraph.com/wiki/index.php/REST_API.
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Abstract. A fundamental assumption of improvement in Business Pro-
cess Management (BPM) is that redesigns deliver refined and improved
versions of business processes. These improvements can be validated
online through sequential experiment techniques like AB Testing, as we
have shown in earlier work. Such approaches have the inherent risk of
exposing customers to an inferior process version during the early stages
of the test. This risk can be managed by offline techniques like sim-
ulation. However, offline techniques do not validate the improvements
because there is no user interaction with the new versions. In this paper,
we propose a middle ground through shadow testing, which avoids the
downsides of simulation and direct execution. In this approach, a new
version is deployed and executed alongside the current version, but in
such a way that the new version is hidden from the customers and pro-
cess workers. Copies of user requests are partially simulated and partially
executed by the new version as if it were running in the production. We
present an architecture, algorithm, and implementation of the approach,
which isolates new versions from production, facilitates fair comparison,
and manages the overhead of running shadow tests. We demonstrate the
efficacy of our technique by evaluating the executions of synthetic and
realistic process redesigns.

Keywords: Shadow testing · Business process management
DevOps · Live testing

1 Introduction

Business process improvement ideas often do not lead to actual improvements.
Works on business improvement ideas found that only a third of the ideas
observed had a positive impact [11,13,14]. If improvements can only be achieved
in a fraction of the cases, there is a need to rapidly validate the assumed benefits.
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Simulation and AB testing techniques for business processes provide incre-
mental validation support [18,20]. A new process version can be simulated using
historical data from the old version. If the performance projections from the
simulation are satisfactory, the two versions can be deployed simultaneously on
their production system such that each version receives a portion of customer
requests. This method of simultaneous live-testing in production, called AB test-
ing, is a method from DevOps [2], and compares two versions (A and B) in a fair
manner. The speculative projections from the simulation are validated through
performance data from the production system. This approach treats off-line sim-
ulation as a sanity-check before deployment of the new version, which reduces
the risk of deploying versions with problems that can be anticipated beforehand.
Nevertheless, the risk of exposing a significant number of customers to a bad
version during the early stages of AB testing still remains. In addition, with
these techniques, the performance of the two versions can only be compared on
a collective level. There is no one-to-one mapping between process instances of
two versions: each instance is executed on either version A or B.

In this paper, we propose a middle ground between simulation and AB test-
ing with the idea of shadow testing. A new version of a process is deployed
alongside the current version in the production system, but it is hidden from the
customers and the process workers. A copy of user requests on the current ver-
sion is forwarded to this hidden shadow version. When a process instance of the
current version runs to completion, a corresponding shadow version in instanti-
ated in shadow mode. This shadow process instance is partially executed as if it
were the current version, and partially simulated with the execution information
obtained from the completed process instance. This approach allows us to take
a particular customer request as a reference and observe the performance and
behaviour differences between the corresponding instances of the current version
and the new version. We implemented and evaluated the approach.

The remainder of this paper starts with a discussion of the requirements and
related work in Sect. 2. Section 3 describes our approach to the requirements and
the design trade-offs. In Sect. 4, we discuss the implementation architecture and
the details of shadow test execution. We evaluate our approach in Sect. 5, discuss
the strengths and weaknesses in Sect. 6, and draw conclusions in Sect. 7.

2 Background

There are essentially two broad approaches to process improvement in busi-
ness process management. First, business process re-engineering (BPR) offers
a methodology for redesigning processes from a clean slate [5,10]. Second,
approaches to business process improvement take a more cautious and incre-
mental method [12]. The BPM lifecycle integrates process improvement into a
continuous management approach [7]. This lifecycle puts a strong emphasis on
modelling and analysis before engaging with redesign, and also assumes that
processes models are incrementally improved. Using these approaches, the old
version of a process is replaced by a new version in the production system.
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Fig. 1. Two versions of student matriculation process model: P1 (as-is) and P2 (to-be).
Adapted from [8].

The AB-BPM [20] methodology provides an extended BPM lifecycle that
facilitates rapid validation of improvement assumptions without needing to
replace the old version. To date, this is the only approach that supports the
idea of using the principles of DevOps [2] to address this need for business pro-
cesses. Rapid validation builds on the existence of a newly redesigned process
versions, which are typically modelled using the BPMN notation. Figure 1 shows
as example of an as-is version of process and a redesigned to-be version of a stu-
dent matriculation process originating from a case study in the literature [8].
In AB-BPM, such versions are progressively validated by simulation and AB
testing.

In the following, we describe the problems with the AB-BPM methodology,
derive key requirements for an improved solution, and describe the related work.

2.1 Problem Description and Requirements

Customer preferences are difficult to anticipate before deployment and there is a
need to carefully test improvement hypotheses in practice [14]. If an improvement
hypothesis has to be validated through user interaction, the new versions have
to be exposed to the users. However, exposing inferior versions to the user can
have an adverse effect on the business. We call this problem risk of exposure.

In AB testing, the risk of exposure can be reduced by gradually allocating
more user requests to a better version during the tests [18–20]. However, this
risk is not completely eliminated.

A better solution should eliminate this risk completely while still providing
support for validating process improvements. Based on the above analysis, such
a system should satisfy the following requirements:

R1 Fair Comparison: The system should compare execution of process ver-
sions under similar circumstances and reduce bias that may result from the
execution environment and the behaviour of process workers.

R2 Minimal Impact from Overhead: The process version under test should
have minimal impact on the performance of the production version.
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Fig. 2. Comparison of process improvement approaches. Process versions shown in
white are executed in production, and those shown in colour are executed in test
environments. (Color figure online)

R3 Isolation: The process version under test should not be visible to users,
and should not change the process in the production system.

One way to eliminate this risk of exposure is by a form of live testing known
as shadow testing. This approach is commonly used to observe functional issues
that were undetected in earlier testing phases, and non-functional properties that
can be known only after deployment. A copy of a request from the production
system is forwarded to a shadow version, which runs in the background.

Our research adopts this idea of shadow testing for validating the improve-
ment assumption inherent in new versions of a business process. Following the
discussion of related work below, we devise dedicated architecture and execution
techniques that addresses requirements R1-R3.

2.2 Related Work

We start this section with discussion on existing works on business process sim-
ulation, AB testing, and shadow testing in general. Then, we compare these
techniques from a lifecyle perspective. Finally, we describe the gaps in shadow
testing literature and how we address that gap.

Process simulation techniques can be useful for analyzing process redesigns.
Advanced simulation techniques can extract knowledge from the historical logs
of a process and predict performance of new versions [1,16,17,20]. These off-line
techniques make many assumptions about process execution, and do not execute
the code associated with activities. Therefore, the results of such techniques are
not always reliable.

AB testing is a live testing approach that overcomes this limitation of simula-
tion. Typically, a pool of user are selected for test, and their requests are evenly
allocated to the two deployed versions (A and B) [2,4,14]. The risk of exposure
in AB testing can be reduced by gradually allocating more users to the version
that is estimated to best serve them as the test progresses [19].

Another form of live testing is shadow (or dark) testing. A copy of a request
from the production system is forwarded to a hidden shadow version. Such tests
are typically executed for a shorter duration than AB tests because these tests
are not dependent on getting statistically significant user behaviour data [21].
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Shadow testing can also be found in the area of aircraft operation control where
a shadow version collects real time data and performs simulations [6].

Referring to the as-is version of a process as A and the to-be version as B,
Fig. 2 illustrates how user requests for process instantiation are allocated to the
two versions. In the traditional approach, all requests are allocated to version
A and then to version B when the version A is phased out. In simulation, all
requests are allocated to version A. After the execution of some process instances,
the logs of version A are used offline to estimate the performance of version B.
In shadow testing, a single user request instantiates both the version A, which
serves the user, and version B, which runs in the shadow. Finally, in AB testing,
requests are dynamically routed to the two versions which run in production.

The practice and effects of shadow testing for non-functional testing of web
applications are documented in surveys and industry reports [9,21]. However,
there is a lack of scientific literature on dedicated architectures and techniques.
Furthermore, shadow testing has not been adopted in business process manage-
ment. This paper adds to this body of knowledge by providing an architecture
design and execution mechanism for shadow tests for business processes.

3 Solution Approach

In this section, we analyse how two process versions can differ and classify these
differences. We then discuss how to address the requirements, and the encoun-
tered challenges and trade-offs.

3.1 Classification of Processes, Changes, and Activities

We need two process versions to execute shadow tests: the customer facing pro-
duction version and a new shadow version. In order to understand the scope of
shadow tests, we classify the types of changes between the versions as follows:
(i) process model, (ii) back-end implementation, and (iii) user interface. Valida-
tion of user interface changes requires customer exposure. So, shadow tests are
targeted towards the other two types of changes.

Processes models are composed of elements such as activities, gateways, and
sequence flows. We classify these activities in three categories: (i) automatic
tasks, (ii) user tasks, and (iii) manual tasks. They respectively represent fully
automated, semi-automated, and unautomated activities. Service, script, send,
receive, and business-rule tasks from the BPMN standard [7] belong to the first
category. The difference between user and manual task is that manual tasks
are performed without the aid of the process engine, according to definitions
in the BPMN standard1 . Therefore, we limit our scope to user tasks. Tasks
from the shadow version can be further classified into two types: tasks that
are shared between the two process models, henceforth common tasks, and new
tasks introduced in the shadow version.
1 BPMN 2.0 Specification, http://www.omg.org/spec/BPMN/2.0/PDF/, Retrieved

25-07-2018.

http://www.omg.org/spec/BPMN/2.0/PDF/
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3.2 Conceptual Design

To facilitate fair comparison (R1), it is desirable to gather data from the full
execution of process instances of the new version. However, this is at odds with
our requirement for minimizing overhead (R2). If we instantiate the shadow
version for each instance of the production version using the concept of shadow
testing, we double the total work because the activities are enacted twice. Sched-
uled tasks, especially user tasks, require the involvement of valuable resources
(machines and workers). This inevitably affects the performance of the produc-
tion version. Furthermore, executing the same task twice for the same inputs
can confuse the process workers.

As a compromise, we can instantiate the shadow version for every instance
of the production version, but only partially execute the shadow instances. The
executable parts of shadow version should run in isolation (R3), separate from
the production version. We can execute new tasks in the shadow version, and
estimate common tasks by copying information from the corresponding instance
from production. This eliminates the problem of double execution but introduces
a degree of speculation.

Partial execution can be ineffective for reducing overhead in scenarios where
shadow versions have many new tasks. Execution of these new tasks inevitably
affects the performance of the the production version. In such cases, we can
reduce the amount of work related to the shadow version. One way to do this is
to instantiate the shadow version when the production workload is low. However,
this approach inhibits fair comparison because the production and the shadow
instances may not execute under similar circumstances. Another approach is to
instantiate the shadow version only when the load is expected to be low. Creating
less instances of the shadow version in this way reduces the need to execute new
tasks. However, this deviates from the concept of shadow testing where one
shadow instance is created for every production instance thus establishing a
one-to-one mapping between them.

To find a balance between fair comparison through one-to-one mapping and
overhead reduction, we create a coupling between the rate of shadow version
instantiation with the performance degradation. When the observed performance
degradation is below a user defined threshold, we instantiate the shadow version
for every instance of the production version. We reduce the instantiation rate
when the degradation is above the given threshold, and increase the instantiation
rate when the degradation is below the threshold.

One can consider the shadow process instance executions as experiments.
Knowing that a certain task is being executed solely for the experiment may
prompt the process workers to perform their work differently to influence the
outcome. Therefore, another way in which we strive for fairness (R1) is by hiding
the experiment. We propose a unified user interface that aggregates scheduled
tasks from both versions and hides the internals of the experimentation platform.
The limitation of this design choice is that user interface changes cannot be
evaluated in the shadow mode. Such changes could be evaluated through separate
AB tests for the user interface changes.
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Operations on the test environment should be safe, i.e., tasks in shadow pro-
cess instances should not override data in the production system and external
services. The design choice of avoiding double scheduling puts isolation (R3) at
odds with fairness (R1) and overhead management (R2). Consider the example
of using a global budget stored in the application database, where a new bud-
get drawing task in the shadow version is followed by a common task. In this
example, the common task and every other task that follows afterwards have to
be executed so that the effect of this new budget drawing task is reflected on
the execution of the instance of the shadow version. This is only possible if we
execute the common tasks, which introduces the problem of double execution.

We devise a solution that lets the shadow version independently interact
with a separate test database. We can manage test database in three ways: by
synchronizing with production database, by keeping it un-synchronized, or by
replacing it with snapshots of production during the tests. If we synchronize or
overwrite with snapshots, we cannot see the impact of shadow version at the data
level. If we don’t synchronize, we cannot see the true impact because common
tasks are not executed. Therefore, we chose the option of not synchronizing.

4 Conceptual Solution and Architecture

In this section, we present the conceptual solution by first describing the modular
architecture we adopted. Then we discuss how the modules operate internally
and how they interact.

4.1 Architecture

We propose a layered architecture which uses a single process engine to execute
the production and shadow versions. The architecture is divided into four layers:
the User Interface, the BPMS Layer, the Service Layer, and the Persistence
Layer. Figure 3 shows the modular architecture diagram. The components shown
in colour facilitate shadow testing.

The BPMS Layer is responsible for instantiating, executing, and estimating
process instances. The shadow version and the production version are deployed
alongside each other. The Process Engine enacts process instances and manages
their state. The Execution Controller determines when the shadow version can
be instantiated, and how tasks can be executed. User tasks are allocated to
process workers. Automatic tasks are delegated to the Service Layer. If a task
in the shadow version can be estimated, the Execution Controller delegates the
task to the Estimator instead. The Estimator mimics the execution of the task
and estimates its performance.

The Service Layer is responsible for executing automatic tasks. These tasks
are implemented as services. Common Services and New Services are implemen-
tations of common and new tasks respectively. External Services represent third
party services. Test Doubles are services that replace other services for testing
purposes. These services are exposed to the BPMS Layer through a Service API.
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Fig. 3. Modular architecture for shadow testing. Components shown in colour facilitate
shadow testing. (Color figure online)

The Persistence Layer handles database operations. The Application
Database hosts the application data. The BPMS Database hosts the configu-
ration, the process instance mapping, and the execution data for both versions.
The Test Database is a copy of the Application Database. The Test Fixture
is a database loaded with a known set of data used specifically to make tests
repeatable. These databases are exposed through a Persistence API.

A unified user interface hides the presence of two process versions. Process
version and configuration information are passed down to the Service Layer and
the Persistence Layer during the execution of process instances. Based on this
information, these layers decide which services and data operations should be
invoked. Test Doubles, Test Database, and Test Fixture are optional. However,
either a Test Database or a Test Fixture is required for the execution of shadow
versions that contain new automatic tasks.

4.2 Process Instance Execution

The shadow version is instantiated after the completion of an instance of the
production version. A one-to-one mapping is created between these two instances
so that they can be executed similarly and then compared after the experiment.

We can execute an instance of shadow version by progressively copying over
the execution data of its corresponding instance of production version. We cap-
ture this data in the form of snapshots. A snapshot is composed of the task name,
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the start and end timestamps of the task, other metrics such as cost, and the
values of all process variables at the time of completion of the task. A snapshot
is created when a task in a process instance of the production version runs to
completion. These snapshots are stored in the BPMS database, and retrieved
during execution of corresponding shadow instances for estimation.

Consider the case of tasks reordering shown in Fig. 4 for versions V1 to V2.
Execution sequences for V1 begin with Old = 〈A,B,C〉. Snapshots are created
at the completion of tasks A, B, and C. The shadow version begins with New =
〈B,A,C〉. We can estimate B by copying over snapshot data from Old even
though the trace does not conform with V2. Since the same tasks are in different
order, we cannot copy over raw timestamps from the snapshot. Instead, we
aggregate the timestamps into duration and waiting time metric and make an
estimate of execution times of these tasks.

Since we avoid executing common tasks and copy over aggregated infor-
mation from snapshots, shadow process instances do not need to be executed
concurrently with their corresponding process instances.

A C

D

E

FB

V1

B A C

D

E

F
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D

E

F

B
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Fig. 4. Original process model version V1 and redesigned versions V2 – V5.

Adjusting Task Estimates Using Redesign Information. When the
shadow version is deployed in production, common tasks may run differently
than those in the old production version. These differences cannot be captured
by copying over snapshots. Therefore, we allow analysts to adjust estimates
available in the snapshots through user defined functions. These user defined
functions are executed by the Estimator.

Information on redesigns can be used in making better estimates of duration
and waiting times of tasks. Consider some redesigns chosen from known best
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practices [7,15] illustrated in Fig. 4. In the example of parallelisation, from V1 to
V4, the redesign may make a process instance faster, but it can consume more
resources in the given time-frame. Analysts can make explicit assumptions about
how duration and waiting times of the parallelised tasks are affected and provide
a function that adjusts the values retrieved from snapshots.

Managing Performance Overhead. In the presence of numerous new tasks,
the execution of shadow process instances can slow down the production
instances, because those new tasks have to be enacted. We approach this chal-
lenge by reducing the rate at which the shadow versions are instantiated. We
instantiate shadow versions only when there is evidence that doing so does not
degrade the quality of instances in production. Our method to adjust the rate
of instantiation was inspired by the congestion control algorithm of TCP/IP [3]:
its Additive Increase Multiplicative Decrease (AIMD) algorithm exponentially
decreases the instantiation rate when performance degradation is observed, and
linearly increases the instantiation rate when performance is acceptable.

Before we define performance degradation, we need to observe the baseline
performance of the production version. Let s ∈ Z

+ be the number of process
instances that need to be observed for this purpose. The base measure is the
average duration of these s instances, μ1,s ∈ (0,+∞) ⊂ R. Let θ ∈ (1,+∞) ⊂ R

be the threshold for acceptable degradation, in form of a factor. The acceptable
average duration of production version instances during the test is thus θ ×μ1,s.

Let n be the count of current user requests. We observe the average dura-
tion of the production version instances in a window of w ∈ Z

+ requests and
calculate the mean μn−w+1,n. Let a ∈ Z

+ ∪ {0} and b ∈ (0, 1) ⊆ R be the
user-defined additive increase and multiplicative factor respectively. The shadow
process instantiation rate i(n) ∈ (0, 1) ⊆ R for user request number n is adjusted
using the base measures and above parameters as shown in Eq. (1).

i(n) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

i(n) + a if μn−w+1,n < θ × μ1,s

i(n) × b if μn−w+1,n >= θ × μ1,s

1 if i(n) + a > 1
and μn−w+1,n < θ × μ1,s

where
a >= 0,
0 < b < 1, and
θ > 1

(1)

Task Execution. The layered architecture and configuration information dic-
tate how and where a task is executed. Figure 5 summarizes how these layers
decide the way of handling tasks.

Tasks created by a production process instance are executed as per the norm.
Automatic tasks are invoked; user tasks are scheduled. Execution and application
data are written to the corresponding databases. Tasks created by instances of
a shadow version can only be executed if either the Test Fixtures or the Test
Database is available. This is essential for providing isolation (R3) because test
data can be read from but should not be written to the production database.
Test Doubles can be executed in place of automatic tasks if they are available.
New user tasks are always scheduled.
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Fig. 5. Decision tree for task execution

Common user tasks can be executed as if they were new tasks, if they do not
have a side-effect to the business. The tasks have to be marked as such, and it is
up-to the analyst to determine what constitutes a side-effect. For example, a task
that requires workers to make phone calls to a third party may be said to have a
side-effect. Common automatic tasks are treated as new tasks and executed by
default. However, these tasks can also be configured to be estimated.

Consider the example of student matriculation process versions shown in
Fig. 1 where we execute P1 in production and P2 in shadow. Assume that we
provide a Test Database and say that user tasks do not produce side-effects.
Using the decision tree in Fig. 5, we see that all tasks in P1 will be executed
in the same way as if P1 was the only version that was deployed. For P2, only
the tasks with new labels (e.g. “Reject Matriculation”) will be executed. The
implementation of these tasks will write data to the configured Test Database.
Tasks that are available in P1 but not in P2 (e.g. “Prepare Ex-Matriculation
Documents”) do not need to be executed in the shadow version.
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4.3 Non-compliant Shadow Instances

Some redesigns can impede process instances of the shadow version to complete.
This is an effect of our design choice of executing only new tasks in the shadow
instance. In the redesign of the production process version V3 into shadow version
V4 (see Fig. 4), task C is substituted with New C before an exclusive-choice
gateway. The outcome of these tasks dictates whether we perform task D or
E next. Consider a situation where the outcome of C in an instance of the
production version and New C in the corresponding instance of the shadow
version differ, leading to different choice of the next activity. From this point
onward, the shadow version V4 cannot be executed because the snapshot for the
next task is not available. Since the execution path is determined by the outcome
of the previous task, such cases can only be resolved at runtime.

When activities in instances of the shadow version are executed in a different
order than those in the production version, some process variables can be over-
written. Consider the example of redesign of the production version V1 into the
shadow version V2 in Fig. 4, where the re-ordering of tasks A and B takes place.
Process variables after the completion of tasks from V1 would then be copied
over in the reverse order using snapshots. Therefore, it is possible for task A in
the shadow version to undo the changes to process variables made by the task
B. If process variables are overwritten, then new tasks that are to be executed
in the shadow instance may produce different results. This can also lead to the
non-compliance. issue describe above.

If the proportion of such incomplete cases exceeds a pre-defined threshold,
we stop instantiating the shadow version. This ensures that we do not waste
resource on fruitless executions in the future.

5 Evaluation

In this section, we evaluate our approach using two sets of redesigned process
models: the five versions created by using redesign strategies, as shown in Fig. 4,
and the two versions of the realistic process models in Fig. 1. Using synthetic
data, we first investigate how the instantiation rate of a shadow version changes
in response to varying production load. Then we test if shadow tests can accu-
rately estimate the performance of new versions in terms of execution time, by
comparing the estimated execution time from shadow testing to the execution
time of the same version when it is deployed in production. For this purpose,
we use both the synthetic and realistic models (Sects. 5.2 and 5.3 respectively).
Finally, we compare simulation and shadow tests qualitatively.

Experiment Setup. We have designed our shadow testing experiments in such
a way that there is one (emulated) process worker who can only work on one
task at a given time. Upon creation of a user task, the task is placed on a
First-In-First-Out (FIFO) task queue. The process worker completes items in
the queue. We implemented the shadow testing architecture and emulated the
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process worker on the Java Virtual Machine with Activiti BPMS and PostgreSQL
database. We executed the experiments on a Ubuntu 16.04 machine with 8 GB
RAM and Intel Core i7-6700 CPU at 3.4 GHz.

Table 1. Waiting and execution
times of activities in V1 – V5

Activity Min. wait
time

Execution
time

A 1 s 1 s
B 1 s 2 s
C 3 s 2 s
D 5 s 1 s
E 1 s 5 s
F 2 s 1 s
New C 1 s 3 s
New F 1 s 2 s

For the synthetic process models, we exe-
cute the new version in shadow mode with
V1 in production and estimate the execution
time of the instances of shadow version. We
assume that V2, . . . , V5 are the new versions
designed to replace V1. Table 1 shows the
execution and waiting times for each task
in the five versions. For the realistic pro-
cess models, we execute the as-is version P1

in production, estimate the execution time
of instances of the to-be version P2, and
then compare the results with the execution
time of P2 as deployed as production. The
shadow tests are performed without resort-
ing on user defined functions for waiting-
time and execution-time adjustment.

5.1 Adaptation to Production Load

In this section, we describe how we observed the impact of the shadow pro-
cess instances on the performance of the execution environment running process
instances in production, thus assessing the effectiveness of the overhead man-
agement algorithm. In particular we execute V1 in production and V5 in shadow
mode with one process worker operating with both versions. Since V5 requires
the process worker to complete new tasks, executing a shadow instance slows
down the other concurrently active process instances.

We denote with l the number of process instances that are serving a request.
We start with the assumption that the workload on production is l = 1. We set
5 requests as the bootstrap period during which only the production version is
instantiated. The average duration of these 5 instances is taken as the baseline.
We set up the overhead management strategy shown in Eq. (1) with arbitrarily
chosen parameters a = 0.1, b = 0.5, w = 5, and θ = 1.1. If the most recent 5
production instances slow down to 1.1 times the baseline, the shadow version
instantiation rate is halved. Otherwise, the rate is increased by 0.1. With this
setup, we execute the shadow tests, and intermittently increase the load to test
how an increase in the load affects the shadow version instantiation rate i(n).

Figure 6 shows the performance of the production instances under various
workloads. It also shows the number of shadow processes instantiated at diverse
workloads, and how instantiation rate is adjusted in response to performance
degradation. We observe that the shadow version is instantiated less often when
the load is high. This is reflected in how the cumulative number of shadow
instances change over time. For instance, when the workload increases to l = 2
after 10 requests, the execution time of instances surpasses the threshold. As a
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response to this degradation, the instantiation rate drops by half to 0.5. As a
result, the shadow version is instantiated probabilistically and the cumulative
shadow instances does not increase linearly as before. We choose the average exe-
cution time in window w = 5 for detecting overhead. Therefore, the adjustment
in instantiation rate lags the first observation of overhead.

Fig. 6. Comparison of performance of production version V1 and instantiation rate of
shadow version V5.

5.2 Accuracy of Estimated Execution Time – Synthetic Processes

In this section, we describe our observation on the accuracy of estimates of
execution time from shadow tests. Figure 7 shows the differences between the
performance of V1 in production and the respective shadow version. We observe
the average performance of for 50 instances of each version. In the case of V1 vs
V2, the result of the shadow test is accurate because the waiting time and the
execution time of the re-ordered tasks are the same. In the case of V1 vs. V3, V3

is faster than estimated because the waiting time between the parallelised tasks
is reduced. Since all tasks can be estimated, the waiting time and the execution
time are copied over using snapshots. We do not use user defined functions for
adjustment of waiting times. This effect of reduction of waiting time can also be
seen in V4 and V5.

V4 and V5 replace task C with New C. We have implemented these tasks
in such a way that task C determines that the branches through D and E are
traversed equally at random, whereas New C determines D to be enacted in
60% of the cases and E in 40%. Because of these implementation differences,
the corresponding instances between production and shadow versions do not
always take the same path. Figure 7 shows the estimates of the shadow instances
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Table 2. Waiting time execution time of activities in P1 and P2

Activity Min. wait time Execution time

All automated tasks 0 1min

Check Payments Received 3 days 2min

Check Incoming Payments 3 days 2min

Prepare Matriculation Documents N (μ = 1 day, σ2 = 12) N (μ = 60min, σ2 = 52)

Prepare Ex-Matriculation Documents N (μ = 1 day, σ2 = 12) N (μ = 30min, σ2 = 22)

that matched the same path as their corresponding production instances. It also
shows how much of the estimate was comprised of the actual execution and how
much was based on the estimates from snapshots.

Fig. 7. Performance of old version V1 in production, and new versions V2 – V5 in
production and shadow mode

5.3 Accuracy of Estimated Execution Time – Realistic Processes

We perform shadow tests on a student matriculation process from a German
university. This process requires eligible students to confirm their enrolment by
paying tuition fees. In this experiment, we aim to mitigate unintended bias from
using simpler synthetic versions, and to mimic realistic scenario by adding more
complexity. We add more complexity by treating processing times as distribu-
tions and introducing request context.

We have adopted the as-is and the to-be versions of these processes, depicted
in Fig. 1, based on a case study reported in the business process improvement
literature [8]. The goal of this redesign was to reduce the cycle time. In this
experiment, we use shadow testing to check if this goal can be achieved.

Since the execution details are not available, we implement the tasks such
that they follow the waiting and execution times shown in Table 2. We assume
that there are two types of requests: those from graduating students and those
from students who wish to continue their studies. For the purpose of illustration,
we arbitrarily set the success rate of receiving payments from graduating stu-
dents to 75%, and from continuing students to 80%. We assume that each request
includes a student id. Requests raised during the process execution also include
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the process generated id sent to the health insurance for report, the matricula-
tion document, the ex-matriculation document, and the resulting matriculation
status. In our implementation, we generate unique identifiers and random text
to represent this information. We also use a process variable to test whether pay-
ment was received. With this implementation, we can compare the performance
and resulting data from the production environment with those in the shadow
mode.

Fig. 8. Comparison of performance of P1

and P2 in two contexts

Figure 8 shows the results upon
the execution of 250 process instances
of P1 in production (old), P2 in
shadow mode during the shadow test
(shadow), and P2 in production as
a stand-alone version (new). It can
be observed that P2 is estimated to
be better for both types of students,
and that this estimation reflects real
performance. We remark that in the
Application Database, we could not
see any data related to P2 during
shadow tests as per the design. In the
Test Database, the data about the ex-
matriculation is not created because
this activity is not available in P2.

5.4 Qualitative Comparison with Simulation – Realistic Processes

In this scenario, the simulation approach from AB-BPM [20] would fail to pro-
duce accurate results. To simulate P2, trace simulation techniques requires the
following inputs from the analyst: (i) historical event logs of P1, (ii) the default
value for the process variable that indicates whether payment was received in P2,
and (iii) estimates for duration of new activities, e.g., “Reject Matriculation”.
In shadow testing we do not require these inputs because the implementation of
P2 is available. In trace simulation, we cannot rely on the event log of P1 after
the completion of the “Check Incoming Payments” activity in P2. Therefore, the
simulation uses a predefined user-provided value dictating whether the payment
was received or not, to choose the next activity after the exclusive-or gateway.

The trace simulation approach of AB-BPM is unaware of request contexts
and implementation details. For every context (graduating or continuing stu-
dents), a separate simulation using filtered logs should be run. During the simula-
tion, potential implementation bugs regarding data storage cannot be discovered
because the new version is not actually executed. For instance, if the implementa-
tion of the “Create Student File” task in P2 depends on an ex-matriculation doc-
ument created for failed payments, the shadow instances would raise an exception
(notice that the dedicated activity is missing in P2).
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6 Discussion

We instantiate the shadow version only when the load is manageable. By design,
this approach cannot be used to evaluate shadow versions under high load. If new
versions are designed to handle high load, AB testing can be used instead. Our
approach instantiates a shadow version after the completion of an instance in
the production. This simplifies the execution because we do not have to synchro-
nize the two instances. For fairness, we have to ensure that the corresponding
instances execute under similar external conditions.

In this paper, our focus was on architecture design and test execution. We
assumed a simplistic approach of resolving data dependencies. Data consistency
for general cases was out of scope for this work, and requires further research.
In our evaluation, we adopted process models from the redesign literature and
implemented them. We cannot use real world log data because of their complex-
ity and lack of implemented code behind the activities. To mitigate the unin-
tended bias from using synthetic redesigns, we also evaluated our approach using
a redesign from a case study. Since we propose a new architecture and execution
mechanism, we could not find industry implementations for evaluation.

7 Conclusion

Business process improvement ideas do not necessarily yield actual improve-
ments. Simulation and AB testing techniques can be utilized for validating pro-
cess improvements. However, the results of simulation are speculative and AB
tests introduce risk of exposure. In this paper, we propose a shadow testing
approach that provides a middle ground between these techniques.

A new version of a process is deployed alongside the current version in such a
way that the new version is hidden from the customers and the process workers.
User requests that instantiate the current version are also forwarded to the new
version. If the performance overhead falls under a user defined threshold, the new
version is instantiated. Process instances of the new version are partially executed
and partially estimated by copying over snapshots from executing the current
version. This way of shadow testing facilitates fair comparison between the two
versions, isolates the new version, and limits the overhead of running tests. Using
synthetic and realistic process redesigns, we demonstrate that shadow testing
provides accurate performance estimates of new versions.

In future work, we plan to include shadow testing as a step in the AB-BPM
methodology, and run case studies where we compare the costs and benefits of
the methodology as a whole.

Acknowledgements. The work of Claudio Di Ciccio and Jan Mendling has received
funding from the EU H2020 programme under MSCA-RISE agreement 645751
(RISE BPM).



170 S. Satyal et al.

References

1. van der Aalst, W.M.P.: Business process simulation survival guide. In: vom Brocke,
J., Rosemann, M. (eds.) Handbook on Business Process Management 1. IHIS, pp.
337–370. Springer, Heidelberg (2015). https://doi.org/10.1007/978-3-642-45100-
3 15

2. Bass, L., Weber, I., Zhu, L.: DevOps - A Software Architect’s Perspective. SEI
Series in Software Engineering. Addison-Wesley, Boston (2015)

3. Chiu, D., Jain, R.: Analysis of the increase and decrease algorithms for congestion
avoidance in computer networks. Comput. Netw. 17, 1–14 (1989)

4. Crook, T., Frasca, B., Kohavi, R., Longbotham, R.: Seven pitfalls to avoid when
running controlled experiments on the web. In: KDD, pp. 1105–1114 (2009)

5. Davenport, T.H.: Process Innovation: Reengineering Work Through Information
Technology. Harvard Business Press, Boston (1993)

6. Denery, D.G., Erzberger, H.: The center-TRACON automation system: simulation
and field testing (1995)

7. Dumas, M., La Rosa, M., Mendling, J., Reijers, H.A.: Fundamentals of Business
Process Management, 2nd edn. Springer, Heidelberg (2018). https://doi.org/10.
1007/978-3-662-56509-4

8. Falk, T., Griesberger, P., Leist, S.: Patterns as an artifact for business process
improvement - insights from a case study. In: vom Brocke, J., Hekkala, R., Ram, S.,
Rossi, M. (eds.) DESRIST 2013. LNCS, vol. 7939, pp. 88–104. Springer, Heidelberg
(2013). https://doi.org/10.1007/978-3-642-38827-9 7

9. Feitelson, D.G., Frachtenberg, E., Beck, K.L.: Development and deployment at
Facebook. IEEE Internet Comput. 17(4), 8–17 (2013)

10. Hammer, M., Champy, J.: Reengineering the Corporation: A Manifesto for Busi-
ness Revolution. HarperCollins, New York (1993)

11. Holland, C.W.: Breakthrough Business Results With MVT: A Fast, Cost-Free
“Secret Weapon” for Boosting Sales, Cutting Expenses, and Improving Any Busi-
ness Process. Wiley, Hoboken (2005)

12. Kettinger, W.J., Teng, J.T.C., Guha, S.: Business process change: a study of
methodologies, techniques, and tools. MIS Q. 21(1), 55–98 (1997)

13. Kevic, K., Murphy, B., Williams, L.A., Beckmann, J.: Characterizing experimenta-
tion in continuous deployment: a case study on bing. In: ICSE-SEIP, pp. 123–132.
IEEE Press (2017)

14. Kohavi, R., Longbotham, R., Sommerfield, D., Henne, R.M.: Controlled experi-
ments on the web: survey and practical guide. Data Min. Knowl. Discov. 18(1),
140–181 (2009)

15. Reijers, H.A., Mansar, S.L.: Best practices in business process redesign: an overview
and qualitative evaluation of successful redesign heuristics. Omega 33(4), 283–306
(2005)

16. Rogge-Solti, A., Weske, M.: Prediction of business process durations using non-
Markovian stochastic Petri nets. Inf. Syst. 54, 1–14 (2015)

17. Rozinat, A., Wynn, M.T., van der Aalst, W.M.P., ter Hofstede, A.H.M., Fidge,
C.J.: Workflow simulation for operational decision support. Data Knowl. Eng.
68(9), 834–850 (2009)

18. Satyal, S., Weber, I., Paik, H., Di Ciccio, C., Mendling, J.: AB-BPM: performance-
driven instance routing for business process improvement. In: Carmona, J., Engels,
G., Kumar, A. (eds.) BPM 2017. LNCS, vol. 10445, pp. 113–129. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-65000-5 7

https://doi.org/10.1007/978-3-642-45100-3_15
https://doi.org/10.1007/978-3-642-45100-3_15
https://doi.org/10.1007/978-3-662-56509-4
https://doi.org/10.1007/978-3-662-56509-4
https://doi.org/10.1007/978-3-642-38827-9_7
https://doi.org/10.1007/978-3-319-65000-5_7


Shadow Testing for Business Process Improvement 171

19. Satyal, S., Weber, I., Paik, H., Di Ciccio, C., Mendling, J.: AB testing for process
versions with contextual multi-armed bandit algorithms. In: Krogstie, J., Reijers,
H.A. (eds.) CAiSE 2018. LNCS, vol. 10816, pp. 19–34. Springer, Cham (2018).
https://doi.org/10.1007/978-3-319-91563-0 2

20. Satyal, S., Weber, I., Paik, H., Di Ciccio, C., Mendling, J.: Business process
improvement with the AB-BPM methodology. Inf. Syst. (2018)

21. Schermann, G., Cito, J., Leitner, P., Zdun, U., Gall, H.C.: We’re doing it live: a
multi-method empirical study on continuous experimentation. Inf. Softw. Technol.
(2018)

https://doi.org/10.1007/978-3-319-91563-0_2


A DevOps Implementation Framework
for Large Agile-Based Financial

Organizations

Anitha Devi Nagarajan and Sietse J. Overbeek(B)

Department of Information and Computing Sciences, Utrecht University,
Utrecht, The Netherlands

{A.D.Nagarajan2,S.J.Overbeek}@uu.nl

Abstract. Modern large-scale financial organizations show an interest
in embracing a DevOps way of working in addition to Agile adoption.
Implementing DevOps next to Agile enhances certain Agile practices
while extending other practices. Although there are quite some DevOps
maturity models available in the literature, they are either not specific
to large-scale financial organizations or do not include the Agile aspects
within the desired scope. This study has been performed to identify why
such organizations are interested in implementing DevOps and how this
implementation can be guided by a conceptual framework. As a result, a
list of drivers, a generic DevOps implementation framework and driver-
dependent variations are presented. The development of these artifacts
has been realized through a design science research method and they
have been validated by practitioners from financial organizations in the
Netherlands. The practitioners have identified the developed artifacts as
useful, mainly to educate people within their organizations. Moreover,
the artifacts have been applied to real organizational goals to demon-
strate how they can be of help to identify the useful measurement units,
which in turn can help to measure and achieve their DevOps transforma-
tion goals. Thus, the developed artifacts are not only serving as a baseline
for future research but are also useful for existing financial organizations
to commence and get ahead with their DevOps implementations.

Keywords: Agile · DevOps implementation framework
DevOps drivers · Large financial organizations
Transformation measurement

1 Introduction

Agile methodologies have gained a widespread acceptance due to advantages
like faster software development with improved quality, and the ability to wel-
come changes throughout the project leading to improved customer satisfaction
in comparison with traditional software development approaches such as the
waterfall method [2] and the incremental method [34]. However, the structural
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division between the functional departments such as development and operations
remained, and it leads to delays in the deployment of the developed software in
the actual production environment [9,35]. As a solution to the latter, the DevOps
movement has emerged with the purpose of closing the gap between development
and operations [38,40].

Although DevOps has emerged from cloud-based product organizations, the
DevOps paradigm is not exclusive to organizations that are surrounded with
cloud computing [38,40]. Due to the DevOps adoption benefits reported by sev-
eral other organizations such as better quality assurance and enhanced collabo-
ration and communication [31], large financial organizations are also willing to
embrace this new way of working. However, the objectives behind a DevOps
implementation may differ considerably among different types of organizations
and so does the corresponding means to measure their success [10].

DevOps is often coalesced with Agile principles and practices. Those stud-
ies that compared DevOps with other software development methodologies
have identified that both Agile and DevOps have similar goals and values,
but their scope varies. When DevOps is ‘laid over’ an Agile implementation,
it enhances several Agile practices while extending others outside development
activities [19,20,23]. There are several studies that list the factors required for
a successful Agile transformation from various perspectives [4,5]. The existing
DevOps implementation models have focused only on DevOps and so little atten-
tion has been paid on its relationship with Agile principles and practices [24].

Motivated by these concerns and encouraged by the current needs of partici-
pating organizations, it was intended to develop a conceptual framework, which
depicts the various aspects involved in the DevOps implementation of Agile-
based financial organizations. We wanted to connect it to their drivers and the
measurement units to make it more complete since the progress towards the
DevOps transformation goals are measured by measurement units, which in turn
help to get closer to the goals. This paper is organized as follows: Sect. 2 describes
the research approach and the involved methods and techniques. Section 3 elab-
orates the developed artifacts and subsequently Sect. 4 discusses the evaluation
of those artifacts. Finally, Sects. 5 and 6 reviews and concludes the study respec-
tively.

2 Research Approach: The Design Cycle

This study design is inspired from the design science methodology by Wieringa
[39] and so a brief overview of this study’s approach is shown in Fig. 1. Each of
the phases mentioned in the figure is explained further.

Problem Investigation and Data Collection. First, the research objectives
and research questions were formulated by understanding the interests and needs
of the involved stakeholders, one of the participating financial organizations in
the Netherlands and also by identifying a gap in the available literature in this
context. Next to that, the literature study was carried out to review other rele-
vant scientific studies to lay a stable theoretical foundation and to gather data
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Fig. 1. Research approach inspired by a design science framework [39]

from them. Finally, semi-structured interviews were conducted with practitioners
from different organizations in order to collect industry-specific data. Further-
more, the requirements about the prospective artifacts were also collected from
the stakeholders.

Artifacts Design. In the second phase, the following results were established:
(1) Drivers for Agile and DevOps implementation at the large financial organiza-
tions, (2) Generic DevOps implementation framework, and (3) Driver-dependent
framework variations based on the relationship identified between the developed
framework and the identified drivers. These results were realized by performing
the directed content analysis on the data collected from the literature and prac-
titioner interviews. In order to perform the content analysis, we used the tool
named Nvivo. The resulted artifacts from this phase are elaborated in Sect. 3.

Artifacts Validation. After identifying the mentioned results and document-
ing them as artifacts, they were iteratively validated with industrial experts
by means of the expert opinion method [39]. The validation session results are
detailed in Sect. 5. Based on the validation session outcome, the artifacts were
refined and their updated versions were used for further validation sessions.
These refinements included a missing driver and an incomplete focus area.

Application of the Artifacts. It is demonstrated how the developed artifacts
can be applied to an organization’s goals to identify the possible and useful mea-
surement units, which in turn can help to measure their progress towards their
DevOps implementation goals. For this, we have considered certain goals of a
large Dutch bank that participated in the research and performed the demonstra-
tion. The purpose of this demonstration is to show how the developed framework
can uncover the various possible obstacles towards the organizational goals and
how to select the suitable measurement units based on that.

3 Solution Design : Development of the DevOps
Implementation Framework

This chapter is presenting the results of the data analysis performed on the
data collected from both practitioners and the available literature. Based on
the results, the basic components namely, drivers, perspectives and focus areas
are identified. Later by grouping the discerned perspectives and focus areas,
a DevOps implementation framework is developed. Thereafter the relationship
between the developed framework and the identified drivers are revealed.
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3.1 Agile and DevOps Implementation Drivers at Financial
Organizations

The list of drivers provide the reasons why large financial organizations are inter-
ested in implementing Agile and DevOps. There are six such drivers identified
namely, (1) agility and customer-centricity, (2) efficient value delivery to cus-
tomers, (3) cooperative culture, (4) empowered people, (5) focus on continuous
improvement and, (6) process and stakeholder alignment as shown in Fig. 2.
These drivers have been identified based on the data collected from the prac-
titioners and their importance has been legitimized by cross-checking with the
literature.

Fig. 2. DevOps and Agile implementation drivers for large financial organizations

Agility and Customer-Centricity. Agility is an ability of organizations to
respond faster to changes as such from customer and market [36]. Customer-
centricity is the ability of the organizations to develop systems according to
customer preferences and needs [21]. The need for these abilities are found to be
the main drivers for large financial organizations to embrace DevOps and Agile.

Efficient Value Delivery to Customers. Agile has proven to be increasing
the speed of the upstream processes of software development such as, identifying
business needs and developing software accordingly. On the other hand, the speed
of downstream processes like verification, validation and delivery of the software
can be improved with the support of DevOps [15].

Cooperative Culture. Thanks to the Agile software development process, the
wall between the customers and development team was brought down as a con-
sequence of the frequent communication possibilities and smaller iterations [27].
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DevOps has enhanced this scenario further by allowing all possible roles within
system development, operations and maintenance to work closely with each
other, which has largely enriched the communication among the involved IT
stakeholders [20,31].

Empowered People. Organizations want their people to be more empowered
by taking ownership on their tasks and be capable of doing more than what is
described in their job descriptions. People are expected to focus on achieving
the group goal instead of focusing only on their individual achievements.

Focus on Continuous Improvement. Traditionally, organizations were inter-
ested mostly in the improvement of their delivery. However, Agile promoted the
incremental software development and delivery (Principle 3) which allowed teams
to learn from their past and to become better progressively (Principle 12) [13].
DevOps drives organizations to concentrate not only on the delivery part but
also on the improvement of people and processes [19].

Process and Stakeholder Alignment. The alignment among various stake-
holders such as business teams, IT teams and end users is identified as the last
important driver for Agile and DevOps implementations of the target organiza-
tions. Such an alignment requires collaboration and communication among IT
teams and customers, and between organizational units themselves.

3.2 DevOps Implementation Framework for Agile-Based Large
Financial Organizations

The developed generic DevOps implementation framework suitable for Agile-
based financial organizations is shown in Fig. 3. This framework has been devel-
oped to serve as a guideline to all types of employees involved in a DevOps
implementation of such organizations. This framework is suitable to be used
for those that have already implemented Agile or that are interested in imple-
menting Agile along with a DevOps implementation. The framework has been
developed with two levels of constructs namely, perspectives and focus areas.

Perspectives are the dimensions that the corresponding implementation fac-
tors belong to and there are four of them namely, (1) organizational perspective,
(2) people perspective, (3) process perspective and (4) technology perspective.
These perspectives are identified from the agile software development literature
and they are maintained here since the interviewees agreed that these perspec-
tives are appropriate to this context.

The focus areas are the principal sections that require attention within every
perspective regarding the Agile and DevOps adoption. These focus areas are
patterns identified mainly from the interviews and they are further explained
with the corresponding literature studies. Every focus area is related to one of
the given perspectives.
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Fig. 3. DevOps implementation framework for Agile-based large financial organizations

Organizational Perspective. The organizational perspective includes all the
focus areas that the management of a typical non-DevOps organization should
consider and facilitate in order to constitute the landscape within their organi-
zation to foster a DevOps mentality. The following focus areas are identified as
the significant ones within this perspective.

(Sub-)Organizational Structure. The first focus area is about the structure
of the organization and the sub-organizations. DevOps leads to teams that bring
together experts such as software development professionals and operations pro-
fessionals enabling them to share their skills and experiences [19]. The team
structure should allow for live and peer-to-peer communication within the team
but not via other means such as through management or tickets [32,33].

Agile and DevOps Oriented People Evaluation. The next one is regarding
the people evaluation and performance reviews that are commonly conducted
within an organization. It is imperative for the organization to make sure that the
method of evaluation is team-based, encourages collaboration over competition
among team members and teams, and is not conflicting with the behavioral
needs of Agile and DevOps [6].

Large-Scale Agile Practices. This focus area emphasizes on tailoring the
agile practices specific to the organization and following them throughout the
organization, not only at the team levels but also at the project and portfolio
levels across the enterprise [17].

Open and Trusted Environment. Having an open and transparent environ-
ment is an important characteristic not only for the teams but for the entire
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DevOps enterprise. Therefore, the management should be clearly communicat-
ing the goals and objectives of the decisions that involve teams, and keep the
metrics visible for everyone so that they can share the responsibility to achieve
it together [6]. Moreover, the organization should give a safe environment for
people to give their honest opinion and feedback without being afraid of fear or
abuse [33].

Training and Guidance. The human impediments towards organizational
change such as lack of knowledge, cultural issues, resistance to change, wrong
mindset and lack of collaboration can be handled by coaching and guiding them
properly and by stimulating their growth mindset. This is possible with the help
of training and human facilitators such as coaches and champions [14,25].

The Leadership Commitment. The leaders in the Agile and DevOps envi-
ronment should not support but also practice the agile methods to perform their
leadership activities wherever applicable. Moreover, the managers in such envi-
ronment should practice ‘leadership and collaboration’ but not ‘command and
control’. The Agile leaders provide guidance, take risks, should be committed to
their people, and collaborate with various levels of stakeholders [30].

People Perspective. This perspective identifies the most important people
characteristics required for the effective working at Agile and DevOps based
organizational environments.

Cross-Functional Skillset. The cross-functional teams are an important com-
ponent of DevOps environment which in general is formed initially by involving
experts from various functional domains such as programmers, functional testers,
performance testers and operations personnel. Ideally, this can lead to a situation
in which these experts communicate and collaborate to become cross-functional
team members who are multi-skilled and flexible [1,7,19].

Aligned Goals and Responsibilities. Hutterman defines a team as a group
of people working together to achieve a shared group goal [19]. Within a DevOps
organization, the team goals should not conflict with each other but focus on
achieving a common goal that is beneficial to an user group. Based on our
understanding of the collected data, we say that the sub-organizational goal
should be aligned to the main goals of the enterprise and in the same way, an
(agile) team’s goals should be in line with the corresponding sub-organizational
goals. Thus the people goals and their responsibilities should be driven by the
shared team goals which are associated with them. Figure 4 depicts this.

Fig. 4. Emphasizing aligned goals within DevOps environment
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Communication and Collaboration. The next focus area accentuates the
need for effective communication and intense collaboration among the team
members, IT management and business. With the act of communication, people
do exchange knowledge, influence each other, recognize each other’s work and
build a community. By working collaboratively within the community, people
build trust and empathy for each other [6].

The Teamwork. The next focus area draws attention to the teamwork aspect
of people working in Agile and DevOps organizations. Teamwork boosts not only
the performance of the team but also the individual performance and together
it contributes to the overall performance of the organization [22].

Process Perspective. This perspective includes the important process areas
that the agile organizations need to consider within the context of DevOps.

Change and Operations Management. This focus area insists on developing
a change and operations management plan and integrating it with the project
management method. DevOps practices intend to reduce the time between the
code commits of a change in the development system and placing the change
in the production system [31]. Involving the operations group in the Change
Advisory Board and by coordinating with the operations maintenance personnel
will help to make sure current operations will not be negatively impacted [26].

Knowledge Management. Thanks to Agile and also DevOps, the functional
groups of people are disseminated and restructured into cross-functional DevOps
teams, which are formed around value streams. This brings in a clear need
for effective knowledge management processes and activities so that continuous
learning and coordination can happen within the enterprise. The organization
and the people need to identify suitable knowledge management processes that
work for them and support them with relevant tools and infrastructure. People
should be aware of the advantages and importance of knowledge management
practices and so are encouraged to share knowledge with each other.

Continuous Process Improvement. The Agile and DevOps adoption by large
complex organizations require experimentation and adaptation of the methods
and processes to the organization’s structure, culture, product/service strategy,
human resource management policies, customer interfaces, project roles and gov-
ernance structures, including program and project portfolio management [17].

Technology Perspective. This perspective identifies and describes the focus
areas which require attention from the technological standpoint within the
DevOps implementation.

Automation and Tooling. According to several studies, automation is found
to be the technological enabler of DevOps [19,31,40]. Being aware of both the
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benefits and possible pitfalls, organizations should perform effective automation
so that it can be an advantage but not an impediment.

Continuous Software Engineering Practices. Continuous Software Engi-
neering practices help to eliminate waste in the context of lean software develop-
ment. Some examples of waste are, (a) delays, due to lack of communication and
understanding; (b) unnecessary additional work that does not yield expected
business value; (c) defects due to poor execution of tasks; (d) partial completion
of work. These wastes can possibly be removed or reduced with the implementa-
tion of continuous software engineering practices such as continuous integration,
continuous testing, continuous monitoring, continuous delivery and other such
practices [12]. Because of their contribution to the faster value delivery, they are
here involved in the context of DevOps implementation.

3.3 Relationship Matrix Between Drivers and Focus Areas of the
Developed Framework

The final research outcome is developed to understand which among the fifteen
focus areas should be first aimed at, based on what has driven an organization to
go with a DevOps implementation. Based on these relationships, we have devel-
oped the variations of the presented framework for every driver, which highlights
the related focus areas from Table 1. However, they are not shown here due to
the space restrictions. Also the rationale behind the given relationships are not
described here for the same reason but, those justifications are either based on
literature or from the collected interview data, or both. For example, the second
focus area ‘Agile and DevOps oriented people evaluation’ can influence the coop-
erative work culture (driver 3) if the reward structure is utilized appropriately
[3]; the empowered people (driver 4), since people’s self-development is encour-
aged and self-confidence is improved when the feedback is constructive [19,29];
the focus on continuous improvement (driver 5), because rewarding the whole
team can encourage them to achieve more together [37] and giving them regular
feedback help them to refine themselves progressively [19]. However, this focus
area’s direct influence on other drivers were not found from the collected data
sources.

From Table 1, we infer that the focus areas namely, the leadership commit-
ment from organizational perspective, aligned goals and responsibilities, team
work from the people perspective and the continuous software engineering prac-
tices from the technology perspective are significant for all identified DevOps
drivers. In addition to that, from Table 1 it can be deduced that the people
perspective is the most contributing one in the case of a DevOps transforma-
tion as this is influencing most of the drivers and the DevOps implementation
goals.
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Table 1. Relationship matrix between the identified drivers and the focus areas

Focus Areas Drivers

Driver 1:
Agility and
customer-
centricity

Driver 2:
Efficient value
delivery to
customers

Driver 3:
Cooperative
culture

Driver 4:
Empowered
people

Driver 5:
Focus on
continuous
improvement

Driver 6:
Process
and
stakeholder
alignment

Focus area 1:
(Sub-)organizational
structure

X X X X X

Focus area 2:
Agile and DevOps
oriented people
evaluation

X X X

Focus area 3:
Large-scale agile
practices

X X X X

Focus area 4:
Open and trusted
environment

X X

Focus area 5:
Training and
guidance

X X X

Focus area 6:
The leadership
commitment

X X X X X X

Focus area 7:
Cross-functional
skillset

X X X X X

Focus area 8:
Aligned goals and
responsibilities

X X X X X X

Focus area 9:
Communication
and collaboration

X X X X X

Focus area 10:
Teamwork X X X X X X

Focus area 11:
Change and operations
management

X X X

Focus area 12:
Knowledge
management

X X X X

Focus area 13:
Continuous process
improvement

X X X X

Focus area 14:
Automation and
tooling

X X X X

Focus area 15:
Continuous software
engineering practics

X X X X X X

4 Application of Drivers and Framework to Identify
Measurement Units

This section demonstrates how the developed framework and identified drivers
can be used to achieve the DevOps transformation goals of an organization with
the help of an example. For this, we have considered one of the goals of a Dutch
financial organization, which is a multinational banking and financial services
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company and it is one of the largest banks in the Netherlands. Their goal is
about expediting their delivery so that their customers can enjoy their service
and products earlier than before. Since this goal is suitable to be analyzed from
the perspectives of both people and process, we have chosen to present it here.

As mentioned above, in order to explain the derivation of suitable measure-
ment units, the goal has been analyzed in two ways: (a) from the people and
organizational perspective and (b) from the process and technology perspective
as shown in Fig. 5. In order to improve the time taken for delivery, it is important
to first know how much time it currently takes for any requirement including new
feature related requirements and change requests. Thus it is relevant to measure
the (1) time passing between the initiation and the actual delivery of
those requirements. However, it might not really be enough to keep looking
at the overall time that is being taken for the life-cycle of a requirement when
the time stays indifferent. In that case, we can have a deeper look into the time
by checking it in two different ways, which makes the given Fig. 5 to get separate
branches into people and process perspectives.

From the people perspective, the requirements can be checked to see (2) the
time period that a requirement stayed with different roles such as
tester or operations. It is useful to link the organizational perspective with
the people perspective here. Based on the identified time taken by different roles
to handle requirements, the following questions may arise:

1. Why does a specific role keep these requirements longer?
2. What is the average time spent by that role on other requirements?
3. What can be done to reduce the time spent by that role?
4. Is this a common scenario with anyone taking that role or is it something

specific to the person who took that role?

The above questions are formulated to get a deeper understanding on the source
of the problem (i.e., longer processing time of requirements) based on the iden-
tified perspectives. For example, the above questions may help to reveal the
existing issues such as communication issues among roles, specific role’s inabil-
ity in taking up other role’s tasks, management interference or less commitment
of the involved people. One or more of these issues may be identified as the
obstacle towards achieving the goal and so they need to be paid attention to.

Similarly, from the process and technology perspective, the requirements can
be checked to see (3) the time periods that a requirement stayed with
involved processes such as development or functional testing. This helps
to identify which process takes longer which in turn initiates an analysis, such as:

1. Why that specific process takes longer than others for a requirement?
2. What is the average time spent on that process for other requirements?
3. How can that process be improved to reduce time?
4. Is the improvement required on the identified process or any other dependent

process?
5. Is it really the process that needs improvement or the people who are involved

in it?
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Fig. 5. Application of drivers and the developed framework on an organizational goal

As explained, asking such relevant questions helps to identify where the obsta-
cle is and how that obstacle can be removed. The more important note is that
these analyses should always lead to the identification of metrics that provoke
the discussion of improvement points in terms of people, process or technology
but not blaming each other.

Knowing the relevant focus areas which are related to the corresponding
driver helps to ask the relevant questions. Moreover, they can be of help to go
on and check the next relevant focus area from different perspectives so that the
obstacles indirectly related to the goal can be identified and so the measurement
units can be adjusted to measure the right focal point that needs attention.

5 Validation of the Artifacts

The expert opinion sessions were conducted with five experts who have various
levels of experience working at financial organizations to evaluate the mentioned
artifacts. These experts fulfilled the roles of DevOps engineer, DevOps consul-
tant, DevOps architect and Delivery Manager in their respective organizations.
All the experts have been part of one or more DevOps implementations within
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their organizations or other organizations for which they have given consulta-
tions. During the validation session, the evaluators have been presented with the
results one after the other and they have been asked the criteria-based questions
related to it. Moreover, they have been allowed to go through the printed doc-
umentation in order to get more details whenever required. For the evaluation,
we have considered several criteria namely, completeness, fit with organization,
understandability, usefulness and accuracy. These criteria have been identified
from the hierarchy of IS artifact evaluation criteria developed by Prat [28]. The
evaluation results of the drivers, framework and their relationship can be found
in Table 2.

Table 2. Evaluation results of artifacts

Criterion Session 1 Session 2 Session 3

Evaluator 1 Evaluator 2 Evaluator 3 Evaluator 4 Evaluator 5

Drivers

Completeness ++ ++ ++ ++ ++

Fit with organization + - + - ++ ++ ++

Understandability ++ ++ ++ ++ ++

DevOps implementation framework for large financial organizations

Completeness ++ ++ ++ + - ++

Fit with organization ++ ++ ++ + - ++

Understandability ++ ++ ++ ++ ++

Usefulness ++ ++ ++ + - ++

Relationship drawn between artifacts 1 and 2

Accuracy N/A N/A ++ ++ ++

Usefulness + - ++ ++ + - ++

++ Fully Agreed +- Partially Agreed - - Rejected N/A Not Assessed

According to the validation results, the evaluators agreed that the identified
list of drivers is complete and the developed DevOps implementation framework
includes all the required perspectives and focus areas. They confirmed that the
results are easy to understand and most of them agreed that they are suitable
to their organization. The evaluators agreed that the developed framework is
suitable for the organizations who are yet to implement DevOps or those who
are at the initial and immature stages of DevOps implementation. On the other
hand, they mentioned that the framework may not help for those who are already
mature with their DevOps implementations.

As it can be noted with the given results in Table 2, none of our results have
been completely rejected by the evaluators. It could be because of one of the
limitations of the study i.e. both data collection and evaluation was performed
by companies based in one country (Netherlands) and the number of participated
companies is limited to three.
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6 Discussion

The current study has developed a high-level framework that encompasses the
various perspectives and the focus areas that are relevant for the successful
DevOps implementation of a large-scale organization. To maximize the useful-
ness of the framework and to make it specific for financial organizations, from
where the practitioners are selected to participate in this study, we have also
identified the drivers and we have demonstrated the derivation of measurement
units based on the DevOps implementation goals.

Implications. In this research, several factors in terms of perspectives and focus
areas as part of a DevOps implementation have been introduced. As can be
seen in Table 1, the identified focus areas have many-to-many relationships with
the collected drivers. Overall, a DevOps implementation is a collective effort of
people working at different levels within an organization. For a successful imple-
mentation, an organization should discover which areas of the organization need
what kind of changes and how to proceed from there. The developed conceptual
framework is beneficial to realize such an implementation. In short, an exem-
plary DevOps organization underlines the need for people development and for
process improvement. Moreover, it has a culture in which competition is of less
importance compared to the importance of learning.

Comparison with Related Studies. There are several studies which identified the
success factors of an Agile implementation from different perspectives [4,5,11].
The current study is also inspired on those studies and followed the list of per-
spectives taken from those studies. However, this one is different from them since
the other mentioned studies concentrated on Agile whereas, the current one has
concentrated on a DevOps implementation where Agile is also followed. This
study expects the involved organization to already follow Agile or to implement
Agile together with a DevOps implementation. Next to that, there are some
DevOps maturity models available in the literature [8,24]. This study is differ-
ent from those studies in the following aspects: the current study focused on
large organizations and is specific for the finance industry; the current study has
the possibility to be expanded to an ‘organization specific maturity model’ in
which every focus area is defined with the list of capabilities that the involving
organization wants to progressively reach. This can be achieved by analyzing
the organization’s situation and identifying the specific capabilities based on
where they are and what areas they want to reach with DevOps. This process of
developing an organization-specific maturity model using the developed concep-
tual framework is comparable to Situational Method Engineering [16]. On the
contrary, the other mentioned studies focused on developing a generic maturity
model which may not be suited to every organization and also they may not be
suitable for tailoring.

Limitations. The current study considered several sources of data which came
from both practitioners and other scientific studies. Although the participated
practitioners are originally from various geographical areas, they all currently
belong to a few financial organizations in the Netherlands. Moreover, the
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evaluation part is performed by means of expert opinion, which focused on eval-
uating the artifacts against the given criteria. These evaluation results are not
enough to quantitatively prove the usefulness of the developed artifacts in a real
DevOps implementation scenario.

7 Conclusions and Future Research

As like with any other industry, DevOps is becoming popular among finan-
cial software organizations. Because of the advantages observed with Agile soft-
ware development methods such as faster development time, improved quality
and high customer-satisfaction, several large-scale financial organizations pre-
fer Agile methods over traditional software development methods like waterfall
software development method. However, before the start of this study it was
still not clear why they are interested in implementing DevOps along with or
on-top of an Agile implementation. Thus, this paper concentrated on identifying
the drivers for large-scale financial organizations to ‘go for’ DevOps along with
an Agile software development method. Nevertheless, with a DevOps adoption,
several existing factors get affected and many other new factors need attention.
Thus, the current study brings up a framework based on high-level factors from
different perspectives that are required for the DevOps implementation in such
organizations and develops the variations of the framework based on its relation-
ship with the identified drivers. To justify the usage of the developed DevOps
implementation framework along with identified drivers, an application scenario
with a real financial organization’s goal has been presented.

This study provides quite some future research opportunities. Since the data
for the current study were collected mostly from banks in the Netherlands, the
future studies can concentrate on performing similar research by taking other
financial institutions into account, such as insurance companies and possibly
organizations from various geographical locations. Subsequently, comparing the
current study with studies in those different but comparable domains may even
bring interesting results. As suggested by one of the evaluators, an useful note for
similar research is to develop more specific focus areas that reduce the overlap
between the driver-dependent variations of the developed framework. Further-
more, the current study has established the relationship between drivers and the
focus areas and it was mostly based on the theoretical data found from the avail-
able literature. Every driver - focus area pair can be empirically researched to
identify the concrete relationships between them. Since the developed conceptual
framework has not been applied to a full fledged DevOps implementation, the
framework itself can be revised and improved after being utilized in its entirety.
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Abstract. The advent of web 2.0 technologies represents a paradigm shift in
how individuals collaborate in their businesses and daily lives. Web 2.0 opens
new opportunities for businesses to reconsider their strategies and operating
models by taking a customer-centric approach, which creates a competitive
advantage. Business Process Management (BPM) is taking advantage from this
phenomenon (aka social business processes or business processes 2.0),
embracing ‘social’ and embed it through different stages of the BP lifecycle.
This paper contributes by a novel framework for the real-time monitoring and
improvement of business processes by analyzing the huge amounts of social
data, providing visibility and control, which leads to informed decision making
and immediate corrective actions. Thus, the proposed framework bridges in the
gap between the social and business worlds. The applicability, efficiency and
utility of the proposed approach is validated through its application on a real-life
case study of a leading telecommunication company.
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1 Introduction

In contrast to web 1.0 that was limited to the passive viewing of content to users in a
static way, the emergence of web 2.0 technologies allow users to communicate and
collaborate [1] through using social media, which comes in many different forms,
including blogs, forums, business networks, photo-sharing platforms, social gaming,
microblogs, chat apps, and social networks. Social networks such as Facebook, Twitter,
Wikis, etc., result in a massive amounts of data, however, data alone does not create
competitive advantage. Only when companies analyze and act on data when compet-
itive advantage and potential economic growth can be achieved.

On the other hand, business processes explicitly capture the set of activities par-
ticipating in the accomplishment of a specific organizational goal, and their control
flow [1]. Business Process Management (BPM) is the discipline that combines
knowledge from information technology and knowledge from management sciences
and applies this to operational business processes to enable their efficient design,
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execution, control, measurement and optimization [1]. Recently BPM has gained much
interest from the industrial and academic communities due to the promise it brings for
increasing productivity and significant cost reduction. Therefore, business processes
form the foundation for all organizations and subsequently business entities are striving
for the utilization of information and communication technologies for their continuous
improvement.

Social BPM (also known as business processes 2.0) represents a paradigm shift and
a gateway to enhanced process efficiency [2]. Organizations taking social BPM ini-
tiative have recognized that its processes, supportive tools and technologies is the focal
point of this shift, and that a customer-centric approach should be adopted that rep-
resents a collaborative effort between process designers and customers to improve the
entire process. This creates a closed feedback loop from customers and other stake-
holders for continuous BP improvement throughout the various stages of the BP
lifecycle. Business process areas that are most prone to improvement include [2]:
(i) Collaborative process improvisation and implementation: where feedback from
social media is continuously collected and used to enhance process designs, as well as
aiding the implementation through constructing the interplay between unstructured
social data and BP implementation, (ii) Process discovery and analysis: this creates a
communication loop involving not only process engineers, but customers as a key
stakeholder, realizing a customer-centric approach. (iii) Real-time monitoring: the
massive amount of social data is continuously monitored by tracking key people and
events in real-time, which leads to informed decision-making and immediate (semi-
automated) corrective actions, and (iv) Spontaneous Status Updates and Feedback: this
ensures timely and effective process improvisations and enhancements during various
BP stages, from design to implementation.

However, the gap between the social and the business worlds is still non-tackled. In
essence, the majority of the proposed solutions are taking a marketing or business
perspective and lacking a structured approach with concrete IT implementation. The
main contribution of this article is a novel runtime monitoring framework that incor-
porates and integrates the social and business realms, and utilizes social unstructured
data for the identification and resolution of BP disruptions/disturbances taking a
customer-centric approach. We define a BP disruption (disturbance) as any event that
hinders a customer’s satisfaction in the delivery and/or operation of a specific service
offered by a service provider. BP disruptions are domain-specific that need to be
identified and analyzed for the considered domain; for instance, if we consider mobile
services offered by a telecommunication company, customers might be complaining
(that’s BP disruptions) of a network disconnect at a specific time period, slow internet
connection, payment error, etc.

To achieve this, the framework entails: a formal approach with associated sup-
portive tools that continuously collect social data; filter and analyze it on the basis of
utilizing and integrating data mining and machine learning techniques; relate it to the
business realm; identify and detect possible online BP disruptions; automatically
propose a recovery plan; and visualize the results in a user-friendly dashboard by
accommodating various stakeholders’ perspectives. The proposed framework addresses
the “real-time monitoring” and “spontaneous status updates and feedback” challenges
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discussed above. To keep the discussion focused, the paper concerns itself with pre-
senting in detail the peculiarities of the ‘analysis’ component of the framework.

To validate the applicability, efficiency and utility of the proposed framework, a
prototypical implementation has been developed by considering Twitter as the social
medium source of data, and applied on a case study of the Customer Relationship
Management (CRM) BP of a leading telecommunication company. Our empirical
results show that pairing the analysis of the social side with its equivalent business side
provides visibility and control throughout the execution phase of the BP/lifecycle,
which enables informed decision-making and immediate corrective action(s) taking.
These collectively lead to enhanced customer relationship, continuous BP improve-
ments, and ultimately, a competitive advantage creation.

The rest of the paper is organized as follows: Sect. 2 summarizes related work
efforts. Section 3 discusses the proposed framework. In Sect. 4, we discuss in detail the
analysis approach proposed as a vital component of realizing the proposed framework.
Section 5 demonstrates the application of the analysis approach on a real-life case
study. This is followed by Sect. 6, which presents the conclusions and highlights future
work directions.

2 Related Work

With the growth of blogs, social networks and opinion mining, social data analysis
becomes a field of interest for many researches and practitioners. The majority of
proposals in the literature consider Twitter as the target social media because Twitter is
a widely used social media site for posting comments through short statuses called
tweets [3]. Each tweet was of 140 characters and now it is expanded to 280 characters
however, it still has a size limit that means it is easier to be analyzed. Moreover, one
can keep track of tweets talking about a specific topic through using the hashtag symbol
(e.g., #topic). The millions of tweets received every year could be subjected to senti-
ment analysis and many other types of analytics. However, handling such a huge
amount of unstructured data is a tedious task to take up. In a parallel context, there are
some studies that consider other social media sites, such as Facebook [4–8].

This article considers Twitter for the previously cited reasons, and therefore the
next discussion will focus on summarizing related work efforts in this direction. One of
the prominent areas of Twitter analysis is the indication/prediction of the level of
satisfaction of the customer with respect to a specific service or product, which is
widely known as sentiment analysis [9]. Sentiment analysis is a type of data mining
that measures the inclination of people’s opinions through Natural Language Pro-
cessing (NLP), computational linguistics and text analysis, which are used to extract
and analyze subjective information from the Web, mostly social media and similar
sources. The analyzed data quantifies the public’s sentiments or reactions toward
certain products, people or ideas and reveal the contextual polarity of the information1.
It is also called opinion mining.

1 https://www.techopedia.com/definition/29695/sentiment-analysis.
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Conversely, few studies exist in the literature that attempt to embrace ‘social’ and
embed it with BPM, which is known as social business processes or business processes
2.0. In the following, prominent work efforts in Twitter analysis and the few attempts
towards social business processes are discussed and appraised against the approach
presented in this paper. The main contribution of this article as compared to related
work efforts is the establishment of a formal framework that bridges in the gap between
the social and the BP worlds, embracing ‘social’ to BPM for disturbances/deficiencies
analysis, identification and their proactive correction.

2.1 Twitter Data Analysis

Sentiment Analysis for Market Research using Text Mining. Text mining is a
technology that attempts to extract meaningful information from unstructured textual
data. The study in [7] describes a case study that applies text mining to analyze
unstructured text content on Facebook and Twitter sites of three largest pizza chains.
The study revealed that Domino’s Pizza got higher level of commitment and consumer
engagement than the other two pizza chains through the number of posts and user
comments on social media.

Analogously, in [10] the authors proposes a sentiment analysis method based on N-
gram classification approach to measure the reputation of a given company by using
particularly tweets of Twitter. A given tweet has either negative or positive impact on
the company’s reputation or product. Similar approaches are also proposed in [12–14].
While the proposals in this category aims at getting insights about the weak points of a
specific business by utilizing sentiment analysis, they do not link these insights to the
business process realm. This is tackled in our approach in the ‘analysis’
component/phase of the framework through first clustering the data to identify the
classes/clusters of disturbances and any unforeseen/unexpected patterns.

Improving Sentiment Score Results by Using Sentiment Analysis. Another track in
the same area of research is analyzing the social side for improving the sentiment score
or the sentiment results by using domain ontologies [15–18]. The authors in [14]
conducted sentiment analysis based on a domain ontology to produce more accurate
results than any other sentiment analysis classification. The domain ontology has been
developed using a semi-automated ontology learning technique that deploys text-
mining techniques via user-friendly interface that reduces development time and
complexity called OntoGen. Ontologies enable the sharing of a common understanding
of the domain of interest among people and software tools; enable the reuse and
extension of the domain knowledge; make assumptions regarding the domain explicit;
separate domain knowledge from the operational knowledge; and enable the analysis of
the knowledge leading to improved decision making. We regard the integration of
ontologies to our proposed framework as future work direction.

Prediction Using Sentiment Analysis. This track combines sentiment analysis with
machine learning techniques to predict something about a product or service [19–21].
The study in [20] analyzed how machine learning techniques and twitter sentiment
analysis can be used to predict stock market fluctuations. The authors applied various
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machine-learning models such as Linear Regression, Support Vector Machines
(SVM) and Neural Networks and tuned them up in order to maximize the efficiency.
The authors worked on historical data of stocks taken from Yahoo Finance website and
built a classifier based on the Movies Reviews dataset, which we consider as an
incompatible issue. The study concluded that stock markets are heavily sentiment
driven. Similarly, the study in [21] uses sentiment information mined from current
movie tweets for predicting movie’s performance. The authors developed a prototype,
which may be useful to marketers in the of course correcting marketing campaigns to
garner positive sentiments before the release of the movie. Similarly, studies in [8, 22,
23] take the same direction.

The approach proposed in this paper is tightly related to this category, however, we
can distinguish ourselves by: (i) a comprehensive framework for disruptions moni-
toring, analysis, planning of corrective/proactive plans and their execution; the article
focuses on presenting the details of the analysis component, (ii) the proposed “anal-
ysis” component integrates clustering and classification techniques to get insights and
visibility over unexpected/unforeseen patterns, while all related work efforts directly
conduct classification, (iii) the clustering activity has the main objective of linking the
classification/prediction results to the BP world.

Social Business Process Management. Some research efforts in this direction view
social BPM as designing and implementing business processes socially using any
enterprise collaboration platforms, such as Yammer, and Chatter, or by employing
hybrid Wikis. Prominent work efforts in this direction are: [25, 26]. Another stream of
research in social BPM utilizes social BP. At diagnosis time, a BP execution com-
ponent is implemented to discover and build the networks of social relations between
the business process components (task, machine, person) based on process execution
logs as well as the BP model. This is mainly reported in [26], where a model is being
introduced (called SUPER standing for Social based bUsiness Process managEment
fRamework) that leverages social computing principles for the design and development
of social business processes). SUPER identifies task (t), person (p), and machine (m) as
the core components of a business process. The authors defined all social relation states
of t, p, & m. At diagnosis time, authors implemented a social analysis component to
discover and build the networks of social relations between the business process
components (t, p, m) based on process execution logs as well as the BP model. Every
time a task is suspended, its resource is checked to identify the reason of being idle.

The work in [27] built a platform that bridges in the gap between the social and the
business world through meet-in-the-middle platform, just for integration purposes
without any analysis and/or improvement mechanisms.

The work in this paper proposes a novel approach for the analysis and resolution of
BP disruptions through the utilization of social data and by integrating clustering and
classification techniques. The clustering technique aids us to identify disturbances
patterns and unforeseen/unexpected patterns and link them to the BP world, and then
the classification approach aims at predicting future disturbances. Therefore, we con-
sider our approach to fall under the categories of “Social BPM” and “Prediction Using
Sentiment analysis”. To the best of our knowledge, such an integration does not exist in
the literature.
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3 Proposed Social BPM Monitoring Framework

Figure 1 presents a schematic view of the proposed framework for Social BP moni-
toring and improvement.

The framework is presented as an instantiation of the well-recognized IBM MAPE-
K adaptation loop [29, 30], which is an efficient and novel approach for self-adaptation
in autonomic computing. Autonomic computing is a computing environment with the
ability to manage itself and dynamically adapt to changes in accordance with business
policies and objectives [30]. As discussed in [31], self-adaptiveness in the general level
inhibits a number of self-* properties in the major level, including self-configuring,
self-healing, self-optimizing and self-protecting. We consider the approach presented in
this article to fall under the self-healing category. Self-healing is the capability of the
system (BPM in our case) of discovering, diagnosing and reacting to disruptions [30].

Self-healing can be classified into self-diagnosing and self-repairing, where the
former concerns itself with diagnosing errors, faults and failures, and the latter focuses
on recovering from detected disturbances. While the focus of the proposed framework
is to provide an integrated approach for self-diagnosis and self-repairing by exploiting
social media for BP improvement, due to space limitations and to keep the next
discussion focused, this article focuses only on presenting the details of the proposed
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self-diagnosis approach. The other components will be presented in future publications
by referring to the framework.

The upper part of Fig. 1 represents the five MAPE-K self-adaptation loop com-
ponents corresponding to its acronyms; that’s: K: Knowledge, M: Monitoring, A:
Analysis, P: Planning, E: Execution and K: Knowledge.

The knowledge component in our framework constitutes the interlink between:
(i) execution log(s), which maintains and relates business process execution logs, and
(ii) social logs. This includes a structured representation of social data, e.g., tweets, in
addition to predicted & extracted features that entails more value to the business
(details are presented in Sect. 4). The knowledge component is the backbone of the
four MAPE activities defined next.

The monitoring component constitutes monitoring running BP instances, which has
been continuously acknowledged in the literature as key to ensure the successful
completion of running BP instances. With the advent of web 2.0 technologies and their
growing adaptation in business organizations, social artefacts and social events (see the
bottom-right of Fig. 1) bring together the key parties and events, which can naturally
be used to track key people and events in runtime. This enables quick decision making
and inferring (semi-) automated corrective/prevention actions. Complex Event Pro-
cessing (CEP) [32] is adopted by the proposed framework for realizing this component
by applying our previous work in this area as reported in [34, 35]. CEP technology
mainly combines data from multiple sources to infer events or patterns that suggest
more complicated circumstances. For example, if we consider that the BP model under
consideration is the Customer Relationship Management (CRM) BP of a telecommu-
nication company as introduced in Sect. 5, then the events of interest are the
problems/disruptions that hinder customers’ satisfaction, e.g., a customer complaining
about extra charges added to her mobile phone bill, or a customer suffering from no
network coverage in his/her area etc.

Based on the monitoring results, the analysis component is responsible for per-
forming complex data analysis and reasoning, by the continuous interaction with the
knowledge component. Particularly, the analysis component carries out processing,
correlation, and analysis of event streams to detect the occurrence of disturbances. To
realize this component, our analysis approach exploits and integrates data mining and
machine learning techniques, i.e., clustering and classification techniques. The next
discussion focuses on presenting in detail the concrete analysis approach that realizes
this component, which represents the main focus of this article.

Based on the results of the analysis component, the planning component is
responsible for establishing a preventive/corrective action plan to avoid/minimize the
impact of the problems detected by the analysis component. The action plan will be
mainly constructed semi-automatically by a planning agent that infers from the
knowledge base -based on the history of recovery plans- the most appropriate recovery
plan(s), ranked based on a number of selected features. Then, the BP expert can make
the final decision through the intuitive interaction with the dashboard.

Finally, the execution component involves the automated application of the self-
healing plan produced from the planning component to the respective running BP
instance. For example, if the analysis component detects a network degradation issue,
and the planning component proposes the recovery plan as including an ad-hoc BP
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activity that assigns extra minutes to the affected customer, then the execution com-
ponent actually sends signals to the BP execution engine to execute this ad-hoc BP
instance in the new planned sequence. The work to realize the concrete approach of the
related planning and execution components is ongoing and will be considered for
future publications.

4 The Analysis Approach: Integrating Data Mining
and Machine Learning Techniques

Figure 2 depicts the major activities of the analysis approach as described in the
framework presented in Sect. 3. Starting from the left hand-side of the figure, users of
Twitter typically tweet by complaints/compliments/inquires of the service provided by
a specific service provider, for example, services of a telecommunication company as
used as the running scenario in this article. Once the tweets are received, they are stored
in its raw format, so that they can be eventually used for learning and analysis pur-
poses. When sufficient amount of raw tweets data is available in the raw tweets log, the
flow then goes to the “Filtration” activity. This activity is required to remove tweets of
positive sentiment since we are only concerned with negative tweets representing
complaints/problems the customer is facing.

Fig. 2. Activities of the proposed analysis approach
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Then the process goes to “clustering tweets” activity. The main objective of
clustering here is to identify the labels/topics of problems faced by the customers, and
to detect any unforeseen/unexpected patterns. Clustering is unsupervised machine
learning problem and is performed in our approach by using Twitter LDA [35] (Latent
Dirichlet Allocation). Twitter LDA is a text data mining clustering algorithm to extract
hot topics from text. It includes a two-step approach to twitter data analysis. The first is
to generate a topic model and the second to cluster tweets into topic-based categories.
Twitter LDA clusters the tweets by automatically inferring/identifying hot topics
(customer’s problems in our case), and then generating a number of tweets clusters
based on these topics.

Then, the flow goes to the “Labelling” activity, which is responsible for annotating
each tweet by one or more problem topic(s), identified by the prior “Clustering”
activity. The “Labelling” activity operates semi-automatically, such that it refers to a
dictionary we have built representing the words that are related to each problem topic,
and requires an expert’s validation. If a tweet contains words that are not defined in the
dictionary, the human expert will be prompted to manually decide on the label. These
annotation labels that we call problem topic labels are required for the next classifi-
cation activity that builds the prediction model.

The “Creation of the Prediction Model” activity applies the Sequential Minimal
optimization (SMO) classification technique [36]. Our selection of this technique is
based on an analytical evaluation of the accuracy of several evaluation techniques,
which includes: Random Forest [37], Naïve Bayes [38], Naïve Bayes Multinomial [39],
Sequential Minimal optimization (SMO) [36] classification algorithms. The evaluation
accuracy of SMO was 76.7% in our controlled experiment. We have used WEKA for
this purpose, which implements a large collection of machine learning algorithms for
data mining tasks2. The goal of this activity is to build a prediction model that once
given a new tweet, it predicts whether it represents a problem and then identifies its
problem topic. Then, afterwards, this tweet associated with its predicted topic label will
be stored in a transient data store (called New batch of tweets in the diagram) that
receives batches of new tweets outputted from the prediction model for applying
further analysis steps on them (The batch size could be adjusted by size or on daily
basis according to the density of the tweets received).

Following the two-fold classical machine learning methodology, first, the model is
trained; second, the model is tested to determine its accuracy. Typically, classification
of texts usually follows a mathematical approach by representing words as vectors
called wordToVector representation, then the selected classification algorithm works on
classifying these vectors and building the prediction model.

After building the prediction model and being deployed for the analysis of new
streamed tweets, “Getting the thread of each tweet” activity is responsible for orga-
nizing each tweet with its replies sequentially to be viewed as a dialogue between the
customer and the service provider in an easy to visualize way. This component is
implemented in Python programming language.

2 https://www.cs.waikato.ac.nz/ml/weka/.
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The tweet thread is then given as an input to “Detecting the customer
satisfaction/dissatisfaction” activity, which indicates whether the customer of this
tweet thread is satisfied, dissatisfied, neutral, or incomplete thread (incomplete occurs
when the customer does not reply). In other words, this activity concerns itself with
computing the sentiment score of the customer’s tweet thread, and then amending it
with the result of the sentiment score.

“Detecting the delta time for each thread” activity computes the time between the
user tweet and the company’s reply (i.e., retweet). In many organizations, there is a
violation if the company took longer time than allowed to reply to the customer. This
metric/feature will be added to detect time violations, which can be tuned according to
the company’s policies.

Afterwards, these extracted measures are added to the social log (see Fig. 4 for a
snap shot of the social log) and then presented on the dashboard for business experts,
by highlighting/alerting events that need attention. This is considered as the output of
the analysis component in our proposed framework demonstrated in Sect. 3. The social
log is formed from 8-tuple as follows:

ð1Þ

Where:

The next Planning component as presented in the framework in Sect. 3 also fol-
lows a machine learning technique, which assumes that the business expert first (semi-
automatically) decides on how to respond to sufficient number of detected
disruptions/problems by the aid of the clusters inferred in the analysis phase (the results
of the “Clustering” activity in Fig. 2). These clusters will point to relevant BP
activities/fragments that the business expert needs to interrogate to resolve the detected
disruptions. The resolution plan/actions decided by the business expert for each dis-
ruption is/are also stored in the repository, along with an indication of how much the
customer was satisfied with this reconciliation. This data is then used to build a new
classification model, which is capable of automatically inferring the possible recovery
plan/actions to resolve future detected violations. Given the fact that humans/experts
should always be in the loop, during the Execution phase, the business expert has to
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check the automatically generated recovery plan and can make modifications, if nee-
ded. The details of our integrated “Planning & Execution” approach is left for a next
publication.

5 Application of the Analysis Approach on a Case Study

In order to validate the applicability, efficiency and utility of the proposed analysis
approach described in Sect. 4, we have considered a real-life case study of a leading
telecommunication company that provides mobile communication services, and
applied the analysis approach on. For this purpose, we have collected tweets using Java
twitter API 3, by filtering them based on #TheCompanyName. The attributes of interest
include tweet ID, created (which specifies the date and time of the tweet), text of tweet,
user name of the sender, parent ID, and sentiment score (‘0’ means neutral, ‘+ve’
integer means satisfied, and ‘-ve’ integer means unsatisfied). Figure 3 shows excerpt of
the collected tweets.

As shown in Fig. 3, the raw tweets cannot give clues about anything if left without
further analysis. We will apply the analysis approach discussed in Sect. 4 on these
unstructured/raw tweets.

First, the Filtration activity is applied to remove the tweets of positive sentiment
since we are only concerned with unsatisfied customers/tweets. This activity resulted in
5,191 tweets.

Then the flow goes to the Clustering activity, where we run Twitter LDA [35] on
the filtered dataset of tweets, and nine clusters were generated corresponding to nine
topics of problems (Problem topic labels): (1) Internet (2) Customer-service (3) Mobile-

Fig. 3. Example of raw tweets

3 https://dev.twitter.com/overview/api.
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data/cellular (4) Network (5) Signal (6) Financial (7) Phone-services (8) Sales
(9) Other4.

Then Creation of the prediction model is done using classification on WEKA. The
previously mentioned topics of problems represent the annotation problem topic labels
for the training step in the classification model. Then, 80% of the tweets are used as a
training set and 20% as a testing set. Accordingly, we have 4,152 tweet as a training set
and 1,039 tweets for testing purpose, which have been semi-automatically annotated
with one or more of the nine identified topics above (as the result of the prior clustering
activity). The annotations have been conducted by developing a python program to
automatically detect the words of interest and suggest the annotations. For example, if
annotation program finds in the tweet key-words like ‘credit’, ‘bill’, ‘billing’, ‘charge’,
‘overcharge’ and ‘credit card’ then it will annotate this tweet with ‘Financial’ as the
problem topic. Having the data sets annotated, the classification model is then built.

The test data set is then used to estimate the accuracy of the generated prediction
model. We have tested the model across several classification algorithms, including:
Random Forest [37], Naïve Bayes[38], Naïve Bayes Multinomial [39], Sequential
Minimal optimization (SMO) [36]. Our evaluation results showed that Sequential Min-
imal optimization (SMO) has the best results as will be demonstrated next in Sect. 5.1.

Fig. 4. Example of the created social log

4 “Other” means that the person is tweeting by un-meaningful words or not a related tweet indicating a
potential problem.
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Then, getting the tweet’s thread, detecting customer satisfaction/dissatisfaction,
and getting the delta time for each thread steps are done on our dataset (original data set
of 8,719 tweet) to create the Social Log as illustrated in Sect. 4. A snapshot of the
social log is depicted in Fig. 4.

By creating this social log from the raw tweets, the telecommunication company in
our running scenario can gain profound insights and can take informed decisions.
Aggregated statistical analysis could also be performed to get insights for example of
the total number of satisfied/dis-satisfied customer and if they are in line with their
strategic plans, and what recovery/correction actions they can take to alleviate any
deficiencies.

5.1 Results and Discussion

This section demonstrates the results of the machine learning algorithms we used for
testing the classification models we have deployed in our proposed framework. How-
ever, before showing the results we have to clarify the meaning of some key terms [40]:

• True Positives (TP): These are the correctly predicted positive values, which means
that the value of actual class is positive, and the value of predicted class is positive.

• True Negatives (TN): These are the correctly predicted negative values, which
means that the values of both the actual predicted classes are negative.

• False Positives (FP): These cases represent the situation when the actual class is
negative and predicted class is positive.

• False Negatives (FN): These cases represent the situation when actual class is
positive but the predicted class is negative.

• Accuracy: Accuracy is the most intuitive performance measure and it is simply a
ratio of correctly predicted observation to the total observations. One may think
that, if we have high accuracy then our model is good enough. Nevertheless,
accuracy is a great measure but only when you have symmetric datasets, where
values of false positive and false negatives are almost the same. Therefore, you have
to look at other parameters to evaluate the performance of your model.

Accuracy ¼ TPþ TN=TPþFPþFN þ TN ð2Þ

• Error rate (Err): The complement of Accuracy is the error rate, which evaluates a
classifier by its percentage of incorrect predictions. Accuracy and Err are general
measures and can be directly adapted to multiclass classification problems.

Err ¼ 1� Accuracy ¼ FPþFN=TPþFPþFN þ TN ð3Þ

• Precision: Precision is the ratio of correctly predicted positive observations to the total
predicted positive observations. High precision relates to the low false positive rate.

Precision ¼ TP=TPþFP ð4Þ
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• Recall (Sensitivity): Recall is the ratio of correctly predicted positive observations
to the all observations.

Recall ¼ TP=TPþFN ð5Þ

• F1 score: F1 Score is the weighted average of Precision and Recall. Therefore, this
score takes both false positives and false negatives into account. Intuitively it is not
as easy to understand as accuracy, but F1 is usually more useful than accuracy,
especially if you have an uneven class distribution. Accuracy works best if false
positives and false negatives have similar cost. If the cost of false positives and false
negatives are very different, it is better to look at both Precision and Recall.

F1Score ¼ 2 � Recall � Precisionð Þ= RecallþPrecisionð Þ ð6Þ

Figure 5 shows the performance results of the four classification machine-learning
algorithms, which are Random Forest, Naïve Bayes, Naïve Bayes Multinomial, SMO
(Sequential Minimal Optimization). (The total number of instances here is 5191 tweet)
SMO refers to the specific efficient optimization algorithm used inside the SVM
Support Vector Machines implementation. From the results, one can see that SMO has
the best results. As discussed in [41] SVM are supervised learning classification
algorithms which has been extensively used in text classification problems due to the
sparse high dimensional nature of the text with few irrelevant features.

Table 1 depicts the detailed accuracy measures by class for SMO classification
algorithm, which has the best results in our case study.

0
Random forest

of 10 trees
Naïve Bayes Naïve Bayes

Multi nomi-nal
SMO

0.00%
20.00%
40.00%
60.00%
80.00%
100.00%

Classification Algorithms Results

Correctly Classified Instances Incorrectly Classified Instances

Fig. 5. Classification algorithms results
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6 Conclusions and Future Work

Business processes represent the foundation of all organizations, and as such, orga-
nizations are striving for their continuous improvement throughout the complete BP
lifecycle. The emergence and the wide adoption of web 2.0 technologies represents a
paradigm shift in how individuals collaborate in their businesses and daily lives,
enabling organizations to take a customer-centric operating model, and subsequently
achieve a competitive advantage. This paradigm shift is known as social business
processes or business processes 2.0. This paper contributes with a novel framework that
exploits the huge amount of social data (in particular twitter) to enable the identification
and resolution of runtime business process disruptions (problems affecting customers’
satisfaction in different domains). The main objective of the framework is to inject self-
healing capabilities into BPM systems, where the system is autonomously capable of
discovering, diagnosing and reacting to disruptions. The paper then proposes a concrete
analysis approach by utilizing and integrating text mining techniques (i.e. Twitter
LDA), machine learning techniques (i.e. SMO, Naïve Bayes, Naïve Bayes Multino-
mial, Random Forest classification algorithms using WEKA) to realize the self-
diagnosis component.

The proposed analysis approach has been implemented and applied on a real-life
case study of a telecommunication company, and our evaluation study revealed that
there exists a strong correlation between data analytics of the social side and improving
its adherent twin; the business side. The huge amounts of data on the social side can
always be utilized to enhance the business side, by removing the cover from many
problems and violations that are taking place between users and the organization and
can degrade their business if left unnoticed.

Ongoing and future work is going in a number of parallel and complementary
directions. This includes:

• Incorporation and integration of other heterogeneous free text social media net-
works, such as Facebook, to extract more faithful knowledge, for better informed
decision-making and better action taking.

Table 1. SMO detailed accuracy by class

TP rate FP rate Precision Recall F-Measure ROC area Classified class

0.2 0.004 0.238 0.2 0.217 0.91 network
0.732 0.067 0.717 0.732 0.725 0.862 customer service
0.526 0.003 0.781 0.526 0.629 0.868 mobile data
0.659 0.018 0.815 0.659 0.728 0.916 financial
0.164 0.002 0.563 0.164 0.254 0.711 sales
0.648 0.033 0.712 0.648 0.679 0.865 phone services
0.69 0.008 0.787 0.69 0.735 0.953 signal
0.918 0.182 0.787 0.918 0.848 0.884 other
0.632 0.011 0.84 0.632 0.721 0.904 internet
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• Incorporation of ontologies to capture the semantics of the social and BP worlds,
enable their semantic alignment and the integration of heterogeneous social media
sources.

• Application of the proposed framework on enterprise social networks [42], which
are dedicated private social networks adapted by organizations internally and
externally to connect individuals who share similar business interests or activities.
Although, we claim that our framework and results are applicable to enterprise
social networks, however, this needs a dedicated experimental study for its
validation.

• Intensifying the validation and evaluation of the proposed framework by consid-
ering other case studies from different industrial sectors, while comparing the
domains that are more prone to the adoption of this technology.

• Accommodating with the large volume of today’s big data by incorporating a big
data platform, such as Hadoop to support the scalability of the proposed framework
and its underpinning approaches.
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Abstract. The Internet of Things paradigm has brought opportuni-
ties to meet several challenges by interconnecting IoT resources, such as
sensors, actuators, and gateways on a massive scale. The IoT gateways
play an important role in the IoT applications to bridge between sensor
networks and the external environment through the Internet. Typically,
the IoT gateways collect and send the data collected from sensors and
actuators to external platforms where they will be remotely analyzed.
However, the users desire a more adapted IoT gateway that can improve
the IoT data privacy preservation before sending them to these external
platforms. Thus, an IoT gateway that enables a better control over the
set of private IoT resources and protects the collected personal data and
their privacy is required. For this purpose, we propose a Semantic IoT
Gateway that helps implement a dynamic and flexible privacy-preserving
solution for the IoT domain. First, it enables to match between the data
consumer’s terms of service and the data owner’s privacy preferences by
generating an adapted privacy policy. Second, it converts the privacy
policy into a custom smart contract. Finally, it connects a set of pri-
vate IoT resources to a distributed network using the blockchain tech-
nology to host the generated smart contracts. A smart contract is an
executable code that runs on top of the blockchain to facilitate, exe-
cute and enforce an agreement between untrusted parties without the
involvement of a trusted third party. Our proposal, which is highlighted
through an example and experimentation on a real-world use-case, has
given the expected results.
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1 Introduction

The Internet of Things (IoT) is a novel paradigm, the main strength of which
is its high impact on several aspects of everyday’s life and behavior of potential
users. From the point of view of the private user, the most obvious effects of
the IoT introduction will be visible in both working and domestic fields, such as
assisted living, e-health, and enhanced learning. Similarly, from the perspective
of the business users, the most apparent consequences will be equally visible
in fields, such as automation and industrial manufacturing, business/process
management, and intelligent transportation of people and goods [3].

Actually, many challenging issues related to the IoT resource characteris-
tics still need to be addressed. In fact, they have a low computation and an
energy capacity to protect personal data and the user’s privacy. In order to
overcome this problem, another IoT resource type is proposed. This is called IoT
Gateway, the role of which is to collect and send the collected data from IoT
sensors and actuators to external platforms to be remotely analyzed. Moreover,
those external platforms gather the IoT data and use them to personalize ser-
vices, optimize decision-making processes, and predict future trends. However,
the IoT data raise security and privacy concerns. In fact, the users have a lit-
tle or no control over the collected data about themselves [10]. For instance,
sharing the collected data by wearable devices with service providers leads to
lose the IoT data control and ownership [10]. Moreover, users have no guarantee
that the service provider will respect the licensing agreement concerning privacy
and security protection [10]. Moreover, the used IoT gateways are generic, with
basic settings, and do not preempt the user’s requirements especially concerning
the privacy issue.

Motivated by the actual basic role and the need to have a more flexible gate-
way that enables to better control the set of private IoT resources, we propose a
Semantic IoT Gateway as a core component of our proposed end-to-end privacy-
preserving framework for the IoT data based on the blockchain technology, called
PrivBlockchain [9]. The reason behind using the blockchain technology is that
the blockchain is an immutable public record of data secured by a network
of peer-to-peer participants that hosted smart contracts, which are executable
codes that run on top of the blockchain to facilitate, execute and enforce an
agreement between untrusted parties without the involvement of a trusted third
party. Nevertheless, the Semantic IoT Gateway is intended to convert the data
owner’s privacy preferences into smart contracts that will be published within
the blockchain. Moreover, our Semantic IoT Gateway is based on an IoT privacy
ontology, called LIoPY, which is a European legal compliant ontology to preserve
privacy for IoT and defined in our previous work [8]. Thanks to LIoPY use, a
privacy policy can be inferred according to the data owner’s privacy preferences
and the data consumer’s terms of service. This policy is a set of conditions that
the consumer needs to fulfill in order to handle specific shared IoT data. Those
conditions are hosted in a smart contract. Thus, the use of a smart contract will
prevent any privacy violation attempts by enforcing the data privacy require-
ments and ensuring that the shared data will be handled as expected in the whole
IoT data lifecycle, collection, transmission, storage and processing phases.
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This paper is organized as follows. Section 2 deals with the existing
researchers who studied how privacy is preserved in the IoT scope. Section 3
presents an overview of the PrivBlockchain framework. Section 4 identifies the
framework’s core components. Section 5 defines the proposed Semantic IoT Gate-
way and explains its components and main functionalities. Section 6 validates
our solution in a healthcare scenario. Section 7 concludes the paper and presents
some future endeavors.

2 Related Work

There are many researchers, who have studied the integration of IoT technology
and semantic modeling or blockchain technology for preserving privacy.

Semantic-based privacy preservation solutions are based on ontologies and
inference rules for developing smart applications. For instance, Celdran et al. [5]
proposed a solution called SeCoMan, in which an ontology is employed to
model the description of entities, reason over data to obtain useful knowledge,
and define context-aware policies. However, privacy protection is fulfilled in a
location-limited level. For their part, Wang et al. [13] proposed an Ontology-
based Resource Description Model to describe resources in the IoT environment.
They defined a Privacy class that protects the device from illegal access or con-
trol. However, ORDM did not offer fine-grained access control to the sensed
data.

Blockchain-based privacy preservation solutions are based on the blockchain
technology for enabling users to preserve their IoT data privacy while eliminating
the need to trust a centralized regulator. For instance, Hashemi et al. [6] proposed
a distributed data storage system, which used blockchain to maintain data access
control and data storage model. For their part, Zyskind et al. [14] proposed a
decentralized personal data management system, which used blockchain to keep
track of both data and access transactions. However, the IoT devices have not
sufficient resources to store the whole blockchain.

To the best of our knowledge, the combination of semantic modeling and
blockchain technology for preserving IoT data privacy has never been explored.

3 PrivBlockchain Overview

Considering the legal rights imposed by the GDPR [11], it is necessary to ensure
the privacy requirement compliance to preserve privacy during the whole data
lifecycle, covering the collection, transmission, storage and processing phases. In
our previous work [9], we have proposed PrivBlockchain, an end-to-end privacy-
preserving framework for the IoT data based on the blockchain technology.
PrivBlockchain aims at enforcing these privacy requirements and obligations
for the IoT environment.

PrivBlockchain is based on the main following principles. User-driven and
transparency: The user is the master of his own data since he has a full con-
trol over the data he shared in the network. Fairness: Using the blockchain in
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our end-to-end privacy-preserving framework improves fairness because nobody
could systematically be enforced to lose control over his own data. Distributed
architecture and the lack of a central authority: Each node in the network
directly shares its data with other nodes, without the intervention of any third
or trusted entity to manage the whole network. Fine-granularity: The use of
a smart contract enables the user to implement expressive and granular privacy
policies over our framework.

Figure 1 depicts PrivBlockchain, the proposed architecture that includes two
types of network: first, the private IoT network, which can be a smart home,
smart building, etc. This network includes the IoT resources owned by a data
owner, which can be an individual or an organization. The second network is
the public IoT network, which represents the external domain of the private
IoT network. Moreover, we distinguish three IoT network node types, namely pri-
vate, public, and storage nodes. Both public and storage IoT nodes belong to
the public network. The private node (i.e., Semantic IoT Gateway or private
IoT resource) is an IoT node that belongs to both the private and public IoT net-
works.

Fig. 1. PrivBlockchain architecture

In the private IoT network, each data owner has one or more high resource
devices, known as the “Semantic IoT Gateway”, which is responsible for the other
owned IoT resources. The communication between the owned IoT resources by
the data owner (i.e., the private IoT resources) is stored in a private lockchain
called the “private ledger”. The communication between the private IoT nodes
and the other nodes of the public IoT network is stored in a “public blockchain”.

We outline the proposed framework core components in the following
section.
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4 PrivBlockchain Core Components

This section discusses the main blockchain-based solution components. Indeed,
the PrivBlockchain framework consists of nine core components, such as smart
contract, transaction, private IoT network, private ledger, Semantic IoT Gate-
way, local storage, public IoT network, public blockchain, and storage node.

4.1 Smart Contract

Two parties can share a set of conditions by signing a common agreement. This
kind of published agreement within the blockchain is known as a smart contract,
which contains a code and defines a set of functions. For instance, the smart
contract can define the constructor function that enables to create the smart
contract itself. The sender of the transaction (i.e., network node) that invokes
the constructor function becomes the smart contract owner.

A self-destruct function is another example of the functions that can be
defined in a smart contract. Usually, only the smart contract owner can destruct
the contract by invoking this function. A smart contract is likely to be a class that
contains state variables, functions, function modifiers, events, and structures [4].
Besides, it can even call other smart contracts. We represent the smart contract,
which is denoted as SC, as a tuple that has the following form:

SC = <states, functions>

– States: they are variables that hold some data or the owner’s Ethereum
wallet address (i.e., the address in which the smart contract is deployed). We
can distinguish between two state types, namely constant states, which can
never be changed, and writable states, which save states in the blockchain.

– Functions: they are pieces of code that can read or modify states. We can
distinguish between two function types, namely read-only functions, which
are marked as constant in the code and do not require gas to run and write
functions that require gas because the state transitions must be encoded in
a new block of the blockchain.

In order to invoke one smart contract function, a transaction needs to be created.

4.2 Transaction

Communication between IoT resources and network nodes is known as a trans-
action. In our work, we define a set of transaction types. TAdd and TRemove

transactions are generated by a Semantic IoT Gateway to add a new private IoT
resource or to remove it from the network. TLocalStore transaction is generated
by IoT resources to locally store the data. TStore transaction is generated by IoT
resources to store data on a Storage Node that can be a cloud storage provider.
TAccess transaction is generated by an IoT resource, gateway node or IoT network
node to access a shared data. TMonitor transaction is generated by an IoT net-
work node to periodically receive near real-time collected data by IoT resources.
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Moreover, TGetPermission, TGrantPermission, and TGetSharedResource transactions
are used to ask for permissions to (i) access a specific IoT resource output, (ii)
define a set of permissions to a data consumer by a data owner, and (iii) handle
the shared data by an allowed data consumer. Each transaction contains a set of
parameters, as depicted in Fig. 2, such as the previous transaction identifier to
chain transactions, the current transaction identifier, and the transaction type.

Fig. 2. Transaction structure

Lightweight cryptography, such as AES Encryption [7], is used by IoT
resources to secure the transactions during the communication. It should be
noted that all the transactions between the IoT resources and the Semantic IoT
Gateway occur in a private IoT network.

4.3 Private IoT Network

The private IoT network is an area, like a smart home or a smart building,
where its owner can control a set of owned IoT resources. Indeed, the private
IoT network includes a set of private IoT resources and Semantic IoT Gateway
nodes, which are high resource devices that validate communication between
the private IoT resources and link these private resources with the public IoT
network. In our work, we distinguish between two node types, namely full nodes,
which process every transaction and store the entire blockchain, and light nodes,
which only store the relevant information, such as the gateway node and smart
contract addresses due to their limited resources. In our private IoT network,
the gateway nodes are full nodes while the private IoT resources are light nodes.
Each private IoT network maintains a private ledger.

4.4 Private Ledger

A private ledger is a local private blockchain that enables the data owner to
control his own IoT resources. This blockchain contains the data owner’s private
IoT resource communication and has a set of smart contracts that enforce the
data owner’s privacy preferences on how his IoT resources must behave. Trans-
actions are chained together in a block. Each block in the private ledger contains
a block header, which is the hash of the previous block to keep the blockchain
immutable. Besides, each block contains a list of transactions (see Fig. 1).

The private ledger is kept and managed by a set of Semantic IoT Gateway
nodes.



Semantic IoT Gateway 213

4.5 Semantic IoT Gateway Node

A Semantic IoT Gateway is a device with high memory and storage capabilities.
Each gateway node is responsible for a set of private IoT resources, generates
their keys and adds them to the IoT network. In our proposal, IoT resources with
low memory and storage capabilities, such as a Beaglebone or an Arduino board,
can delegate complicated treatments to the Semantic IoT Gateway. Moreover, it
validates the incoming and the outgoing transactions before adding them to the
private ledger. On the other hand, the Semantic IoT Gateway is considered as a
public node in the public IoT network. In fact, it communicates with both the
public and storage nodes, and stores a copy of the public blockchain to benefit
from the IoT applications that are offered by the public IoT network nodes. For
this purpose, it uses another couple of public and private keys different from the
couple used in the private IoT network to reduce the linkability problem.

Furthermore, the Semantic IoT Gateway manages a local storage.

4.6 Local Storage

Local storage is a storing device, which is used to store data locally. It saves the
collected data by IoT resources for a long-term storage before sending them to
the external storage center, which is the storage node in our case. Each data
block is stored using its Data Block ID. In case of a data center failure, the data
can be restored from the local storage using the unique data identifiers. The
local storage provides an additional capability to the Semantic IoT Gateway to
belong as a public node to the public IoT network.

4.7 Public IoT Network

The proposed public IoT network is a peer-to-peer network (P2P) that contains
several nodes with different memory and storage capabilities. The public nodes
can be a gateway, a storage, or a public node. These nodes require a high mem-
ory and storage capabilities to store the public blockchain. Each IoT network
node has a unique pair of public (PK) and private (SK) keys. The former, which
is known by the other public nodes in the IoT network, is used as a unique node
identifier to communicate (send/receive) transactions from the other nodes in
the public IoT network while the latter, which is kept secret to the node, is used
to sign transactions before sending them. Then, the signature is verified using the
node’s PK in the transaction. The digital signature, which is the hash of a digi-
tal asset (i.e., a transaction), improves transaction sender’s authentication (i.e.,
proves that the transaction sender has the appropriate couple of public key and
blockchain address), non-repudiation (i.e., the sender cannot deny having sent
a transaction), and integrity (i.e., proves that a transaction is not altered while
transmitted). Only valid transactions can be added to the public blockchain and
distributed between all the public IoT network nodes. The public IoT network
maintains a public blockchain.
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4.8 Public Blockchain

The public blockchain can be seen as the history of all the transactions that
are sent by the public nodes to access or share IoT data in the public IoT net-
work. In fact, it can ensure auditing functions. Hence, our solution offers a non-
repudiation principle compliance, which consists in preventing any public IoT
network node from denying actions that are performed by itself. Furthermore, the
public blockchain contains smart contracts that enforce the data owner’s privacy
preferences on how his data must be handled. In fact, the smart contract can be
considered as data owner’s privacy policy that specifies obligations for handling
the shared IoT data. The public blockchain is stored on public and storage nodes.

4.9 Storage Node

The storage node is proposed as a public IoT network node that offers a storing
service for both public blockchain and data collected by the IoT resources. For
instance, the storage node can be a cloud storage service. Each data owner has
the choice whether to use a different storage node for each of his IoT resources
or the same storage node to store all of his collected IoT data. It is worth noting
that the use of separate storage nodes can reduce privacy hurdles, especially the
linkability issue [12]. Thus, separate databases must be created in such a way
that common attributes are avoided.

After presenting an overall design architecture of PrivBlockchain, we focus on
the core component, which is the Semantic IoT Gateway in the following section.

5 Semantic IoT Gateway

Typically, gateways collect and send the collected data from IoT resources like
sensors and actuators to external platforms in order to be remotely analyzed.
In order to enable a better control over their private IoT resources, a more
flexible gateway is required by the users. For this purpose, we propose a Semantic
IoT Gateway that aims at converting the data owner’s privacy preferences into
smart contracts that will be published within the blockchain to be enforced. As
aforementioned, our Semantic IoT Gateway is based on an IoT privacy ontology,
called LIoPY and defined in our previous work [8].

The architecture of the Semantic IoT Gateway is shown in Fig. 3. It includes
four core components, which are: (i) the Semantic Rule Manager, which aims at
matching the data owner’s privacy preferences and the data consumer’s terms
of service in order to generate an adapted privacy policy, (ii) the Smart Con-
tract Factory, which converts the privacy policy into a custom smart contract
that will be hosted in the blockchain to enforce the privacy requirements. More-
over, it generates three smart contract types, namely PrivacyPermissionSetting,
Ownership, and PrivacyPolicy. The two first smart contracts are published in
the private ledger while the third is published in the public blockchain, (iii) the
MQTT Client, which enables the Semantic IoT Gateway to subscribe to the data
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consumer’s terms of service and publish the custom smart contract parameters
using the MQTT standard, which is a lightweight publish/subscribe messaging
protocol, and (iv) the Blockchain Client, which is considered as an access point
to the blockchain network to receive a blockchain address and access this latter.

All the Semantic IoT Gateway components interact among them and with the
external network in order to preserve the IoT data privacy. We detail below those
components, the associated processes/workflows, and an example of a smart
contract generation protocol.

Fig. 3. Architecture of Semantic IoT Gateway

5.1 Semantic Rule Manager: From Privacy Preferences to Privacy
Policy

The Semantic Rule Manager provides the Semantic IoT Gateway with semantic
capabilities that enable to infer additional knowledge from the defined concepts
in the European Legal compliant IoT Privacy-preserving ontologY (LIoPY) [8].
The main purpose of our LIoPY ontology is to enable inferring a privacy policy
that aims at protecting privacy during the whole process of collecting, transmit-
ting, storing, and processing the collected data by smart devices.

Figure 4 provides an overview of LIoPY. In order to cover the whole privacy
aspects, the LIoPY contains three main modules, namely IoT resource man-
agement, IoT description, and IoT resource result sharing management. Each
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module includes a set of sub-modules. We referred to the data owner’s privacy
preferences by the Privacy Rule class and to the data consumer’s terms of service
by the Terms of Service class. Both of these two classes are associated to a set of
privacy requirements depicted by the Privacy Attribute class, which has a set of
subclasses, namely Consent, Purpose, Retention, Operation, Condition, and Disclo-
sure. These subclasses specify for what reason, for how long, how, under which
conditions the owner’s data will be handled, and to whom they can be disclosed.
The Semantic Rule Manager is based on our matching algorithm described in [8]
to provide the appropriate policy that matches the privacy requirements of both
Privacy Rule and Terms of Service classes using a set of predefined inference rules.

Fig. 4. LIoPY overview
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Once a privacy policy is generated by the Semantic Rule Manager, it is con-
verted to a smart contract by the Smart Contract Factory that is detailed below.

5.2 Smart Contract Factory: From Privacy Policy to Smart
Contract

As aforementioned, three smart contract types are proposed, namely Priva-
cyPermissionSetting, Ownership, and PrivacyPolicy. The first and second con-
tracts enforce the data owner’s privacy preferences on how his IoT resources
must behave according to each data output while the third enforces the
data owner’s privacy preferences and requirements on how his data must be
handled once shared.

PrivacyPermissionSetting Smart Contract. In order to add a new Pri-
vacyPermissionSetting smart contract, the Semantic IoT Gateway creates the
contract and deploys it in the private ledger. Each IoT resource that knows the
smart contract address can use it by invoking its defined functions.

The PrivacyPermissionSetting smart contract is designed to store the per-
mission for each IoT resource concerning a specific IoT resource output according
to the data owner’s privacy preferences. This smart contract defines a set of func-
tions, namely: (i) LocalStore function that enables to verify the IoT resource
permission to locally store its collected data, (ii) ExternalStore function that
verifies if the IoT resource has the permission to send the collected data to be
stored on an external storage node, (iii) Read function that verifies if the IoT
resource has the permission to request data from other internal or external IoT
resources after verifying the IoT resource permissions, (iv) Write function that
enables an IoT resource to add and/or modify a requested data collected by
other internal or external IoT resources if the IoT resource is permitted, and (v)
Monitor function that enables to verify the IoT resource permission to receive
periodic data from another IoT resource. Furthermore, the PrivacyPermission-
Setting smart contract includes a self-destruct function. Only the Semantic IoT
Gateway can invoke this function to destruct the smart contract in order to
revoke the granted privacy permissions for all the IoT resources associated with
this contract. It is worth noting that when destructing the smart contract, it
will be inoperable, but its history remains in the private ledger.

Ownership Smart Contract. The Semantic IoT Gateway creates an Owner-
ship smart contract in order to store its own IoT resource addresses. For each
IoT resource, a set of outputs is added. A PrivacyPermissionSetting contract is
associated with each IoT resource output. Thus, the smart contract address is
stored on the Ownership smart contract and sent to the appropriate IoT resource
according to its data outputs and granted permissions.

The Ownership smart contract is designed to enforce data owner’s control
over his IoT resources and their outputs. It defines a set of functions, namely:
(i) addNewIoTResource function, which enables to add a new IoT resource by
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indicating an IoT resource address, an IoT resource output, and the address
of the PrivacyPermissionSetting smart contract, which is associated with the
IoT resource output, (ii) modifyIoTResource function, which enables to modify
the description of an existing IoT resource except for the set of its outputs, (iii)
removeIoTResource function, which enables to remove an existing IoT resource,
(iv) addIoTResourceOutput function, which enables to add a new output to an
existing IoT resource by indicating a description output and the associated Pri-
vacyPermissionSetting smart contract address, (v) modifyIoTResourceOutput
function, which enables to modify the description of an existing IoT resource
output, and (vi) removeIoTResourceOutput function, which enables to remove
an existing IoT resource output from an existing IoT resource.

PrivacyPolicy Smart Contract. A PrivacyPolicy smart contract is created
when a data owner wants to share a new IoT resource output with consumers.
A set of subscribers can be added to the allowed consumer’s list. This smart
contract is designed to enforce the data owner’s privacy preferences on how his
IoT resource outputs must be handled once shared. The PrivacyPolicy smart
contract contains many data fields, such as data hash, data path hash (while the
data path is sent in a private transaction over HTTPS), creation date, and a
set of consumer’s addresses. Each consumer is defined with various permissions.
The defined addConsumer function enables to add a new consumer by indicat-
ing its address, and a set of permissions relevant to the privacy requirements,
such as the allowed action according to the chosen purpose, operation, retention
duration, disclosure limitation, etc. Moreover, a set of conditions can be added
to each existing consumer’s permission, such as the allowed location consumer’s
address, time of day for handling the shared data, and the allowed role of the
consumer’s address. To this end, an addCondition function is defined. When
the retention duration ends, the consumer’s address is automatically removed
from the consumer’s list by invoking the removeConsumer function. Besides,
this function is used when the data owner wants to revoke the permissions of a
specific consumer. In case of the file content modification, the updateFile func-
tion needs to be invoked in order to keep consistency between the file hash that
is stored on blockchain and the off-blockchain stored file content. Similar to the
smart contract owner, a consumer with a write permission can invoke this func-
tion in order to change the hash of the file content. It should be noted that the
use of data hash enables the data integrity.

After presenting the two core components of the Semantic IoT Gateway, we
define an example of a smart contract generation in the following subsection.

5.3 PrivacyPolicy Smart Contract Generation Protocol

Figure 5 depicts the business process of generating and adding a new Privacy-
Policy smart contract to the public blockchain. The parameters of such a smart
contract are only generated in case of a match between the data consumer’s
terms of service and the data owner’s privacy preferences.
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Fig. 5. Adding a new PrivacyPolicy smart contract business process notated in BPMN

Each IoT public node (i.e., data consumer in our case) publishes its terms of
service by creating the appropriate topic according to the data that will be used.
An MQTT broker manages these topic and broadcasts the published messages to
the appropriate subscribers. The Semantic IoT Gateway subscribes on the data
consumer’s terms of service topic and creates a new topic in which it will publish
a set of PrivacyPolicy smart contract parameters. The Broker notifies the data
consumer of the topic creation to subscribe. Once the data consumer publishes
new terms of a service, the privacy policy generation sub-process starts (see
Fig. 5A). When the Semantic IoT Gateway node receives the terms of service,
it communicates with the Semantic Rule Manager, which is responsible for rea-
soning about the received request and then taking a decision whether to create
or not a privacy policy. First, the Semantic Rule Manager retrieves the prede-
fined set of inference rules, which are stored on the storage node and shared
between all the involved parties. These inference rules help the Semantic Rule
Manager to retrieve the appropriate data owner’s privacy preferences from the
“Data Owner’s LIoPY Instance” base, which is an instance of LIoPY ontology.
Then, the Semantic Rule Manager matches the terms of service with the privacy
preferences to infer an adapted privacy policy. In case of a match, a privacy
policy is created and sent to the Semantic IoT Gateway that will store the pri-
vacy policy on the “Data Owner’s LIoPY Instance” base and starts the smart
contract generation sub-process. Otherwise, the Semantic Rule Manager rejects
the terms of service and the process stops. Figure 5B shows the smart contract
generation Sub-Process in details. In order to generate a new smart contract,
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the Semantic IoT Gateway begins by sending the privacy policy to the Smart
Contract Factory, which will transform the privacy policy into a smart contract
using the set of predefined functions. In fact, each privacy policy parameter is
presented by a function on the smart contract. Moreover, some functions are
automatically added to any smart contract regardless of the privacy policy. For
instance, the constructor function, which enables the creation of the smart con-
tract itself is an example of these default functions. Once the smart contract is
created, the Smart Contract Factory sends it to the IoT Gateway.

Once the Semantic IoT Gateway receives the PrivacyPolicy smart contract,
it publishes its parameters. When the data consumer receives the smart contract
parameters, it evaluates them and decides whether to accept or reject them. In
case of a rejection, the process will stop. In case of an agreement, the data con-
sumer communicates its blockchain address to the Semantic IoT Gateway that
starts the smart contract creation sub-process. Thus, it adds the received data
consumer’s blockchain address to the PrivacyPolicy smart contract and broad-
casts a signed transaction that invokes the smart contract constructor to host it
on the blockchain. Once the smart contract is hosted, the Semantic IoT Gateway
sends its address to the data consumer and the process is finished with success.

6 Prototype and Validation

We implemented our proposed smart contracts using the Solidity language [2]
and deployed it to the Ethereum test network. Because our system does not
rely on the currency transfer, there is no difference between the real Ethereum
network and the Ethereum test network. Ethereum is currently the most common
blockchain platform for developing smart contracts [4].

We applied our solution to the following scenario from the healthcare domain
in order to validate our solution:

A patient named Alice needs to follow a healthcare protocol, which consists in
practicing some sport activities and eating healthy meals. Alice owns a wearable
device that collects the user’s heart rate. This IoT resource is connected to Alice’s
Semantic IoT Gateway. Alice regularly goes to a modern gym. During the train-
ing, the wearable device collects Alice’s vital parameters and sends them to her
gateway. The latter receives Alice’s sensitive data and decides what information
to send to the hospital to be stored on Alice’s medical base, which is regularly
checked by her doctor. These stored data are analyzed to propose personalized
recommendations for patients. Hence, a need for a break or water notifications
could be sent to Alice when necessary. Moreover, Alice wants to use a “Healthy
Eating” application, which is offered by the gym with the aim of proposing a set
of healthy meals according to the needed calories for each specific user.

However, Alice is afraid of losing the control over her data once shared. For
this purpose, she uses her Semantic IoT Gateway that checks if the “Healthy
Eating” application’s terms of service match her privacy preferences. We assume
that Alice’s gateway and the IoT application are connected to the PrivBlockchain
framework and each of them is identified by Ethereum addresses.
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The depicted steps by the business process (see Fig. 5) are implemented to
validate our proposal. First, the data consumer (i.e., “Healthy Eating” applica-
tion administrator) creates an MQTT message that includes the requested data,
and a set of privacy requirements, such as the use purpose, disclosure, retention
duration, the requested operation, etc. The reason behind the use of JSON for-
mat for the MQTT message’s content is to ensure an easy matching between the
data consumer’s terms of service and the data owner’s privacy preferences, which
are defined on RDF format. Listing 1.1 is an example of MQTT message content.

Listing 1.1. MQTT message content notated in JSON’s format

1 {

2 "className": "Terms_of_Service",

3 "individualName": "eatHealthy_TersmsOfService",

4 "objectProperties": {

5 "hasRequestedPrivacyAttribute": ["Treatment_Purpose",

6 "Write", "Retention_180_days", "With_Requester"]

7 },

8 "dataProperties": {

9 "requested_data_name": "Heartrate"

10 }

11 }

When the Semantic IoT Gateway received the “Healthy Eating” application
terms of service, it communicated with the Semantic Rule Manager that decided
if the received terms of service match Alice’s privacy preferences that are already
stored on “Alice’s LIoPY instance” base. In our case, the Semantic Rule Manager
succeeded in inferring an adapted privacy policy that is depicted in Fig. 6.

Fig. 6. The generated privacy policy by the Semantic IoT Gateway
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Once the privacy policy is created, the Semantic IoT Gateway stored it on
“Alice’s LIoPY instance” base and sent it to the Smart Contract Factory, which
converted the policy into a smart contract using a set of predefined functions.
For instance, if in the privacy policy, the permitted operation is ‘Write’, then the
updateFile function is added to the custom smart contract. Moreover, the Smart
Contract Factory added a modifier, called AllowedToWrite that aims at verifying
a set of conditions before executing the ‘Write’ operation. Listing 1.2 shows an
example of code that is included in the generated PrivacyPolicy smart contract.

Listing 1.2. Example of a PrivacyPolicy smart contract including two Solidity prede-
fined functions: updateFile function and AllowedToWrite modifier

1 contract PrivacyPolicy {

2 ...

3 modifier AllowedToWrite(address _account) {

4 require( owner == _account ||

5 ( isConsumer[_account] && isAllowedToWrite[_account]

6 && now < (now + retentionDuration[_account]) ) );

7 _;

8 }

9 function updateFile(string new_data_file_name,

10 string new_data_file_path, bytes new_data_hash) public

11 AllowedToWrite(msg.sender) {

12 require(msg.sender == owner);

13 sharedFile = File(sharedFile.dataFileId, new_data_file_name,

14 new_data_file_path, new_data_hash, sharedFile.createdDate,

15 now, sharedFile.consumers, sharedFile.storageNode);

16 }

17 ...

18 }

Once the Semantic IoT Gateway received the PrivacyPolicy smart contract
from the Smart Contract Factory, it published its parameters. Figure 7 depicts
the process of publish/subscribe between the Semantic IoT Gateway and the
data consumer. Both Semantic IoT Gateway and the “Healthy Eating” applica-
tion interacted with a publish/subscribe message broker as MQTT clients, which
we developed in Java using Eclipse Paho [1]. We chose Eclipse Mosquitto as a
broker because it is an open-source message broker that implements the MQTT
standard, which is a lightweight publish/subscribe messaging protocol.

When the data consumer received the smart contract parameters, it evalu-
ated them and decided to agree or reject them. In case of a rejection, Alice cannot
use the “Healthy Eating” application because it did not match her privacy pref-
erences. In case of an agreement, the application communicated its blockchain
address to the Semantic IoT Gateway that hosted the smart contract on the
blockchain and sent its address to the “Healthy Eating” application as depicted
in Fig. 8.
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Fig. 7. Prototyping of the Publish/Subscribe process

Fig. 8. Storing the PrivacyPolicy smart contract on the public blockchain

7 Conclusion

The blockchain technology is a distributed database that records all the transac-
tions that have ever occurred in the network. The main feature of the blockchain
is that it allows deploying smart contracts. In fact, a smart contract is an exe-
cutable code that runs on top of the blockchain to facilitate, execute and enforce
an agreement between untrusted parties without the involvement of a trusted
third party. Hosting a smart contract in the blockchain can enforce privacy-
preserving in the IoT domain. For this purpose, we defined a Semantic IoT Gate-
way that acts as a bridge between the IoT sensors, actuators and the blockchain
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network. For this purpose, we considered the Semantic IoT Gateway as a core
component of our proposed end-to-end privacy-preserving framework for the IoT
data based on the blockchain technology, called PrivBlockchain [9]. The main
functionalities of our proposed Semantic IoT Gateway are: first, to match the
owner’s preferences and the consumer’s requirements in order to infer a privacy
policy using LIoPY, a European legal compliant ontology to preserve privacy
for IoT as well as a set of inference rules [8]. Second, to convert the inferred
privacy policy into a custom smart contract using a set of predefined set of func-
tions written in the Solidity language. Indeed, the use of smart contract aims at
enforcing the privacy requirements when sharing the IoT data. Our experimen-
tation on a real-world use-case has given the expected results and the custom
smart contracts are generated and added to the blockchain with success.

It is possible that the data consumer use or share the data without executing
the smart contract. To overcome this problem, we intend to incorporate a set
of penalties by proposing a new smart contract type. For instance, a payment
would be automatic in case of breaking a contract by sharing data illicitly.
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Abstract. In this paper, we present a reference framework called Argo+
for worker-centric crowdsourcing where task assignment is characterized
by feature-based representation of both tasks and workers and learning
techniques are exploited to online predict the most appropriate task to
execute for a requesting worker. On the task side, features are used to
represent requirements expressed in terms of knowledge expertise that
are asked to workers for being involved in the task execution. On the
worker side, features are used to compose a profile, namely a structured
description of the worker capabilities in executing tasks. Experimental
results obtained on a real crowdsourcing campaign are discussed by com-
paring the performance of Argo+ against a baseline with conventional
task assignment techniques.

1 Introduction

In the recent years, the crowdsourcing philosophy has gained a lot of attention
and many crowdsourcing systems/platforms appeared on the web scene for sat-
isfying the growing need of marketplaces where the offer of requesters providing
jobs to execute can meet the work-force provided by the crowd. For requesters,
the key point is to get the jobs completed as fast as possible by also consider-
ing the tradeoff between the quality of the obtained results and the expenses to
sustain [11,14]. For workers, the key point is to find a system where the crowd
motivation is triggered and encouraged, as well as the profits are attractive (in
terms of experience, advance in human capital, remuneration) [1]. Most of the
crowdsourcing platforms (e.g., CrowdFlower - https://www.crowdflower.com/,
Amazon Mechanical Turk - https://www.mturk.com/, Crowdcrafting - https://
crowdcrafting.org/) are task-centric, in that they are designed to support dif-
ferent types of tasks and mechanisms for task result evaluation, mostly charac-
terized by consensus- and/or inference-based techniques [19]. On the opposite,
mechanisms for worker evaluation and tools for supervising the worker accu-
racy/trustworthiness can (strongly) differ from one system to another. Mostly,
the worker evaluation is enforced by exploiting the results on the executed tasks:
the more a worker provides good/valid results, the more a worker is considered as
trustworthy (see for instance [5,27,29,30]). The worker reliability is progressively
revealed during task execution and it becomes known at the end of activities.
c© Springer Nature Switzerland AG 2018
H. Panetto et al. (Eds.): OTM 2018 Conferences, LNCS 11229, pp. 226–242, 2018.
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However, humans have different knowledge and abilities, thus a crowd worker
can be trustworthy on a certain task campaign that is coherent with her/his atti-
tudes, as well as she/he can be inaccurate on another campaign with different
topic requirements not compliant with her/his attitudes. In other words, there
is the need to switch from a task-centric to a worker-centric design paradigm
to leverage on the human factors of crowd workers and effectively enforce the
crowdsourcing task assignment. A key capability of the worker-centric paradigm
is the availability of techniques for learning the worker-profile features during
task assignment and execution [2]. We argue that the capability to effectively
discover and represent the profile of engaged crowd workers is a strategic asset
of future crowdsourcing marketplaces. This way, it becomes possible for a sys-
tem to predict the worker trustworthiness on considered topics and to selectively
choose a qualified and motivated crowd to recruit/involve in a given campaign
according to the required knowledge/abilities.

In this paper, we present Argo+, a reference framework for worker-centric
crowdsourcing where task assignment is characterized by feature-based repre-
sentation of both tasks and workers and learning techniques are exploited to
online predict the most appropriate worker for a given task. On the task side,
features are used to represent requirements expressed in terms of knowledge
expertise that are asked to workers for being involved in the task execution.
On the worker side, features are used to compose a profile, namely a structured
description of the worker capabilities in executing tasks along multiple dimen-
sions (i.e., the features). From the system point of view, the goal of Argo+ is
to predict the tasks on which a worker is expected to provide successful results
based on the specified task requirements, thus increasing the number of success-
ful results while reducing the number of task executions at the same time. From
the worker point of view, the goal of Argo+ is to receive tasks that are compatible
with her/his profile, thus leveraging on worker interest, motivation, and finally
satisfaction. A further distinguishing aspect of Argo+ is related to the dynamic
and adaptive nature of the worker profiles that are continuously evolving based
on the results of executed crowdsourcing activities. Online learning techniques
are employed in Argo+ to capture the real worker capabilities by progressively
adjusting the features of worker profiles to resemble the features of tasks that
have been successfully executed by the worker. In the paper, we focus on dis-
cussing an essential implementation of the Argo+ framework characterized by
the use of (i) probabilistic topic modeling for enforcing task assignment, and (ii)
techniques inspired to the Rocchio relevance feedback for enforcing worker pro-
file learning. Experimental results are finally provided to analyze the behavior
of Argo+ on both a third-party dataset and a real crowdsourcing campaign, by
comparing the performance of the proposed framework against a baseline with
conventional task routing techniques.

The paper is organized as follows. Section 2 provides the related work. The
proposed Argo+ framework is presented in Sect. 3. The Argo+ techniques and the
related implementation based on probabilistic topic modeling are illustrated in
Sect. 4. Experimental results are discussed in Sect. 5. Concluding remarks are
finally provided in Sect. 6.
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2 Related Work

The idea to enforce task assignment (a.k.a. task routing) by considering spe-
cific human factors according to a sort of worker-centric crowdsourcing model is
becoming popular in the very-recent crowdsourcing literature [2,16]. In [8], HITs
(Human Intelligent Tasks) to execute are assigned to crowd workers by match-
ing keywords extracted from task descriptions and worker preferences extracted
from worker profiles on social networks. Limitations still exist due to possible
incompatibilities (i.e., use of different keywords) among task features and social-
network preferences. A similar approach is presented in [1] where relevance and
diversity measures are introduced to capture the workers that are most appropri-
ate for assignment of a certain task. A cross-task crowdsourcing approach (CTC)
characterized by a transfer learning method and a bayesian model is proposed
in [22] based on the intuition that the history of executed tasks can be exploited
to extract knowledge on workers abilities. In CTC, the application target is a
large crowdsourcing platform where many tasks are executed by each worker
so that learning can be effectively employed. Budget constraints are introduced
in [11] to enforce task routing with an incentive-compatible approach. Issues
about task routing discussed from the marketplace point-of-view are presented
in [14] where a comparative analysis of a set of well-known crowdsourcing plat-
forms is provided. The goal of [14] is to observe the crowdsourcing ecosystem as
a whole and to provide insights about possible platform improvements on task
design and worker understanding empowerments. An approach based on the
specification of Service Level Agreements (SLAs) is proposed in [18] where the
task assignment mechanism is dynamically adjusted to fulfill a set of declared
requirements. The satisfaction of human skill requirements can be included in
the SLA for being exploited by the task scheduler. However, a fixed list of skills
is specified in the SLA and it cannot be extended at runtime to catch the real
worker attitudes with respect to the executed tasks.

The idea to improve the crowdsourcing performances through learning of
worker expertise has been also envisaged. In [10], implicit and explicit learning
stages are enforced to capture the predict the degree of worker success in execut-
ing specific kinds of tasks. In [24], the worker profile is predicted by observing
the results on the executions of taste tasks and a taste-matching function is pro-
posed to adjust the prevision according to the correct task answer (presuming
that such a correct task answer is available). In [9], a warm-up phase is pre-
sented for the iCrowd framework to estimate the worker accuracy through the
execution of an initial set of tasks with known answer. After warm-up, the tasks
assigned to a worker are adaptively chosen according to the estimated worker
accuracy based on the quality of provided answers. Other similar approaches are
aimed at capturing the worker abilities by relying on cognitive tests in a sort of
psycho-analytics approach (e.g., [12]). Sometimes, the cognitive model is based
on a predefined taxonomy/ontology of worker skills taken from target crowd-
sourcing applications or reference skill classifications [13,17]. Learning requires
the specification of task types to consider and focused learning tasks to use for
training. Online learning techniques have been also proposed for improving the
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quality of crowdsourcing results. In [20], the problem of crowdsourcing labeling is
modeled as a multi-armed bandit (MAB) problem where the goal is to learn the
most effective combination of labelers for a given labeling task to execute. How-
ever, we stress that this solution is specifically conceived for the labeling problem
under majority-voting employment. Other approaches based on (multi-armed)
bandits algorithms are presented in [15,28] where the focus is on optimizing task
assignment in relation with predefined budget constraints.

Original Contribution. With respect to the related work discussed above, the
Argo+ framework proposed in this paper is characterized by the following orig-
inal contribution. First, the features used for representing the worker expertise
are not predefined in type and number and the degree of worker expertise on
a certain feature dynamically changes through learning functions based on the
successful rate of executed tasks. Moreover, the specification of an initial worker
profile is not mandatory in Argo+, thus allowing the system to start the crowd-
sourcing activities without requiring the execution of an extra bulk of profiling
tasks/questions devoted to recognize the worker abilities in advance with respect
to the participation to real crowdsourcing campaigns. The evolving nature of the
Argo+ worker profile captures the worker capabilities that have been concretely
employed and shown in task execution, thus allowing to choose the work-force
of a task by selecting workers that are really expected to provide a successful
contribution/answer.

3 The Argo+ Framework

Consider a requester, namely a campaign manager, submitting a crowdsourc-
ing campaign C based on a set of tasks T = {t1, . . . , tn} for execution on a
crowdsourcing system CS by a crowd of workers W = {w1, . . . , wk}.

A task t ∈ T is defined as t = 〈idt, at,mt, dt, Ft〉, where idt is the unique task
identifier, at is the task action, mt is the task modality, dt is the task description,
and Ft is the set of task-features. A task action at denotes the task target,
namely the goal that needs to be satisfied through crowd execution (e.g., picture
labeling, movie recognition, sentiment evaluation). A modality mt represents the kind
of worker answer required in task execution. Conventional modalities are (i)
creation for denoting that the worker is called to generate a free task answer,
and (ii) decision for denoting that the task answer is chosen by workers within a
set of possible alternative options. Further task modalities are possible, such as
for example rating and ranking, and details are provided in [6]. A description dt

represents the task request given to each worker for illustrating what is demanded
to her/him in the task execution. For instance, in a task t with action picture

labeling and decision modality, the description dt can be recognize the historical period

of the following artwork among the given options. A set of task-features Ft provides
a description of task requirements, namely a specification of the capabilities
expected from a worker for being involved in the execution of the task t. For each
feature f ∈ Ft, a task-feature weight ω(f) is associated to denote the relevance
of f within the task-features Ft. A task-feature f ∈ Ft is a label that denotes
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an expected worker expertise in a specific domain knowledge. For instance, the
task-features of the considered task t can be art history and renaissance to denote
required domain knowledge.

A worker w ∈ W is defined as w = 〈idw, Fw〉, where idw is the unique
worker identifier and Fw is the worker profile expressed as a set of worker-
features. A worker-feature f ∈ Fw denotes a worker capability, namely knowledge
expertise, and it is associated with a worker-feature weight ω(f) denoting the
“degree” of expertise/ability associated with the worker. In Argo+, a worker
profile is adaptive and evolving, meaning that (i) the worker-features Fw of a
worker w ∈ W are dynamically determined based on the executed tasks and (ii)
the associated worker-feature weights are progressively adjusted (i.e., learned)
based on the quality of executed tasks. For instance, given a set of tasks T with
task-features Ft, the more a worker w successfully executes the tasks T , the more
the worker-features in Fw and the corresponding worker-feature weights become
similar to the task-features of Ft.

The Argo+ framework and the conceptual schema of the underlying
worker/task management repository are shown in Fig. 1. The framework is artic-
ulated in the following components:
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Fig. 1. The Argo+ framework

Task Annotation. This component has the goal to associate a task t ∈ T with
the corresponding set of task-features Ft and related task-feature weights. In a
basic scenario, we expect that task annotation is manually performed by the
requester, who has the role to choose the set of task-features Ft and to setup the
corresponding weights in force of her/his understanding of the crowdsourcing
campaign. The requester determines the composition of the set Ft by specifying
requirements on the worker domain knowledge. Usually, tasks characterized by
a common action, modality, and description are associated with the same set of
features Ft. Since a campaign is typically characterized by few different types of
task requests, manual task annotation can be considered a viable and effective
solution.
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Profile Initialization. This component has the goal to associate a worker
w ∈ W with the worker-features Fw and corresponding weights ω(f). In a
crowdsourcing campaign, for each worker, the set of worker-features Fw coin-
cides with the set of task-features Ft associated with the tasks T to execute in
the crowdsourcing campaign. A weight ω(f) is then assigned to each worker-
feature f ∈ Fw. Two alternative solutions are envisaged in Argo+ for profile
initialization. Similarly to most of the existing crowdsourcing systems, profile ini-
tialization can be enforced through an initial positioning questionnaire based on
ad-hoc questions in which workers self-evaluate their knowledge/abilities before
their involvement in task execution (custom profile initialization). The question-
naire is usually provided by the campaign manager and it is defined according
to the features of tasks T constituting the campaign. In this solution, the result
of profile initialization is that task assignment is initially based on worker pref-
erences as determined through the questionnaire answers. As an alternative, the
worker profile can be initialized according to a default configuration which is
common to any worker, thus avoiding both the preparation and the execution
of a positioning questionnaire (flat profile initialization). In this solution, each
worker profile gradually evolves from the common initialization towards the per-
sonal profile as learned from executed tasks. The flat initialization grounds in
the idea that the self-evaluation of worker knowledge is subjective and untrust-
worthy due to possible over-/under-estimation of real worker expertise, thus a
flat profile initialization is more effective than a custom one.

Task Classification. This component has the goal to aggregate the tasks T
into K classes, so that tasks with similar features Ft are associated with a same
class. A number of categorization approaches can be exploited for task aggrega-
tion, ranging from distance-based algorithms to probabilistic models based on
latent features mined from data [23]. As a general remark, we recommend that
the adopted solution for task classification is characterized by overlap support,
meaning that a task can be associated with more than one class due to different
similarities causes with other tasks. This way, it is possible that a task with a
plurality of features has multiple associated classes and it can be exploited by
workers with different expertise, each one focused on a different class.

Task Assignment. This component has the goal to choose the work-force of
each task t ∈ T and to schedule the related execution. In Argo+, task assignment
is expected to follow a worker-centric criterion. This means that assignment is
triggered by a worker w asking for a task to execute, which is determined “on-
the-fly” by the system according to the w profile. Argo+ exploits the results
of task classification and it detects the most appropriate task class k for the
worker w, then the task t with the highest probability of being associated with
k is assigned to w. The most appropriate task class for a worker w is the class k
that best fits the w profile, thus maximizing the probability of w to successfully
execute a task t in k.

Result Evaluation. For each task t ∈ T , this component has the goal to deter-
mine the final task result α(t) on the basis of the answers provided by workers
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involved in the t execution. Different solutions can be employed by a crowdsourc-
ing system CS for determining α(t). Popular solutions are based on majority
voting mechanisms where the final task result corresponds to the answer that
obtained the majority of preferences by the involved workers [5]. Alternative
solutions are characterized by statistics-based techniques where the final task
result is determined by considering the distribution of collected worker answers
through the combination of one or more statistical indicators, like for example
arithmetic mean, variance, or deviation [6]. As a result, the final task result α(t)
is determined by relying on the adopted solution. Given a task t, a further goal
of result evaluation is to assess the quality of each collected worker answer in
light of the determined α(t). We say that a worker w provided a successful con-
tribution to the task t when the worker answer coincides with (or is equivalent
to) α(t) according to the employed techniques for task result evaluation. Other-
wise, we say that a worker w provided an unsuccessful contribution to the task t.
According to this, we define the worker-task result ρ(w, t) as follows:

ρ(w, t) =
{

1 if w provided succ. contrib.
0 otherwise

Profile Learning. This component has the goal to update/evolve the worker
profiles according to the results of executed tasks. The idea of Argo+ is to progres-
sively learn the knowledge of a worker w by considering the features of tasks and
related weights on which w provided successful contributions. For effective pro-
file learning, update/evolution operations on the profile of the worker w should
be triggered each time w executes a task t, on the basis of the quality of provided
task answer. This way, learning results can affect all the subsequent task assign-
ments for the worker w. However, we need to consider that real crowdsourcing
systems are mostly characterized by group-based task assignment in which a task
t is assigned to a set of independent workers, each one called to autonomously
execute t. As a result, the final task result α(t) of a task t can be determined
only when a certain number of worker answers are collected. In most situations,
this means that, the quality of answer provided by a worker w to a task t can-
not be determined immediately after the execution of t by w. A basic solution
to this issue is the use of delayed learning actions, in which update operations
to worker profiles are enforced when the final results of executed tasks become
available. A more effective solution is the use of gang-based learning actions, in
which the quality of worker answers is immediately determined after a task exe-
cution according to probability-based predictions determined by observing the
behavior of similar workers (that can be considered as a “gang”) [7].

4 Techniques for Argo+

In the following, we present a possible implementation of Argo+ based on the use
of probabilistic topic modeling for realizing the task classification component. In
particular, the proposed solution is characterized by the use of Latent Dirichlet
Allocation (LDA) [4] over the task-features, which has the goal to produce a soft
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task aggregation based on two discrete probability distributions, namely φ and θ.
φ describes the probability distribution of task-features on classes. In particular,
φk denotes the probability of each task-feature f of being associated with the kth
class on the K possible classes. θ describes the probability distribution of classes
on tasks. In particular, θt denotes the probability of the task t of belonging to
each class k among the K possible classes. Finally, we denote θk

t as the probability
of the task t to be associated with the class k. The choice of K, namely the
number of classes on which LDA works for task classification, is a configuration
parameter and it is discussed in Sect. 5.

The results of task classification has an impact on (i) how to select the
tasks for assignment to a requesting worker (task assignment component), (ii)
how to update the worker profile according to the task results (profile learning
component).

4.1 Assigning Tasks to Workers

Consider a worker w and associated worker profile Fw. When w asks for a task t
to execute, the probability distributions (φ, θ) created by task classification are
exploited. Through φ, Argo+ calculates the maximum a posteriori estimation θw

given the worker features Fw. This is done by using collapsed Gibbs sampling [26]
to learn the latent assignment of features to classes given the observed features
Fw. In particular, we repeatedly estimate the probability p(f | φk) of a feature
f to be assigned to a class k and we exploit this to estimate the probability
p(k | w) of the class k to be the correct assignment for the worker w. This
sampling process is repeated until convergence, so that for each class k ∈ K we
finally estimate:

θk
w ∝

∑
f∈Fw

ω(f)k

∑
f∈Fw

∑
j∈K

ω(f)j
, (1)

where ω(f)i denotes the weight of features of type f that have been assigned to
class i. Then, from the distribution θw, we select the class z such that:

z = arg max
z∈K

θz
w. (2)

Given z as the most relevant task class for the worker w, we assign to w the task
t such that:

t = arg max
t∈T

θz
t . (3)

We stress that a task t is available for assignment until the number of task
executions expected by the system is reached, then it is marked as finished and
it is excluded from the assignment mechanism.

Example 1. Consider to enforce Argo+ on a system with task classification based
on K = 10. A worker w asks for a task to execute and the profile Fw is defined
by the following features:
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Fw = 〈 (web search, 0.85), (classification, 0.85), (smartphone, 0.51), (text, 0.34), ... 〉
Starting from Fw, we exploit Eq. 1 in order to classify the worker w with respect
to the classes K. The resulting distribution θw is:

K 1 2 3 4 5 6 7 8 9 10
θw 0.07 0.57 0.02 0.08 0.06 0.02 0.02 0.04 0.02 0.07

From θw, we exploit Eq. 2 to select the most relevant class for the worker profile,
that is k = 2. The top-3 features associated with k = 2 in φ2 are: classification,
tweets, and web search, which motivates the relevance of the class with respect to
the worker profile Fw. Given the class, it is now possible to exploit Eq. 3 in order
to select a task t for worker execution. The features Ft of the task selected for
assignment to w are:

Fw = 〈 (web search, 1.0), (classification, 1.0), (smartphone, 1.0)〉

4.2 Learning Worker Profiles

For updating a worker profile, Argo+ relies on learning techniques inspired to the
Rocchio relevance feedback [21]. When a worker w executes a task t, we associate
the worker w with a new set of features F ′

w = Fw ∪ Ft. We denote ω(f)w as the
weight of the feature f in Fw (possibly being 0 if f was not in Fw) and ω(f)t

the weight of feature f in Ft (possibly being 0 if f was not in Ft). Then, the
new weight ω(f)′ for each feature in F ′

w is updated as follows:

ω(f)′ = δ · ω(f)w + (1 − δ) · θz
t · ρ(w, t) · ω(f)t, (4)

where δ is a dumping factor in [0, 1] that determines how much of the original
weight of the profile features contributes to the new weight, and z is the class
chosen for the task assignment. The idea behind profile update is that when a
worker profile feature is not included in the task features, its weight is reduced
by a factor δ. In the other case, the new profile feature weight ω(f)′ is computed
as the weighted sum between the previous profile feature weight ω(f)w and the
task feature weight ω(f)t, which contribution is proportional to the relevance
θz

t of the task t in the class z. The task feature weight ω(f)t is forced to be
equal to 0 when the worker does not provide a successful contribution on the
task (resulting in a reduction of the corresponding profile feature weight).

Example 2. Consider the task assignment of Example 1. The worker w executed
t and ρ(w, t) = 1. We update Fw by applying Eq. 4. The updated worker profile
F ′

w is the following (the class-task relevance θ2t = 0.77):

Fw = 〈 (web search, 0.78), (classification, 0.78), (smartphone, 0.74), (text, 0.03), ... 〉
We note that the three features of t affects the worker profile by changing the
relative feature weights. Features web search and classification remain the most
relevant, but the weight of smartphone that is a feature of t is increased. On
the opposite, the feature text of Fw becomes less relevant in the new worker
profile, due to the fact that it is not part of the task feature set Ft. After the
profile update, Argo+ will exploit the new worker profile for the subsequent task
assignments to w.
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5 Evaluation of Learning-Based Task Assignment
in Argo+

For evaluation purposes, we rely on the Argo+ implementation presented in
Sect. 4 and we consider two different experiments characterized by different task
datasets called Amt-dts and Argo-dts, respectively.

Amt-dts contains the results of a third-party crowdsourcing campaign run on
Amazon Mechanical Turk and presented in [25]. In Amt-dts, tasks are assigned
to workers according to a motivation-based criterion by relying on the intuition
that the quality of worker contributions can be improved when tasks are assigned
to workers according to their motivation to execute tasks. Through Amt-dts,
we consider a third-party dataset with the aim to compare Argo+ against a
well-known crowdsourcing system equipped with a task assignment mechanism
characterized by totally-different design principles.

Argo-dts, contains the results of a crowdsourcing campaign run through our
Argo crowdsourcing system [5]. In Argo-dts, tasks are assigned to workers accord-
ing to a trustworthiness-based mechanism, in which workers that demonstrate
high reliability are rewarded and involved in tasks where commitment is hard
to obtain (i.e., complex tasks). Through Argo-dts, the goal is to have a base-
line comparison for observing the behavior of Argo+ against a basic version of
expertise-based task assignment mechanism.

Our experimental evaluation is organized in two different experiments based
on Amt-dts and Argo-dts, respectively. In both the experiments, the task answers
contained in the datasets are considered as a baseline for comparison against
Argo+ and the goal is to assess whether Argo+ succeeds in improving the task
assignments with respect to the considered baseline.

In the following, we first present the experimental setup and associated eval-
uation metrics, then we discuss the obtained results in the two experiments with
Amt-dts and Argo-dts, respectively.

5.1 Experimental Setup and Evaluation Metrics

Both Amt-dts and Argo-dts consist in a set of task answers collected from crowd
workers on a given crowdsourcing campaign. Multiple answers are provided for
each task by different workers and each worker is involved in the execution of a
variable number of tasks.

Given a crowdsourcing execution over a given set of tasks T , we call stream
of answers S = {a1, . . . , an} a sequence of worker task answers where a =
〈w, t, ρ(w, t), r〉 denotes that the worker w executed the task t ∈ T by providing
the worker-task result ρ(w, t). The r value is the request timestamp denoting
when the worker submitted the task answer and completed the task execution.
According to Sect. 3, the worker-task result ρ(w, t) is specified to distinguish the
worker answers that represent a successful contribution from the others. In a
stream of answers, given a worker w, it is possible to retrace the time-sequence
of tasks executed by w which coincides with the task assignments received by w
during time.
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In both the experiments, the considered dataset, namely Amt-dts or Argo-dts,
represents a stream of answers considered as a baseline for comparison against
Argo+. Since the set of tasks concretely executed by each worker cannot be
changed, our experiments are based on the idea to post-analyze the stream
of answers in the baseline and to change the assignment sequence of tasks to
workers according to the assignment schedule determined by Argo+. We aim at
verifying whether the task assignment of Argo+ succeeds in capturing the worker
profile and in improving the time-sequence of executed tasks, so that the tasks
successfully executed by a worker w are assigned to w before than other tasks.

Given a stream of answers S, we call σ(r,S) the success rate of S at the
request timestamp r and it is defined as follows:

σ(r,S) =
1
r

r∑
i=1

ρ(w, t)i

where ρ(w, t)i is the worker-task result of the ith task execution at the request
timestamp r in the stream of answers S. In the experiments, we compare two
different streams of answers. One is the baseline stream (i.e., Amt-dts or Argo-dts)
and one is the stream of answers of Argo+.

To this end, given two different streams of answers S1 and S2, we call incre-
ment value Ir(S1,S2) the ratio between the success rate of S1 and the success rate
of S2 at the timestamp r. The increment value Ir(S1,S2) is defined as follows:

Ir(S1,S2) =
σ(r,S1)
σ(r,S2)

Considering a stream of answers S, we call assignment performance σS
R the com-

prehensive success rate of S defined as follows:

σS
R =

∫ R

1

σ(r,S)dr

where R the overall number of successfully executed tasks in the stream of
answers S, namely R is the sum of all the ρ(w, t) = 1 in S.

5.2 Results on the Amt-dts Dataset

The Amt-dts dataset contains 707 crowd answers about 22 different kinds of tasks,
each one associated with a specific set of tags/keywords taken from a set of 39
thematic tags. The task keywords have been exploited for setting up the task
features Ft expected by Argo+. In particular, for each keyword associated with a
task t in Amt-dts, a corresponding task feature f is created in Argo+ for the task
t with a corresponding weight ω(f) = 1. Moreover, 23 workers are involved in
the execution of dataset tasks, each one associated with a static set of featuring
keywords. The same set of thematic tags is exploited in Amt-dts for describing
both tasks and workers. In the experiment, two different Argo+ configurations are
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considered. One configuration with a flat worker profile (called Argo+noprofile)
where ω(f) = 0 is initially defined for each thematic tag (i.e., worker-feature),
and one configuration with a custom worker profile (called Argo+profile) where
ω(f) = 1 if the tag/worker-feature is associated with the worker in Amt-dts.

In the experiment, Argo+ has been configured with K = 10 classes for task
classification and a dumping factor δ = 0.3 for worker profile learning. We note
that choosing a high value of K produces classes with few and (usually) precise
associated tasks, but the presence of few tasks per class negatively affects the
learning mechanism. For instance, consider to choose K so that it corresponds
to the number of available tasks. This way, each class is associated with very few
tasks (probably just one per class). As a result, once that the task of a class k
is assigned to a worker w, learning that w is capable to successfully execute the
tasks of k is not useful since the class k is empty for w and subsequent tasks need
to be picked up from other classes, thus enforcing a task assignment mechanism
that is equivalent to a random choice. On the opposite, choosing a low value
of K produces classes with many associated tasks. Given a class k, there are
tasks t that are associated with k through a high probability value θk

t , but there
are also a (usually long) tail of tasks with low probability values. This means
that a worker w with a profile fitting the class k is satisfied of the initial tasks
taken from k, but subsequent assignments risk to be inappropriate due to the
fact that tasks are not so relevant for the class k (i.e., low probability value θk

t ).
In our experiments, the choice of K = 10 has been determined experimentally
by exploiting perplexity which measures the ability of a model to generalize to
unseen data [3]. In the experiment, we run the LDA algorithm considering a
variable number of K and we calculated the corresponding perplexity value for
each execution. Perplexity decreases as K increases and we decided to set K to
the minimum value for which perplexity reaches a stable value (i.e., K = 10).

The comparison of the baseline Amt-dts (S1) against Argo+noprofile (S2) and
Argo+profile (S3) is performed by comparing (i) the success rate σ(r,S1), σ(r,S2),
and σ(r,S3) (Fig. 2(a)), and (ii) the increment value I(S2,S1) and I(S3,S1)
(Fig. 2(b)). We observe that both Argo+noProfile and Argo+Profile succeed in
improving the success rate of Amt-dts, since successfully executed tasks are
assigned to workers before than others in most cases. For the first 150 requests,
the success rate of Argo+noProfile is around 20% better than Amt-dts. It is also
interesting to note that at the very beginning of the system execution (r < 10)
the behavior of Argo+noProfile and Argo+Profile is characterized by an unstable
trend. We believe that this behavior is due to the fact that learning has insuf-
ficient information for recognizing the appropriate task class for each worker.
However, Argo+ quickly learns the worker profile (r ≥ 10) and this has a positive
impact on the assignment of subsequent tasks. The performance of Argo+noProfile

becomes similar to Amt-dts after the 300th worker request. This is due to the
fact that Argo+ first selects tasks that are highly relevant for the worker profile,
but subsequent assignments are about residual tasks of the K classes on which
the relevance for the worker profile is weaker.
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Fig. 2. (a) the success rate on executed tasks, (b) the increment value of Argo+ with
respect to Amt-dts

Finally, we compare Amt-dts and Argo+ through the assignment performance
measure σR and we obtain that σS1

R = 399.59, σS2
R = 424.66, and σS3

R = 399.61.
As a result, we observe that the use of a flat initialization of worker profile
provides the best performance on the three considered streams of answers (see
also Fig. 2(b) on the increment value). This confirms the intuition behind the
use of flat profiles which argues that the auto-evaluation of worker knowledge is
usually misplaced with respect to the real worker expertise, and thus unreliable
and sometimes damaging for the performance of the crowdsourcing system.

5.3 Results on the Argo-dts Dataset

The Argo-dts dataset contains 14, 016 crowd answers about 1, 507 tasks on paint-

ings. The Argo-dts dataset has been collected during a crowdsourcing campaign
between November and December 2017 which involved 367 students from the
Faculty of Arts and Literature at the University of Milan. The painting tasks are
about paintings from 56 different authors spanning from the 13th century to the
20th century. For each task, the worker is asked to examine a painting and to
choose the correct author among a set of six possible painters. For painting, both
task and worker features are taken from Wikidata1 and they include the name
of the author, the year, and the Wikidata thematic categories available for a
painting. An example of task and worker answer is given in Fig. 3. Two different
configurations of Argo+ are considered. One called Argo+noprofile is characterized
by a flat worker profile where ω(f) = 0 is initially defined for each feature (i.e.,
worker-feature) taken from Wikidata. One called Argo+profile is characterized by
a custom worker profile where ω(f) = 1 for each feature on which the worker
has declared an expertise. A self-evaluation questionnaire has been submitted
to workers about knowledge of painters and different periods in the art history

1 https://www.wikidata.org.

https://www.wikidata.org
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for collecting the perceived worker expertise before starting the crowdsourcing
activities. In the experiment, Argo+ has been configured with a number of classes
K = 30 for task classification and a dumping factor δ = 0.3 for worker profile
learning. The number K has been determined through perplexity by following
the same approach discussed in the Amt-dts experiment.

WORKER OPTIONS

Ra aello Sanzio
Gustav Klimt
Piero della Francesca
Francisco Goya
Giotto
Michelangelo Buonarroti

TASK FEATURES

Ra aello Sanzio
1516
High Renaissance

Portrait paintings of 
cardinals

EXAMPLE OF WORKER ANSWER

{    "gold_answer" : "Q5597",
    "argo_answer" : "Ra aello Sanzio",
    "worker_answer_id" : "Q5432",
    "worker_answer" : "Francisco Goya",
    "task_id" : 1102,
    "answer_timestamp" : 2017-11-13T14:42:19,
    "worker_id" : 527,
    "task_refused" : false    }

Fig. 3. Example of painting task in Argo-dts with associated task features and an
example of (wrong) worker answer

The comparison of the baseline Argo-dts (S1) against Argo+noprofile (S2) and
Argo+profile (S3) is shown for the first 200 tasks requests in Fig. 4(a) and (b),
respectively. The Argo-dts experiment confirms that both Argo+noProfile and
Argo+Profile succeed in significantly improving the success rate of the baseline. In
comparison with the previous Amt-dts, this experiment with Argo-dts show that
Argo+noProfile and Argo+Profile follow a very similar trend. This means that, in
Argo-dts, the initialization of a custom worker profile does not provide a relevant
impact, neither positive or negative, on the success rate of executed tasks. Sim-
ilarly to the experiment with Amt-dts, it is interesting to note that an unstable
trend on the success rate occurs at the beginning of task assignment. In this
case, the instability behavior of the two Argo+ streams can be observed within
an initial window-frame of around 30–50 tasks. This value is higher than the one
observed in Amt-dts and (more or less) coincides with the number K of classes
used for task classification (i.e., K = 30 in Argo-dts). We argue that this result
highly depends on the use of a learning mechanism inspired to the Rocchio rel-
evance feedback, in which the learned worker expertise is immediately exploited
for subsequent task assignments. As a result, apart from the perplexity consider-
ations, we argue that the use of a high number of classes for task classification is
recommended in large crowdsourcing campaigns. This way, the initial window-
frame in which tasks of different classes are assigned to each worker is enlarged
and the learning mechanism can discover more worker expertnesses before start-
ing focused assignments based on learned knowledge.

According to the increment values in Fig. 4(b), we note that Argo+Profile pro-
vides a slightly better performance than Argo+noProfile. However, the behavior of
the two Argo+ configurations is very similar in comparison with the baseline. We
argue that this result is due to the training information received by the involved
workers before starting the crowdsourcing activities. In particular, workers were
recommended to carefully fill out the self-evaluation questionnaire by providing
fair degrees about their expertise in Arts and paintings. As a result, we have
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Fig. 4. (a) the success rate on executed tasks, (b) the increment value of Argo+ with
respect to Argo-dts

that the use of a trustworthy crowd has a positive impact on the performance
of the task assignment mechanism. However, the degree of trustworthiness of a
crowd cannot be determined a-priori, before the crowdsourcing activities. Thus,
we confirm that the adoption of a flat profile initialization is a more reliable
solution that provides the better performance in the general case (see the results
of the Amt-dts experiment).

6 Concluding Remarks

In this paper, we presented the Argo+ framework and a related techniques for
crowdsourcing task assignment with online learning of worker profiles. An imple-
mentation based on techniques inspired to topic modeling and Rocchio relevance
feedback is illustrated. Experimental results on a third-party dataset and a real
crowdsourcing campaign show promising results by increasing the number of
successfully executed tasks in a considered time frame.

Future research activities are devoted to extend the Argo+ framework to
consider/support human skills, such as originality, perceptual speed, and deduc-
tive reasoning, in addition to knowledge expertise when modeling task features
and worker profiles. The possible use of alternative techniques with respect to
LDA and Rocchio-inspired learning mechanism will be also considered in future
work. In addition, ongoing work are focused on worker profile management over
different crowdsourcing campaigns. The idea is that the profile of a worker is
saved when a crowdsourcing campaign is terminated, so that it can be eventu-
ally exploited in subsequent campaigns. This way, the learned worker experience
contributes to positively affect task assignments on startup of crowdsourcing
campaigns subsequently joined by a worker. This intuition goes in the direction
to consider the crowd as a permanent component of a crowdsourcing system
where the workforce to involve in a campaign can be dynamically composed
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according to the expertise degree of each worker on the tasks to execute. As a
result, like in a real job-marketplace, it becomes possible that workers can nego-
tiate their participation to crowdsourcing activities based on the contribution
they can provide in terms of (profile-certified) expertise.
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Abstract. Nowadays, user actions are tracked and recorded by multi-
ple websites and e-commerce platforms, allowing them to better under-
stand their preferences and support them with specific and accurate
content suggestions. Researches have proposed several recommenda-
tion approaches and addressed several challenges such as data spar-
sity and cold start. However, the low-scalability problem remains a
major challenge when handling large volumes of user actions data. This
issue becomes more challenging when it comes to real-time applica-
tions. Such constraint requires a new class of low latency recommenda-
tion approaches capable of incrementally and continuously update their
knowledge and models at scale as soon as data arrives. In this paper,
we focus on the user-centered collaborative filtering as one of the most
adopted recommendation approaches known for its lack of scalability. We
propose two distributed and scalable implementations of collaborative fil-
tering addressing the challenges and the requirements of batch offline and
incremental online recommendation scenarios. Several experiments were
conducted on a distributed environment using the MovieLens dataset in
order to highlight the properties and the advantages of each variant.

Keywords: Distributed recommender systems
Collaborative filtering · Stream data processing
Batch data processing · Incremental learning

1 Introduction

Thanks to recommender systems, users are now assisted by personalized sugges-
tions when searching for goods or content on the internet. Such systems help
reduce the information overload problem and enable users to discover suitable
choices and make better decisions. These suggestions are inferred by recom-
mendation approaches based on the collected historical data describing users’
actions and behaviors. In fact, historical data enable recommender systems and
marketers to model users’ consumption patterns and therefore better person-
alize and tailor their communications and offerings to each one based on their
c© Springer Nature Switzerland AG 2018
H. Panetto et al. (Eds.): OTM 2018 Conferences, LNCS 11229, pp. 243–260, 2018.
https://doi.org/10.1007/978-3-030-02610-3_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02610-3_14&domain=pdf


244 K. Zaouali et al.

predicted future interests. Such smart systems are not only beneficial for users
but also for service providers since they assist, support and implement their
marketing strategy by inferring knowledge from the data they collect.

In the literature, various methods have been used in recommendation systems
such as user-centered or item-centered collaborative filtering methods. User-
centered collaborative filtering is based on the idea that a user can like items
that have already been liked by similar users depending on their action history.
The item-centered collaborative filtering is based on the idea that a user can
like items similar to items he has previously liked. While collaborative filtering
methods only use the users action history, other content-based methods have
been used in recommendation systems to exploit the user demographics and the
item characteristics. A third method family has been proposed in the literature
and it is the hybrid method family that combines the two other method families.

In practice, the use of content-based methods requires user demographics
(e.g. age, gender, country, etc.) or item characteristics (e.g. type, price, country of
production, etc.) or both together. Since these data are not necessarily available
on different recommendation systems, the use of collaborative filtering methods
is becoming more and more popular. Thus, in this work we have chosen to focus
on collaborative user-centered filtering and the problems that come with its use
in current recommendation systems.

The major problems of collaborative filtering are cold-start, data sparsity
and low scalability especially for the user-centered variant. Besides, the com-
plexity of collaborative filtering and the fact that it requires processing all the
historical data at once in a batch modes makes it resource heavy and leads to
long processing times that become excessive with the growth of usage data. This
explains the adopted strategy in production environments that resorts to discard
all the learned models and reprocess all the available data periodically or when a
given volume of usage data is collected. These collaborative filtering constraints
makes it inadequate for real-time stream recommendations where suggestions
must be provided with low latency in reaction to the latest observed behaviors.
In this context, a stream based recommendation approach has the ability to
better coordinate and synchronize the service/content provider’s marketing and
point of sale systems by ensuring they analyze and react to the same up-to-date
view of each customer.

On the other hand, companies with common business purposes tend to share
their users action history in order to better understand their preferences. Feeding
a shared and cooperative recommendation system with user data from different
sources further complicates the use of user-centered collaborative filtering tech-
niques since many events (i.e. users actions) may occur from these sources and
have to be shared and processed instantly.

In this work, we propose several variants and implementations of the user-
centered collaborative filtering in order to make it able to handle the two recom-
mendation scenarios that can face service providers, namely the online scenario
for stream based real-time recommendation and the offline one based on a single
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batch processing of historical data. All the proposed variants’ implementations
are distributed, resilient, fault tolerant and help reduce the processing time.

The first scenario addresses the continuous online recommendations based
on consumption event streams that requires processing new incoming data with
low latency in order to rapidly take into account the knowledge it carries. In
order to achieve continuous stream recommendation, we resorted to making the
collaborative filtering learning algorithm incremental and distributable. Indeed,
distributed processing, using stateless procedures, increases the recommender
system’s horizontal scalability and ability to process more data simply by deploy-
ing new replicas of the computational nodes. Moreover, the incremental aspect
of the proposed collaborative filtering variant avoids the need to reprocess all the
historical data every time a new user action is observed. Therefore, new obser-
vations only require updating the part of the model or the subset of knowledge
they affect.

The second scenario is related to offline, one time, batch recommendation
use cases where large volumes of static data are available and at rest. In this
context, we believe that batch recommendation algorithms are more adequate
since they allow making several passes over the data which may lead to extract
more knowledge when compared with incremental approaches making only one
pass. Therefore, we propose a distributed implementation of user-centered col-
laborative filtering which is more suitable to one time offline learning and rec-
ommendation over big datasets.

We should point out that in this work we are careful to respect the privacy
and the concerns of those to whom the data relate.

This paper is organized as follows. In Sect. 2, we present an overview of
recommender systems and their underlying approaches. In Sect. 3, we present
our proposed approach for scalable collaborative filtering with its two variants
targeting (1) the online incremental stream processing and (2) the offline batch
use cases. In Sect. 4, we evaluate our proposals and discuss the obtained results.
Finally, in Sect. 5, we conclude the paper with some possible perspectives.

2 Related Works

Recommender systems are a class of personalization systems whose main objec-
tive is to predict users’ interests towards the available informational content in
the application domain. To achieve this goal, several approaches and method-
ologies were proposed in the literature [12,18]. Recommender systems based
on collaborative filtering techniques use correlations in users’ rating patterns
in order to predict their interests. Collaborative filtering approaches are mainly
classified into two categories: User-Centered Collaborative Filtering (UCCF) and
Item-Centered Collaborative Filtering (ICCF).

UCCF is based on the idea that if two users have liked similar items in the
past, they will probably have similar preferences and therefore look for the same
items in the future.

UCCF first calculates the similarities between each pair of users through
based on rating patterns in order to build neighborhood of similar users. From
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there, the algorithm recommends to the current user the items that are appre-
ciated by his neighborhood [12].

ICCF calculates the similarities between items based on their patterns. Then,
items similar to the ones that the current user liked in the past will be recom-
mended to him [15].

The main advantage of collaborative filtering techniques is that they do not
require a pinpoint item description. Given that the recommendation process is
based on user-item interactions, this technique makes it possible to apply in all
application domains in order to recommend complex items without the need to
describe or analyze them.

2.1 Scalable Stream Processing of Collaborative Filtering

Highly interactive online services (e.g. VOD websites such as netflix.com, MOD
websites such as soundcloud.com) are increasingly popular on the Web. Such
services can have a large amount of data characterizing consumers’ behaviors
since they interact continuously with these services and the items they provide.
Since the process of neighborhood construction takes so long, it is then calculated
periodically. If the recommendation system begins to analyze users’ behaviors
at a time t1 and finishes it at t2, the interactions that were observed during
this period are not taken into consideration. The larger the amount of data to
be analyzed, the greater the time between t1 and t2, and the more the newly
collected data are ignored.

On the basis of this observation, several research studies have attempted
to provide the necessary solutions to accommodate the continuous data flow
problem. Recently, real-time recommendation systems are increasingly attracting
researchers’ attention [3,7].

Papagelis proposed an approach to solve the scalability problem [14]. His
approach is based on incremental updates of the users’ similarities, making it
possible to calculate the similarities in an online application. Das discussed the
problems issued from the large volumes of data and the accelerating content
evolution [5]. He then proposed online templates in order to generate recom-
mendations for users on Google News. Koren introduced a new neighborhood
model with an improved accuracy [13]. The proposed approach takes into account
recent actions. It is then more scalable than the previous method, without com-
promising recommendations relevance or other desired properties.

Diaz-Aviles and Chen provided users with a real-time thematic recommen-
dation by analyzing social data flows [4,6]. However, the proposed systems have
the inconvenience of not being able to support large volumes of data. Stream-
Rec, proposed by Chandramouli, implements a recommendation model based
on collaborative filtering in a scalable and incremental way allowing it to handle
continuous data flows [2].

Huang was inspired by Papagelis [14] and StreamRec, to build TencentRec
[11]. It is a general recommendation system that implements a series of algo-
rithms in order to satisfy the different application requirements. The proposed
approach takes into account various types of user action data, including implicit

https://www.netflix.com/
https://soundcloud.com/
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and explicit actions as in StreamRec. Huang has used approximation techniques
in this approach. In fact, even though Papagelis’ method reduces the necessary
computations for the similarities update, these calculations are still very expen-
sive and cannot be done within a real-time delay.

2.2 Distributed Approaches for Batch Collaborative Filtering

Distributed collaborative filtering approaches started by the work of Tveit on
UCCF [16]. The author used the Pearson correlation as a similarity measure
whose computation was implemented in a peer-to-peer distributed architecture.

The UCCF has been implemented by Han [8,9] using distributed hash tables.
Users were distributed over different computation nodes in a way that guarantees
that each node handles users having in common at least one item rated similarly.
This allowed to build local training sets and to calculate similarities between
users belonging to the same computation node and then predict the missing
ratings.

Later, more sophisticated approaches were proposed to associate traditional
collaborative filtering techniques with other new ideas.

In order to calculate users’ similarities, Xie [17] used a schema relying on
distributed hash tables (DHT). The number of users considered in the similarity
calculation process has been reduced by taking into account only those who
have very similar preferences. Furthermore, in order to avoid rating biases, users’
ratings have been normalized.

The approach proposed by Castagnos and Boyer in [1] made it possible to
take into account the user implicit actions during the training step. Each user is
characterized by a profile and an ID. Both allowed users to be categorized using
Pearson correlation. In fact, for each user four lists of user ID have been defined:
the most similar users, the ones with similarity exceeding the defined similarity
threshold, the blacklisted users, and the users who added the active user in their
profile.

2.3 Motivation and Objectives

Classic recommendation algorithms are complex and require a heavy processing
footprint especially in the neighborhoods construction phase where each pair of
items or users is processed in order to measure their similarity degree. Moreover,
each time a user’s attitude towards an item is observed (e.g. purchase or rating)
the user’s (resp. item’s) neighborhood needs to be updated by recalculating the
similarities with all the other users (resp. items).

Offline and batch execution often process large and complex static data and
is more concerned with throughput than latency of individual components of
the computation. This type of execution addresses the need to predict variables
when it comes to making the prediction periodically on data batches.

Real-time recommendation systems are more demanding in terms of latency.
They process data streams whose calculation is executed using elementary data
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or a smallish window of recent data. This calculation is relatively simpler than
that of batch data and must be carried out quasi-instantaneously.

To make predictions even simpler, one solution would be to carry out the
calculations incrementally in order to reuse the results of the previously carried
out calculations and infer the new predictions using fewer computation resources.

3 An Approach for Distributed Collaborative Filtering
Supporting Stream and Batch Recommendations

Our proposal includes two implementations of the user-centered collaborative fil-
tering algorithm. First, we detail the approach for processing batches or streams
of unary or binary data using incremental calculations. This ensures that the last
data collected is taken into account when generating recommendations, which is
very well adapted to the real-time context that is found in several applications.
Then, we address application domains relying on multi-valued data such as rat-
ings to model users’ attitudes by a distributed variant for offline recommendation
on big data at rest, which do not plan to handle more user data before the end
of the current recommendation process.

3.1 Distributed Incremental Collaborative Filtering for Stream
Recommendation (DCFS)

The proposed approach targets use cases where users’ behaviors are modeled
using unary or binary variables. It is based on a distributed and incremental
modeling and prediction of pair of users or items correlation, independently of
the other pairs.

A recommendation system based on collaborative filtering has two main
steps: users’ similarity computation (or the items’ one), and ratings’ prediction.
Since the computations’ complexity lies in the similarity step, we have then
focused on alleviate these computations in our approach, and for which we have
chosen the Jaccard measure. This choice was made by taking into account how
to incrementally upgrade the different similarity measures. In fact, the Jaccard
measure has the fewest variables to update when it comes to making calculations
incrementally, so this is the best measure for our approach.

The Jaccard measure (cf. Eq. 1) is based on calculating two correlations. The
first correlation concerns the shared actions (i.e. set of actions made by both
users) and the second concerns the union of actions (i.e. set of all actions per-
formed by at least one of the two users). In the case of user-centered collaborative
filtering, it can be reduced to merely calculating the number of common items
for a pair of users, and the number of items present in their actions history.

J(A,B) =
|A ∩ B|
|A ∪ B| (1)

The Fig. 1 details the workflow of our proposal which contains two steps. It starts
by generating users’ correlation tuples in the first step and goes then ahead to
calculate similarity degrees in a second step.
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Fig. 1. Distributed incremental collaborative filtering

The calculation of the two correlation counters (intersection counter IC, and
union counter UC) for a pair of users can be done in an incremental manner, and
independently of the counters of the other pairs. This consists in calculating, for
each new action between a user ux and an item ii, the correlation between ux

and any other user uy with respect to ii: if uy has a recorded action for ii, the
intersection counter is incremented, otherwise the union counter is incremented.

These increments are carried out by generating correlation tuples in the form
(User pair, Intersection counter, Union counter). For example, if the action (ux,
ii) arrives to the recommendation system, the following correlation tuples will
be generated:

– For each user uy with the same action as ux towards ii, we generate the tuple
((ux, uy), 1, 0) which consists in incrementing the intersection counter.

– For any user uy that does not have the same action as ux towards the item
ii, we generate the tuple ((ux, uy), 0, 1) which consists in incrementing the
union counter.

Then, for each user pair, we join their correlation tuples with their intersec-
tion and union counters. The correlation tuples of a user pair will allow updating
the counters and subsequently infer the new similarity value between the two
users:

Sim(A,B) =
ICA,B

UCA,B
(2)
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The following table (Table 1) illustrates an example of a user-item action matrix,
where “x” denotes the user’s action towards the item. Our proposal does not need
to record this user-item matrix, it is only mentioned to illustrate the example.

Table 1. User-item action matrix

I1 I2 I3

U1 - - x

U2 - x x

U3 x x -

U4 x - x

At this level, the user u1 shares the following counters with the users u2, u3

and u4:

– IC1,2 = 1; UC1,2 = 2
– IC1,3 = 0; UC1,3 = 3
– IC1,4 = 1; UC1,4 = 2

If, for example, a new action (u1, i1) arrives to the recommendation system,
the following correlation tuples will be generated:

– Intersection tuples: Users with the same action as u1 towards i1 are u3 and
u4, therefore we generate the tuples ((u1, u3), 1, 0) and ((u1, u4), 1, 0).

– Union tuples: Only the user u2 does not have the same action as u1 towards
i1, therefore we generate the tuple ((u1, u2), 0, 1).

These generated tuples make it possible to update the correlation counters
of u1 with the other users, which will become: UC1,2 = 3; IC1,3 = 1; IC1,4 = 2.

Thus, the similarity degrees between u1 and other users can be inferred:
Sim1,2 = 0, 33; Sim1,3 = 0, 33; Sim1,4 = 1.

Note that our proposal allows processing static data in a batch mode, with
one pass computation, by generating the tuples of correlation for all the actions
at the same time. Then, tuples are grouped by user pairs allowing to calculate
the sum of the increments’ values in order to obtain two final counters for each
user, and subsequently deducing the degree of similarity.

In both cases of use, our proposal offers a constant complexity for the simi-
larity calculation after the arrival of a new user action and makes it possible to
use the results of the previous calculations in order to perform the future ones.

3.2 Distributed Collaborative Filtering for Batch Recommendation
(DCFB)

The incremental variant of our approach used a low complexity similarity mea-
sure to better fit the real-time recommendation requirements. Outside the real-
time application context, other complex measures can be implemented since
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they may outperform the Jaccard similarity measure by taking into account all
the available data points every time two users need to be compared. Moreover,
classic similarity measures makes it possible to handle all types of variables mod-
eling user’s actions and attitudes since they aren’t restricted to binary or unary
variables.

Batch processing allows accessing all the data at hand when a recommenda-
tion is needed. This offline processing provides the ability to manage multi-valued
static data and calculate the exact degrees of similarity for collaborative filter-
ing when using classic non-incremental measures. In this context, we propose
a solution for batch recommendation by incorporating the most used similarity
measurements and rating estimators.

The used similarity measures are the Cosine similarity (cf. Eq. 3) and the
Pearson correlation (cf. Eq. 4).

simx,y =
−→
Rx · −→

Ry

||−→Rx||2 × ||−→Ry||2
=

∑
i∈I rx,i × ry,i

√∑
i∈I r2x,i ×

√∑
i∈I r2y,i

(3)

simx,y =

∑
i∈Ix∩Iy

(rx,i − r̄x)(ry,i − r̄y)
√∑

i∈Ix∩Iy
(rx,i − r̄x)2 ×

√∑
i∈Ix∩Iy

(ry,i − r̄y)2
(4)

Concerning the rating estimators, the following three estimators were adopted:
– The similarity-weighted average (SW) which predicts the user rating for an

item based on the user’s neighborhood ratings for this item.

rx,i =

∑
y∈U simx,y × ry,i
∑

y∈U |simx,y| (5)

– The average based on the centered ratings (CR) which is based on biased
ratings in order to avoid the differences in user rating behavior.

rx,i = r̄x +

∑
y∈U simx,y × (ry,i − r̄y)

∑
y∈U |simx,y| (6)

– The average based on the standard deviation (SD) thereby compensating for
users differing in ratings spread as well as mean ratings.

rx,i = r̄x + σx

∑
y∈U simx,y × (ry,i − r̄y)/σy

∑
y∈U |simx,y| (7)

The general architecture of our proposal is detailed in Fig. 2. The first step
allows preparing the necessary statistics for the similarities calculation and rat-
ings predictions. Afterwards, the similarity between each pair of users is calcu-
lated according to the chosen similarity measure using the previously calculated
statistics. The third step consists on predicting the missing ratings for each user
based on his similarity degrees with the rest of the users and using a rating
estimator. Finally, after predicting all missing ratings for a given user, a list of
the best items is recommended.

In the following, we detail all the steps required to generate recommendations
while highlighting their distributed algorithms.
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Fig. 2. Distributed collaborative filtering architecture

Users Statistics Preparation: The statistics that need to be computed for
each user differ according to the rating estimator and the chosen measure of
similarity. They can be the user mean rating r̄i, the Euclidean norm ||−→Ri||2
or the user ratings’ standard deviation σi. Table 2 summarizes the statistics
that need to be calculated according to the used measures of similarity and
rating estimators. The calculation is done by grouping ratings per user and then
inferring the statistics of each user.

Similarity Calculation: This step focuses on calculating the similarity for each
pair of users. First, users’ ratings are grouped by items (i.e. ratings concerning
the same item are redirected to the same calculation node). Then, for each item,
correlation tuples are generated for each pair of users who have rated the item.
The correlation tuples are defined as (User pair, T1, T2, T3) tuple.

Table 2. User statistics to be calculated

Pearson correlation Cosine similarity

Similarity-weighted
average

User mean rating Euclidean norm

Average based on the
centered ratings

User mean rating User mean rating Euclidean norm

Average based on the
standard deviation

User mean rating
Standard deviation

User mean rating Euclidean norm
Standard deviation
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Similarity measures are based on formulas that are of the form of
a/(b × c). The three terms T1 (cf. Eq. 8), T2 (cf. Eq. 9) and T3 (cf. Eq. 10)
calculate respectively the elementary values of a, b and c produced from a single
item. These terms allow calculating the similarity degree between each pair of
users (cf. Eq. 11).

T1 =

{
rx,z × ry,z if Cosine

(rx,z − r̄x) × (ry,z − r̄y) if Pearson
(8)

T2 =

{
null if Cosine

(rx,z − r̄x)2 if Pearson
(9)

T3 =

{
null if Cosine

(ry,z − r̄y)2 if Pearson
(10)

simx,y =

⎧
⎪⎪⎨

⎪⎪⎩

∑
T1

||−→Rx||2×||−→Ry||2
if Cosine

∑
T1√∑

T2×
√∑

T3
if Pearson

(11)

The following user-item ratings matrix (Table 3) is used to illustrate examples
for each component of our proposal for batch data:

Table 3. User-item ratings matrix

Ix Iy Iz Iw

Ua ra,x ra,y - -

Ub rb,x rb,y rb,z -

Uc rc,x - rc,z -

Ud - rd,y rd,z rd,w

The similarity calculation process for this user-item ratings matrix is
described within the Fig. 3.

Missing Ratings Prediction: The third step predicts the ratings that users
have not yet assigned. A filtering can be carried out in order to preserve only
the most similar users for the active user. This filtering is performed either by
pruning the degrees of similarity which are less than a similarity threshold t or
by fixing the neighborhood size at n.

The similarity degrees of a same user are then grouped together to gener-
ate correlation tuples. For each item that the active user has not rated, and
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Fig. 3. Similarity degrees calculation

for each similar user who has rated the item, a correlation tuple is generated
gathering data about the second user rating and the similarity degree between
both users.

These tuples are defined as (Active user, Item not rated, Term T4 (cf. Eq. 12),
Term T5 (cf. Eq. 13)) tuple. They allow predicting the missing user ratings
through Eq. 14.

The Fig. 4 details the missing ratings prediction process for each user, based
on similarity degrees already calculated.

T4 =

⎧
⎪⎨

⎪⎩

simx,y × ry,z if SW

simx,y × (ry,z − r̄y) if CR

simx,y × ry,z−r̄y

σy
if SD

(12)

T5 = |simx,y| (13)

rx,z =

⎧
⎪⎨

⎪⎩

∑
T4∑
T5 if SW

r̄x +
∑

T4∑
T5 if CR

r̄x + (σx ×
∑

T4∑
T5 ) if SD

(14)
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Fig. 4. Missing ratings prediction

4 Experimentation

In this section, we present the experimentation of our approach, detail the tar-
geted application domain, and discuss the obtained results for the different vari-
ants that were evaluated.

4.1 Experimentation Setup

In this work, we adopted the MovieLens 1 m dataset [10] since it is the closest
to our requirements with regard to the available variables. In fact, this dataset
includes ratings assigned by a set of users to the movies they have watched. The
dataset used in the following experiments includes 3.900 movies, 6.040 users and
1.000.209 ratings (1 to 5).

In order to evaluate our approaches relevance and performances, we com-
puted the Mean Absolute Error (MAE) and the Root Mean Squared Error
(RMSE) as quality measures and the Mean Execution Time (MET) as the
evaluation metric of efficiency. The experiments were carried out on a cluster
consisting of 16 processing machines, each having one core of 2.4 GHz.
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MAE =

√
√
√
√

1
STest

∑

(u,i)∈ST est

|r̂u,i − ru,i| (15)

RMSE =

√
√
√
√

1
STest

∑

(u,i)∈ST est

(r̂u,i − ru,i)2 (16)

4.2 Implemented Prototype

Our approach has been implemented using the Flink distribution platform. It is
a distributed execution engine based on the MapReduce paradigm. Furthermore,
it allows building execution plans that are much more complex than the simple
combination of both map and reduce operations. Flink is also distinguished from
other distributed execution engines by its ability to handle continuous data flows
in a transparent and controllable way.

It’s worth mentioning that any framework that is able to apply processing
on a pipeline or data stream in a MapReduce way can be used to implement our
proposal (e.g. samza, kafka streams, spark).

4.3 Incremental Collaborative Filtering Evaluation

We compared our incremental variant DCFS to the traditional non-distributed
UCCF approach (using Jaccard measure) and DCFB (using Cosine-SW combi-
nation). We have experimented different numbers of processing machines which
we used to draw the curve shown in Fig. 5. We have to mention that the results
in this figure are for the similarity step only. In addition, we have to specify that
for the DCFB and the non-distributed Jaccard the similarity of each pair of users
was calculated at once (i.e. 18.237.780 similarities were calculated for the 6.040
users), whereas for the DCFS the similarities are calculated progressively as in a
real-time recommendation scenario where at the arrival of each new user action
the similarities concerned by the new action will be updated (i.e. 6.036.667.952
similarities were calculated or updated for the 6.040 users).

In practice, this means that the results of the DCFS concern the calculations
made during the arrival of all the actions of the users, whereas the results of
the two other approaches concern a single similarity calculation operation that
have been made in order to maintain the accuracy of the similarity values. Then
the DCFS calculates 331 times more similarity values compared to the other
two approaches. So, to be able to compare these approaches we must divide
the DCFS computation times by 331 to obtain the computation times which
concern the same number of similarity values calculated by the DFCB or the
non-distributed Jaccard.

The mean execution time of our approach is much better than the traditional
approach, even when using a single processing machine. Indeed, this is due to
the incremental aspect of our approach, which preserves the already performed
calculations results and used them to infer the new calculations ones.
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Fig. 5. DCFS mean execution time evaluation

By increasing the number of processing machines, the mean execution time
of our approach decreases which validates the motivation behind distributing
computations. However, this improvement is not as important as the one coming
from the incremental calculations.

4.4 Batch Collaborative Filtering Evaluation

The experiments of the batch variant took into account the six combinations of
the similarity measures (Cosine and Pearson) and the rating estimators (SW,
CR and SD). These experiments were performed using 16 processing machines
and taking into account all users without pruning non-similar users. The Table 4
enumerates MET (in seconds), MAE and RMSE results of these combinations.

The obtained results show that the CR estimator has the poorest predic-
tion quality independently of the similarity measure. The best MAE and RMSE
values were obtained respectively by the Cosine-SD and the Pearson-SD combi-
nations. The mean execution time results led to the conclusion that the use of
the Pearson correlation measure allows to have better performances than those
involving the Cosine similarity. Concerning the rating estimators, SW offers the
shortest execution time, followed by SD then CR. Thus, the most efficient com-
bination was the Pearson-SW.

Table 4. DCFB and traditional UCCF evaluation

P-SW P-CR P-SD C-SW C-CR C-SD UCCF (P-SW)

MAE 0.745 0.811 0.744 0.748 0.787 0.742 0.745

RMSE 0.910 0.998 0.909 0.913 0.971 0.911 0.910

MET 305 314 306 313 318 308 1063
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The Pearson-SW combination of our batch variant has the same MAE and
RMSE value as the UCCF (Pearson-SW) since it adopts the same algorithm,
only distributing its calculations on different nodes with no approximation. In
addition, our approach has a shorter mean execution time than the traditional
approach. These results confirm that our approach has improved the execution
time without information loss or decrease in prediction accuracy.

We also compared the performance of our batch variant with the tradi-
tional one in terms of mean execution time using different numbers of processing
machines (cf. Fig. 6).

Fig. 6. DCFB mean execution time evaluation

We used in this experiment the Pearson measure and the similarity-weighted
average rating estimator. From the obtained results, we can find that starting
from the use of 4 processing machines, our approach provides a shorter mean
execution time than the traditional approach.

5 Conclusion and Future Works

In this work, we proposed two distributed variants of the collaborative filtering
approach for batch and stream processing-based recommendations. Our offline
approach resorts to processing distribution in order to manage the large volume
of batch data whereas the online one relies on an incremental processing of
continuous data streams for online real-time recommendation. The experiments
show that the proposed approaches improve the processing time in both scenarios
and preserve recommendation quality.

In future works, we will focus on proposing new approximate similarity mea-
sures for multi-valued variables which are more adapted to incremental modeling
and recommendation. Such measures should improve recommender systems per-
formances without compromising the exactitude of their results or the real-time
low latency constraints.
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Abstract. Extracting constraints and process models from natural lan-
guage text is an ongoing challenge. While the focus of current research is
merely on the extraction itself, this paper presents a three step approach
to group constraints as well as to detect and display relations between
constraints in order to ease their implementation. For this, the approach
uses NLP techniques to extract sentences containing constraints, group
them by, e.g., stakeholders or topics, and detect redundant, subsuming,
and conflicting pairs of constraints. These relations are displayed using
network maps. The approach is prototypically implemented and evalu-
ated based on regulatory documents from the financial sector as well as
expert interviews.

Keywords: Compliance · Regulatory documents
Requirements extraction · Text mining · NLP

1 Introduction

Extracting norms and business constraints as well as process models from natural
language text is an ongoing challenge since non-compliance to laws or regulatory
documents can cost billions of dollars [14]. The growing amount of regulatory
documents and the need to constantly update and compare already existing rules
is exacerbating the situation.

Several approaches have been presented for supporting this challenge (e.g.,
[3,5,10,18]), but they either impose restrictions on the input text (e.g., it is
assumed that the text does only contain process relevant information) or pro-
duce models and rules that are incomplete or contain conflicts [22]. Moreover,
the main focus of these approaches is mostly on extracting constraints or map-
ping them to formal rules. However, users still need to understand the rules and
constraints as well as dependencies between them in order to be able to imple-
ment them correctly [23]. An identification of redundant, subsumed or conflicting
constraints could avoid additional or unnecessary implementation effort as well
as implementation errors. Another difficulty is the fact that in large companies
not every constraint affects every department or stakeholder, consequently not
every person has to always read every part of a document.
c© Springer Nature Switzerland AG 2018
H. Panetto et al. (Eds.): OTM 2018 Conferences, LNCS 11229, pp. 261–278, 2018.
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Grouping constraints based on constraint related subjects, which are for exam-
ple topics, stakeholders or departments, as well as displaying relations between
constraints should therefore be supported conceptually and by suitable tools.

In [26] we presented a method that is capable of identifying sentences con-
taining constraints based on standard text mining tools as well as grouping of
document fragments having similar topics or stakeholders by using term frequen-
cies and k-means clustering. For the presented first case study on ISO security
documents it was possible to identify and group fragments dealing with different
topics, e.g., measurement and evaluation of ISMS or legal concerns. However,
using term frequencies to group documents or sentences, even though this pro-
cedure is widely applied in the field of text mining, is rather limited and can
lead to vague or incomplete results.

In this paper, we want to overcome this issue by providing means to either
integrate additional information such as organizational charts or exploiting the
part-of-speech tags of sentences leading to a more purposeful grouping of sen-
tences containing constraints. Moreover, in order to tackle the lack of managing
redundancies, subsumptions as well as conflicts between constraints, the method
is further extended by an identification and visualization of these relation types.

For this purpose, the following research questions are stated

RQ1. How to group elicited constraints based on constraint related subjects like
stakeholders or topics?

RQ2. How to identify relations between constraints?
RQ3. How to display the elicited constraints and the derived relations?

In order to answer these questions, this paper presents a method that makes use
of NLP techniques and provides means for integration of additional information
whenever it is available. Moreover, a definition of redundancy, subsumption and
conflict of constraints with respect to natural language text is stated which can
be used to point out potential modelling and implementation errors.

The remainder of the paper is organized as follows. Section 2 describes the
method, Sect. 3 the prototypical implementation which is used in Sect. 4 to eval-
uate the approach on a set of regulatory documents from the financial sector.
A short discussion of the approach is presented in Sect. 5, followed by related
work in Sect. 6. The paper concludes in Sect. 7 with a summary and outlook of
future work.

2 Overall Method

In this section the method is outlined. Since it can be carried out with any NLP
framework, details on our prototypical implementation are separately described
in the next section. The method (cf. Fig. 1) can be divided into the three typical
stages of data mining, pre-processing, processing (�→RQ1 & RQ2) and post-
processing(�→RQ3), each of them consisting of several steps. Pre-processing and
parts of the processing steps can be viewed as a tool chain since they rely on
state-of-the-art NLP techniques and data mining algorithms. The second part
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of the processing and the post-processing step form the main contribution by
providing a definition and application of characteristics of redundant, subsumed,
and conflicting constraints with respect to natural language text.

During each stage the elicited sentences containing constraints are main-
tained as such and not yet mapped to a formal language. The advantage is
that non expert users have a better chance of understanding the constraints and
their relations. After all relations have been resolved they are visualized using a
graph-based representation.

Fig. 1. Overall method

To illustrate the method a running example is provided which is based on
parts of two documents from the ISO 27000 security standard family (ISO 27001
and ISO 27011) as depicted in Fig. 2. They were used for a case study in [26].
Sentences 1–9 are taken from ISO 27000 which is an overview document and
sentences 10–18 stem from ISO 27011 which outlines security topics for the
telecommunications domain.

2.1 Pre-processing

First of all, each document needs to be prepared, i.e., table of contents and
references are removed, since these parts do not contain valuable information
on constraints. Moreover, since the documents are chunked into sentences these
parts of documents would cause errors during the part-of-speech (POS) tagging
process. Depending on the documents it might be necessary to remove even more
parts that do not contain constraints, e.g., introductions. In addition, it should be
checked whether information from tables and pictures is needed and was parsed
correctly. A manual inspection of these steps might be required depending on the
framework that is used. Another challenge is how to proceed with, e.g., footnotes.
If a footnote, contains an explanation or a link to another document, it could
be included in the final visualization. Since text passages are often related and
depend on each other it might happen that one sentence refers to the subject
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Fig. 2. Running example–textual input

of a preceding one. In this case determiners or pronouns, e.g., they are used.
During the preparation of the documents each of these words must be replaced
by the corresponding subject of its preceding sentence. In the running example
sentences S17 and S18 represent such a situation. Here, they in S18 must be
replaced by information processing facility from S17. Another issue is to
detect whether multiple subjects are present in one sentence. In this case, the
corresponding sentence is split, resulting in two partial sentences. In the running
example, S7 is not split because the sentence does only contain one subject, i.e.,
information security risk assessment. The prepared documents form the
input, so-called text corpus, for the subsequent steps.

Now, each document in the text corpus is fragmented (chunked) into sen-
tences and POS tagged.1 Afterwards all sentences containing constraints are fil-
tered out. For this purpose, each sentence is scanned for markers such as shall,
should or must. We use markers for deriving constraints, like [10] use markers
for detecting BPMN elements. In addition, during the evaluation an expert inter-
view confirmed these assumptions. If a sentence contains at least one of these
markers it is tagged as constraint and the following definition can be stated.

Definition 1. Let S be a set of sentences. A constraint is an element s ∈ S such
that at least one marker is contained in s. The set of all constraints is called C.

1 The POS tags are necessary at a later stage of the method.
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In the running example, constraints are the sentences containing words
(markers) written in bold font.

Sometimes, constraints are pre- or succeeded by sentences only containing
explanatory information but no markers. These sentences are not included in
the following steps but can be included in the visualization if necessary. In the
running example, these are the sentences containing no word in bold font (S1,
S8, S9). During the processing of sentences lemmatized words are used, in order
to prevent that, e.g., plural and singular forms of nouns form different groups.2

The final visualization still contains the original sentences.

2.2 Processing

The processing stage is divided into three steps, the preparation for the group-
ing, the grouping itself and the determination of relations between pairs of con-
straints. Consequently, the result of the processing is on the one hand a group-
ing of constraints and on the other hand the detection of redundant, subsumed
and conflicting constraints. Three possibilities for carrying out these steps are
included in order to ensure that an analyst can choose the mean that is most
suitable for the given collection of documents.

Preparation and Grouping

Term Frequencies: The first option corresponds to unsupervised grouping of
sentences using k-means as it was outlined in [26] and should be applied on a large
collection of documents. For this, term frequencies need to be determined which
can be computed by different measures. If the text corpus contains documents
(or in this case sentences) that strongly vary in length, term frequency inverse
document frequency (cf. [1]) is recommended resulting in a term-sentence matrix
which is used for grouping the sentences.

Besides choosing a suitable term frequency measure another challenge is to
determine the appropriate number of groups for k-means. Commonly applied
methods for selecting the number of groups are, e.g., elbow or silhouette plots.
In order to further improve the approach, we decided to use k-means++ [4]. The
result of k-means clustering is a grouping of sentences based on term frequencies.

For the running example the most frequent terms are: organizations,
risk(s), assessment, telecommunications and performing k-means++
with k = 6 creates the groups schematically displayed in Fig. 3.

The remaining two methods correspond to a supervised grouping of the set
of sentences based on a predefined list of terms. So, the labels of groups are given
beforehand and each group corresponds to one of the terms that were derived
by one of the following techniques.

Structure of Sentences: The second method for grouping the sentences is
based on extracting constraint related subjects in an automated way without
making use of additional information but by exploiting the structure of sen-
tences and can be applied for small or mid-size document collections. A word is
2 The quality of the outcome of this step relies on the NLP framework that is used.
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Fig. 3. Running example – grouping by term frequencies

identified as constraint related subject if it is a (compound) subject and followed
by a marker, e.g., in sentence S12 of the running example the marker is should
and the constraint related subject is controls. Based on this, the list of con-
straint related subjects is created by examining the parse tree of each sentence
and searching for the described pattern ((compound) subject + marker). In the
running example constraint related subjects are, e.g., information security
risk assessment or information processing facility. Since each sentence
is processed in its lemmatized form, risk assessment and risk assessments
are treated as one grouping subject. Terms like information security risk
assessment and risk assessment are not aggregated since these might relate
to different things, e.g., risk assessment could be another type of risk assess-
ment than information security risk assessment. For the running exam-
ple constraint related subjects are risk assessment, information processing
facility, telecommunication organization, result, control, agreement,
information security risk assessment and application.

Now, each sentence is parsed and checked whether it contains one of the terms
from the constraint related subject list. If so, it is shifted to the corresponding
group. Figure 4 displays this grouping for the running example.

Fig. 4. Running example – grouping by sentence structure
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External Information Sources: The third and last processing possibility can
be used whenever external information sources, like organizational charts, glos-
saries, or any other knowledge provided by domain experts that contains infor-
mation on how to group constraints is available. Based on this information, a list
containing possible constraint related subjects is derived. Afterwards, each entry
in the list is extended by synonyms. A commonly applied mean to find synonyms
is to use a lexical database such as WordNet [17]. Synonyms are relevant in this
case because of the diversity of language, e.g., one subject could be represented
by several different words. In addition, all subjects should be lemmatized like
before. The outcome is again a list containing constraint related subjects. Like
in the second method each sentence is shifted into its corresponding group.

For the running example no additional information is available, therefore only
the first (word frequencies) and second (sentence structure) method for grouping
constraints can be applied. The third method is demonstrated in the evaluation.

Determine Relations
After grouping the set of sentences containing constraints the second part of
the processing step is to retrieve dependencies between them in order to detect
redundant, subsumed and conflicting constraints. To this end a classification of
these types of constraints for natural language text is provided. It is based on
[19] which gives a definition of these terms for constraints in a formal language.
In order to transfer the characterization to sentences, we first need to define the
similarity between pairs of constraint related subjects and tasks. For this Defini-
tion 2 is following the one of semantic similarity of text labels in [8]. Constraint
related subjects are derived as described before ((compound) subject + marker)
while for tasks the techniques of [10] can be applied, e.g., by filtering verbs. In
this case we can be more precise since tasks will be preceded by markers.

Definition 2 (Semantic Similarity). Let C be a set of constraints, c1, c2 ∈ C
and let W be the set of all words contained in c1, c2. Moreover, let R be the set
constraint related subjects of c1, c2, w : R �→ P(W) be a function that separates
an element in R into words. Let w1 = w(r1), w2 = w(r2) and wi, ws be the
weights associated with identical words and synonymous words, respectively. The
semantic similarity of two constraint related subjects r1, r2 ∈ R is defined as

sem(r1, r2) :=
2 · wi · |w1 ∩ w2| + ws · (|s(w1, w2)| + |s(w2, w1)|)

|w1| + |w2| ,

with s(w1, w2) being the set of synonyms of w1 that appear in w2.
The semantic similarity of tasks t1 of c1, t2 of c2 can be defined analogously.

For the running example take r1 = information security risk assessment
and r2 = information processing facility. It holds w1 =[information,
security, risk, assessment] and w2 =[information, processing, facility].
Consequently, with wi = 1, ws = 0.75 : sem(r1, r2) = 2·1·1+0.75·(0+0)

4+3 ≈ 0.286.
So, these constraint related subjects do not have a high similarity.

For defining the targeted relation types of constraints, on the one hand
the similarity of sentences and on the other hand a characterization of conflict
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between sentences is needed. While computing similarity of text is a frequently
studied part of natural language processing, to the best of our knowledge, deter-
mining conflicting text parts has not been examined very well by now [13,15].
Mostly, these approaches search for negations or antonyms. Searching for nega-
tions might not be that useful when considering constraints since these will not
be stated explicitly in a regulatory document. Antonyms in this case correspond
to, e.g., constraint related subjects having a low similarity score. Consequently,
the following definitions can be stated.

Definition 3 (Constraint Characterization). Let C be a set of constraints,
c1, c2 ∈ C and sim : C × C �→ I be a function that determines the similarity
between two constraints with I ⊆ R an interval. Let τ ∈ I be a constant, such
that sim(c1, c2) > τ . The constraints c1, c2 are called

– redundant, iff
• they belong to the same group or for constraint related subjects r1 ∈

c1, r2 ∈ c2 holds sem(r1, r2) > η1
• and for two tasks t1 ∈ c1, t2 ∈ c2 holds sem(t1, t2) > η2

with η1, η2 ∈ I.

– subsumed, iff they are redundant and either c1 or c2 contains further infor-
mation related to its task.

– conflicting, iff either
• they belong to different groups or for constraint related subjects r1 ∈

c1, r2 ∈ c2 holds sem(r1, r2) < μ2

• and for two tasks t1 ∈ c1, t2 ∈ c2 holds sem(t1, t2) > μ1

with μ1, μ2 ∈ I or they are redundant but contain different time spans.

Definition 3 of redundant, subsumed, and conflicting constraint pairs is based
on a similarity function sim which operates on constraints that are reflected by
sentences. The similarity of sentences is computed within and across each group.

For this, all words need to be represented by word vectors. For computing
these vectors, several approaches have been proposed during the last years (e.g.,
[16,21]). In order to deliver reasonable results mostly large data collections for
training the model are needed. Therefore, we suggest to use a pre-trained model
or pre-trained word vectors for the language in which the documents are writ-
ten. The similarity between the word vectors is then computed using a distance
measure. For text mining tasks the cosine measure is a common choice [1]. The
final outcome is a similarity score which is, in the case of the cosine measure,
a value between −1 and 1, with 1 corresponding to absolutely similar, −1 not
similar at all, i.e., I := [−1, 1] in this case.

After applying the characteristics set out in Definition 3 the outcome is three
lists per method containing redundant, subsumed or conflicting constraints.

For the running example using term frequencies results in one pair of
subsumed constraints, (S5,S10) with a similarity score of ≈0.94031. These are
obviously subsumed since the first sentence explains in more detail what needs
to be done to address changes. No redundant or conflicting constraints are found
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which can be easily verified by a manual inspection of the given sentences. Exam-
ples of these types are given in the evaluation.

Using the second method, i.e., sentence structure delivers one pair of sub-
sumed constraints (S5,S10), no redundant and no conflicting constraints.

2.3 Post-processing

To make the derived information available for the user, a suitable visualization
is needed. In this approach a graph-based structure (so-called network map, cf.
Definition 4) is used but this step can be customized and any other representation
could be chosen. In the network map visualization each node corresponds to a
sentence and the edges indicate whether sentences are redundant, subsumed,
or contradicting. Edges representing redundant and subsumed connections are
labeled as r and s while contradicting ones are labeled as c.

Definition 4 (Constraint Network Map). A network map is a graph NM =
(C, E), with

– C being a set of nodes where each node c ∈ C corresponds to one constraint
– E ⊆ C × C being the edges.

Moreover, let w : E �→ RL := {r, s, c} be a function assigning a label to an edge
depending on the corresponding relation between the nodes that span the edge,
i.e., redundant (r), subsumed (s), conflicting (c).

Figure 5a displays the network map for the running example based on term
frequencies, Fig. 5b the network map for the running example based on the
sentence structure. Subsumed constraints are displayed as edges labeled s for
subsumed. Note that no redundant or conflicting constraints were found and
constraints that are not connected do not have a relation.

(a) Relations – term frequencies (b) Relations – sentence structure

Fig. 5. Relations – running example

Another possible post-processing strategy could be to transform each sen-
tence into a formal language in order to construct executable rules or models.
Many current approaches are capable of doing this but often conflicts, subsump-
tions or redundancies are not resolved correctly resulting in incomplete or con-
tradicting rules and models. By first applying the presented approach it might
be possible to resolve such clashes at all or at least in a shorter amount of time.
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3 Implementation

A prototypical implementation of the method described in Sect. 2 is provided
and used for the evaluation in Sect. 4. The prototype is written in Python 3
and integrates the NLP framework Spacy3, NLTK (cf. [6]) and WordNet4. This
decision relies on [2], which evaluated several state-of-the-art NLP frameworks.

First of all, the documents are transformed and prepared as described in
Sect. 2.1. Due to the variety of document formats it is difficult to provide a
generic implementation and further elaborating on this is beyond the scope of
the paper.

The first generic step which is carried out using Spacy is the chunking, pars-
ing, POS tagging and lemmatizing of sentences. As recommended, the large
model for the English language is used. There are three means on which the
grouping can be based on and which are applied after filtering the POS tagged
sentences for markers.

The first technique uses clustering based on term frequencies in combina-
tion with the k-means++ algorithm and can be applied if no additional informa-
tion is available and the set of documents is large. Since this correlates to parts
of the method presented in [26], the corresponding parts of the implementation
were migrated from R to Python 3 and integrated into the recent implemen-
tation. In the implementation TfIdf as well as k-means++ are taken from the
popular scikit-learn library [20].

For the remaining two techniques the grouping relies on a list of constraint
related subjects.

The second method exploits the sentence structure in order to derive such
a list. In particular the annotation attributes of Spacy Tokens are used. Note,
that during this process there are some properties that need to be taken care
of, e.g., compound terms must be considered as one constraint related subject
or plural and singular forms of terms should not form separate groups. For this,
POS and dependency tags are considered. To enhance the performance, the list
creation and shifting of sentences to their corresponding group is combined.

Extraction of constraint related subjects can also be based on external
information (in the evaluation an organizational chart is used) and integra-
tion of a lexical database for finding synonyms which is in our implementation
WordNet. Since, Spacy has no integration of WordNet, we rely on NLTK for
this step. An initial list is created from the external source and every term is
extended by its synonyms present in WordNet. Now that the list is given, each
sentence is processed again and shifted to its corresponding group.

The last step of the processing stage relates to finding relations between
pairs of constraints. As outlined in Definition 3, the similarity between sentences
needs to be computed. For this task it is either possible to train own word
vectors or to use Spacy’s similarity function which uses the cosine metric and
word vectors that were trained with the word2vec algorithm family [16]. Since

3 https://spacy.io.
4 https://wordnet.princeton.edu/.

https://spacy.io
https://wordnet.princeton.edu/


Detecting Constraints and Their Relations from Regulatory Documents 271

this is a pre-computed model it might happen that not every term has a vector
representation, so this needs to be checked and adapted if necessary.

After computing the similarity, all sentences above a certain threshold are
further examined whether they have the described characteristics for redun-
dancy, subsumption or conflict stated in Definition 3. Automating the detection
and comparison of time spans is the main challenge here. Simple functions like
isdigit() are not sufficient since digits can also be written out.

In the last step of the method, the results are displayed as network maps. For
drawing these graphs the NetworkX (cf. [12]) package is used. Each constraint
is integrated and colored based on its group. The edges are drawn whenever a
relation between a pair of constraints exists and labeled accordingly. For large
documents the result needs to be scalable and it should be possible to display
only particular groups.

4 Evaluation

For evaluating the approach a set of documents from the financial sector is used
and an expert was consulted in order to estimate the results. The first document
is the BCBS 239 5 which provides guidelines on risk management of financial
institutes. The second document is the Regulation 2016/867 6, which specifies
guidelines for credit management.

For gaining an overview of the documents and getting to know their struc-
ture an expert interview was conducted first. The expert emphasized that con-
straints always contain markers like shall, should and must. For testing the
third processing option (external information sources) an organizational chart
of the experts company is integrated.

Before starting the analysis, several questions were stated, e.g., Did the app-
roach find sentences which do not contain constraints? or Were the relations
between constraints correctly drawn, i.e., how precise is the approach?.

The precision can be measured by the ratio between the number of the inter-
section of relevant sentence pairs and all retrieved sentence pairs divided by the
number of retrieved sentence pairs,

Precision =
|{relevant pairs} ∩ {retrieved pairs}|

|{retrieved pairs}| .

Relevant in this case means, that a pair is a pair that is indicated by the domain
expert to be in the correct group of relations.

Both documents are given in PDF format, and thus first of all transformed
into plain text format. Afterwards, the table of contents and references, as well as
the introductions are removed and each document is fragmented into sentences
and POS tagged. Constraints are filtered out using markers and lemmatized for
the processing stage. Each of the three methods is applied on the resulting aggre-
gated set of constraints and the thresholds are set to τ = 0.97, η1 = 0.8, η2 = 0.5.
5 https://www.bis.org/publ/bcbs239.pdf.
6 https://eur-lex.europa.eu/eli/reg/2016/867/oj.

https://www.bis.org/publ/bcbs239.pdf
https://eur-lex.europa.eu/eli/reg/2016/867/oj
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Term Frequencies: Choosing k = 15 results in clusters containing between 6
and 38 constraints.

The number of redundant constraints is 42, among which 10 have a similarity
score of 1.0. This is due to the fact that the sentence In the case of natural
persons being affiliated with instruments reported to AnaCredit, no
record for the natural persons must be reported. appears five times in
Regulation 2016/867 in five different sections. Another example of a redundant
pair of constraints is

– If a change takes place, the records must be updated no later
than the monthly transmission of credit data for the reporting
reference date on which the change came into effect.

– If a change takes place, the records must be updated no later
than the monthly transmission of credit data for the reporting
reference date on or before which the change came into effect.

with a similarity score of ≈0.99897. This pair could also be viewed as subsumed
but the difference is so little that the approach detects a redundancy in this case,
which is fine according to the consulted domain expert.

The number of subsumed constraint pairs is 10. An example is

– Supervisors should have and use the appropriate tools and re-
sources to require effective and timely remedial action by a
bank to address deficiencies in its risk data aggregation
capabilities and risk reporting practices.

– Supervisors should require effective and timely remedial action
by a bank to address deficiencies in its risk data aggregation
capabilities and risk reporting practices and internal
controls.

with a similarity score of ≈0.98628.
In addition, 6 conflicting pairs of constraints are retrieved, e.g.,

– For observed agents that are resident in a reporting Member
State, NCBs shall transmit monthly credit data to the ECB by
close of business on the 30th working day following the end of
the month to which the data relate.

– For observed agents that are foreign branches not resident in a
reporting Member State, NCBs shall transmit monthly credit data
to the ECB by close of business on the 35th working day
following the end of the month to which the data relate.

with a similarity score of ≈0.99669. Having a closer look at this pair of constraints
and also according to the expert, revealed that this is not a conflicting constraint
pair. It rather indicates a decision, i.e., whether an observed agent is resident
in a reporting member state or not which must be considered by a user who
wants to implement these constraints. This corner case is difficult to detect by
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automated approaches because the conflict of time intervals is refuted by the
opposite subjects indicated by a negation.

Structure of Sentences: The approach delivers 56 constraint related subjects
forming also 56 groups which contain between 1 and 22 sentences.

It can be recognized that lemmatization of words did not work out entirely,
since, e.g., bank and banks formed separate groups. In addition, an exceptional
case can be seen. Procedures should be in place to allow for rapid
collection and analysis of risk data and timely dissemination of
reports to all appropriate recipients. This should be balanced
with the need to ensure confidentiality as appropriate. In this case
this refers to the preceding sentence as such.

Redundant pairs of constraints have similar lemmatized constraint related
subjects and similar lemmatized tasks. The approach yields 42 of these, e.g.,

– 4.4 The records must be reported no later than the monthly
trans- mission of credit data relevant for the reporting
reference date on or before which the instrument was registered
in AnaCredit.

– If a change takes place, the records must be updated no later
than the date of the monthly transmission of credit data that
is relevant for the reporting reference date on or before which
the change came into effect.

having a similarity score of ≈0.97818. The pairs differ slightly from the ones
detected by the previous method. The redundant constraint pairs with similarity
score 1.0 which were found using term frequencies are not present in this set.
The pattern ((compound) subject + word) fails in this case and therefore the
sentence is not considered anymore. One possibility to tackle this issue might be
to introduce a group “undefined”.

Two subsumed pairs of constraints are found, e.g.,

– Reports should include an appropriate balance between risk
data, analysis and interpretation, and qualitative
explanations.

– Reports should reflect an appropriate balance between detailed
data, qualitative discussion, explanation and recommended
conclusions.

having a similarity score of ≈0.97119.
The same conflicting pairs of constraints like before are obtained.

External Information Sources: To apply the third method, an organizational
chart is used for manually deriving the list of constraint related subjects. It is
used for grouping the sentences and consists in this case of 15 terms (before
it is extended by synonyms). Such an organizational chart contains a graphical
representation of the relation of one official and its department to another within
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an organization. Consequently, the grouping is structured among departments.7

If a sentence cannot be assigned to one of the terms from the list it is shifted
to a default group. Altogether, 7 groups of size 1 to 131 are received whereupon
the default group is the largest one.

This method delivers 56 redundant constraints, 14 subsumed and the same
6 conflicting constraints as before. The redundant ones are the same when com-
bining the previous two approaches. A difference can be seen regarding the set
of subsumed constraints. In this case four constraints that are not present in the
previous sets are given, e.g.,

– A bank’s risk data aggregation capabilities should ensure that
it is able to produce aggregate risk information on a timely
basis to meet all risk management reporting requirements.

– Risk management reports should be accurate and precise to
ensure a bank’s board and senior management can rely with
confidence on the aggregated information to make critical
decisions about risk.

with a similarity score of ≈0.97116.
Finally, the quality of the overall method and of every processing option

needs to be assessed. For the overall method, it can be stated that every sen-
tence that was marked as constraint truly is a constraint, so the approach did
not deliver false positives. What can be taken into account for comparing the
three processing strategies is, e.g., the number of created groups. A large number
of groups enables a differentiated view on the data but can be to fine-granular,
e.g., the second method delivered groups containing only one sentence. On the
other hand, the third method created few groups but these are not very distinc-
tive. Therefore, a good balance between the number of groups and the therein
contained sentences should be targeted. The first method fulfills this criterion
best. For estimating the quality of the derived relations the precision scores for
each method are summed up in Table 1.

Table 1. Precision scores

Redundancy Subsumption Conflict

Term frequencies 69% (77%) 50% (65%) 0%

Sentence structure 54% (60%) 100% (100%) 0%

External information 64% (69%) 50% (61%) 0%

A domain expert checked each detected pair and decided whether it is in the
right category or not. Some sentences were half half, i.e., they can be partly seen
as redundant or subsuming. The score in brackets indicates this by weighting
7 Another possibility is to use a glossary and carry out the grouping based on the

therein contained terms.
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these sentences in the computation with 0.5, while the other score counts them
as false positives and is therefore a bit lower. The overall outcome is, compared
to state-of-the-art approaches fine, when considering that no restrictions were
imposed on the input text (for more details cf. [24]). The precision of conflict is
0% because of the before mentioned corner case of two conflicting characteristics
that cancel out. Moreover, the expert indicated that no conflicts are present
in the documents. Conflicts might arise when updated versions of a document
are considered, i.e., a new constraint causes a conflict compared to an old one.
Evaluating the approach on such a set of documents is planned as future work.

Post-processing
The results for the last method (external information) are schematically visual-
ized in Fig. 6 to demonstrate how a user could benefit from the derived results.

Fig. 6. Visualization – results external information

The grouping of constraints is reflected by the different colors of nodes and
their regional proximity. A user can now select the subset of constraints that he
wants to have a closer look at. Moreover, he can view the relations and sentences
in more detail as indicated by the box in the right lower corner.

5 Discussion and Limitations

Ambiguity of Language: Since natural language can be versatile the com-
pleteness of markers is hard to estimate. Also, extracting synonyms can be a
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challenge since meanings of words differ when the context is changing. Using
domain specific ontologies might overcome this issue. During the evaluation we
also observed that, e.g., searching for time spans is not straight forward and sev-
eral iterations of implementations are needed in order to get reasonable results.

Choosing a NLP Framework: There are lots of NLP frameworks available
and many of them provide different features. The quality of the results relies on
their capabilities to parse information correctly. As it could be demonstrated in
the evaluation, lemmatization was not carried out correctly for each case. (Man-
ual) adoptions tailored to the regarded document collection might be necessary.

Integration of External Information: Another task that requires manual
inspection is the integration of external information for deriving the list of con-
straint related subjects. Again, this step relies on the input format and tools
that are used and is therefore difficult to automate.

Selection of Thresholds: A common challenge in data mining applications is
the selection of parameters and thresholds. This approach is no exception.

6 Related Work

Most approaches in the business process compliance domain focus on creating
business process models from natural language text but not on retrieving con-
straints as it is the target of this paper. [11] investigated BPMN model creation
from text artefacts, [3] derived BPMN models based on group stories while [25]
studied the creation from use cases. [10] present an approach for BPMN process
model generation from natural language text which is the current state-of-the-
art. The determination of UML models is targeted by [7,18]. An approach for
creating formal models for use in information systems development using the
Semantics of Business Vocabulary and Business Rules (SBVR) standard is pre-
sented in [24]. Each of these approaches mostly either requires rather structured
input data (sometimes combined with additional information) or produces mod-
els that lack precision.

An approach focusing on the extraction of rules is, e.g., [5] which extracts
SBVR rules from natural language text but still needs a domain specific model
is needed. Our approach does not require such information. [9] outline a method
for extracting rules from legal documents by using logic-based as well as syntax-
based patterns.

Resolving relations between sentences containing constraints is not discussed
in any of the mentioned approaches but might help to improve derived business
rules and process models.

7 Conclusion and Future Work

In this paper an approach for grouping sentences containing constraints and
resolving relations between them was presented. Relations could be resolved
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based on a characterization of redundancy and conflict. A state-of-the-art NLP
framework as well as common data mining algorithms were used for implement-
ing the method. The evaluation was carried out on a set of documents from the
financial sector and the results were assessed by a domain expert.

The most crucial target of future work is to evaluate to what extent our
method can resolve the lack of precision generated by state-of-the-art approaches
for process rule and model extraction from natural language text. Besides that,
we plan to further extend the evaluation in order to improve the implementation
by covering more exceptional cases. Another interesting point is to consider sets
of documents that consist of updated versions of one document and to retrieve
examples of constraint pairs that changed during the versions. This might help
to manage and update business rules accordingly. Creating an interactive visu-
alization that integrates the original documents is also envisaged.
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Abstract. Business process management has become an increasingly
present activity in organizations. In this context, approaches that assist
in the identification and documentation of business processes are pre-
sented as relevant efforts to make organizations more competitive. To
achieve these goals, business process descriptions are considered as a
useful artifact in both identifying business processes and complement-
ing business process documentation. However, approaches that auto-
matically generate business process descriptions do not explain how the
sentence templates that compose the text were selected. This selection
influences the quality of the text, as it may produce ambiguous or non-
recurring sentences, which could make it difficult to understand the pro-
cess. In this work, we present an empirical analysis of 64 business process
descriptions in order to find recurrent sentence templates and filter them
for ambiguity issues. The analysis made it possible to find 101 sentence
templates divided into 29 categories. In addition, 13 of the sentence tem-
plates were considered to have ambiguity issues based on the adopted cri-
teria. These findings may support other approaches in generating process
descriptions more suitable for process analysts and domain experts.

Keywords: Business Process Model and Notation
Natural language processing · Sentence template · Ambiguity

1 Introduction

In order to stay competitive, organizations need to document and manage their
business processes. Approaches related to process descriptions and Business Pro-
cess Model and Notation (BPMN) can help them to achieve these goals. The
combination of distinct approaches can improve understanding of the process as
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they provide different perspectives on it [21,23]. Several proposals have been pre-
sented with the goal of contributing to the relationship between texts and process
models in different scenarios, such as: automatic generation of process descrip-
tions from process models [17,18,20], automatic generation of process models
from process descriptions [8,14,15,25], process mining from natural language
text [5,6,10,19], identification of business process elements in natural language
texts [12], integration between texts and process models [16] and verification of
conformity between texts and process models [1,3,24].

A number of the proposed approaches related to this context use sentence
templates to generate or transform process descriptions. However, the corre-
sponding related works do not explain how the sentence templates that compose
the process description were selected and this information is important, as it
directly interferes with the quality of the text. Sentence templates not carefully
selected may produce sentences with ambiguity problems that may not be under-
stood by the stakeholders of the business processes, such as process analysts and
domain experts.

Furthermore, this work aims to help in the development of an approach that
generates process-oriented texts from natural language texts. In the context of
this approach, a process-oriented text is defined as a text that is both structured
and capable of maintaining the maximum information related to the business
process. In addition, it is expected to verify that the business process described
in the text conforms to the BPMN specification. The approach consists of five
stages: input data, text reading, BPMN verification, text writing and text out-
put. Firstly, a natural language text is given as input to the input data (i.e.,
input data stage). Then the approach reads the natural language text and pro-
duces an intermediate structure (i.e., text reader stage). Then, the intermediate
structure is used to verify the process described by the text (i.e., BPMN veri-
fication stage) and to generate the text writer (i.e., text writer stage). Finally,
the verification and the structured text are combined for the generation of the
process-oriented text (i.e., output text stage). Figure 1 shows the approach with
its respective stages. This paper seeks to contribute with the sentence templates
repository presented in stage “4. Text writer”.

Fig. 1. Process-oriented text generation.
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In this context, this work proposes an analysis to identify sentence templates
that are common in processes descriptions and that causes less ambiguity prob-
lems, so the findings can be useful in writing new process descriptions. For this,
an empirical analysis of 64 texts describing business processes was performed.
These texts were taken from the book Fundamentals of Business Process Man-
agement [9] and Friedrich [13]. Moreover, an investigation of ambiguity issues in
process descriptions was carried out based on the literature and on the sentence
templates identified. This paper presents the results of these analyses.

A total of 101 sentence templates was found, divided into 29 categories based
on three criteria, namely: source, target and relationship. Six types of ambiguities
were identified and, when compared with the found sentence templates, enabled
us to define 13 templates related to ambiguity issues.

The remainder of this paper is organized as follows: Sect. 2 presents BPMN
as background of the presented research. Section 3 presents the method used to
identify and classify sentence templates as well as the identified ambiguity issues.
Section 4 reports the results analysis. Section 5 contemplates the applications of
this work, as well as discusses the results obtained. Section 6 presents the related
work. Finally, Sect. 7 presents the final conclusions.

2 Background

The BPMN is a standard for process modeling maintained by the Object Man-
agement Group (OMG) [22]. BPMN includes five elements categories: flow
objects (activities, events and gateways), data (data objects, data inputs, data
outputs and data stores), connecting objects (sequence flows, message flows,
associations and data associations), swimlanes (pools and lanes) and artifacts
(groups and text annotations). In this work, the focus is on flow objects, swim-
lanes and connecting objects because they are used for the identification and
classification of sentence templates.

Regarding flow objects, activities can be defined as a task that a company
performs in a process. An activity can be atomic or non-atomic and is repre-
sented as rounded boxes. Events are represented as circles and indicate where
a particular process starts (start event) or ends (end event). Moreover, there
are events that can occur between a start event and an end event (intermediate
event) which can affect the flow of the process but cannot start it or end it.
Finally, gateways are represented as a diamond shape and are responsible for
controlling divergence (split) and convergence (join) of sequence flows in a pro-
cess. There are six different types of gateways which differ in both the logic that
they execute and the representation placed within the gateway diamond. Among
them, it can be highlighted: exclusive gateway (XOR, represented with or with-
out a “X” marker), where the decision making leads to the execution of exactly
one path; parallel gateway (AND, represented with a “+” marker), where all
possible paths must be executed; and inclusive gateway (OR, represented with a
“O” marker), where decision making leads to the execution of at least one path.

In relation to swimlane, a pool represents a participant in a business process.
A pool is graphically represented as a container that partitions a process from
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other participants. If a pool does not contain a process, it is considered as a
black box. Lane, on the other hand, are the partitions used to organize and
categorize activities within a pool. Lanes are often used for representing internal
roles (e.g., Manager, Associate), systems (e.g., an enterprise application), or an
internal department (e.g., shipping, finance).

Regarding connecting objects, sequence flows are used to show the order of
flow objects in a process. A sequence flow is represented as a solid single line
with a solid arrowhead. A message flow represents the flow of messages between
two different participants and is represented as a dashed single line with an open
circle line start and an open arrowhead line end. In addition, an association is
used to link information and artifacts with flow objects. Data associations, on
the other hand, are used to relate data objects and activities. Both association
and data association are represented as a dotted single line.

Fig. 2. Example of BPMN model: computer repair.

Figure 2 presents an example of a BPMN process model composed by one
start event, five activities, one exclusive decision gateway (XOR-split), one exclu-
sive merge gateway (XOR-join) and one end event. After the process starts, an
activity is executed (called “Make evaluation”). Then, there is a decision making
in which only one of three possible paths can be followed. After one path is fol-
lowed, the process returns to the main path, another activity is performed and
the process ends. A possible description of the process shown in Fig. 2 can be
seen in Fig. 3. The relationships between the text and the model are evidenced
through sx, where x refers to the sentence number in the text.

3 Sentence Templates and Ambiguity Issues

This section presents the method used to identify the sentence templates.
The process descriptions used in the analysis came from two different sources.

Only process descriptions in English were considered, as templates are very sensi-
tive to the language. Firstly, 47 process descriptions present in Friedrich [13] were
identified. From this first source, 17 process descriptions were disregarded for the
following reasons: they were translated from another language through machine
translation services (14 texts), were duplicated (2 texts) or had a description
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(s1) The repair department of the company X performs repairs of computers and
printers. (s2) Once a computer with problems arrives, the technician must perform
an evaluation. (s3) In case it is a software problem, the technician must format
the computer. (s4) For the case that it is a hardware problem, the technician must
replace the part and fill out the part replacement form. (s5) This form must contain
the part identification code and the technician’s signature. (s6) On the other hand,
if no problem is found, no modification should be made to the computer. (s7) The
process finishes after the technician completes the repair form.

Fig. 3. Example of process description: computer repair.

format based on enumeration (1 text). Secondly, 34 process descriptions from
the book Fundamentals of Business Process Management [9] were identified. The
final set of 64 process descriptions, as well as their respective sources and types
are presented in Table 1.

Table 1. Data sources.

Source Amount Type

HU Berlin 4 Academic

TU Berlin 2 Academic

QUT 8 Academic

TU Eindhoven 1 Academic

Vendor Tutorials 4 Industry

inubit AG 3 Industry

BPM Practitioners 1 Industry

BPMN Prac. Handbook 3 Textbook

BPMN M&R Guide 4 Textbook

Fundamentals of BPM 34 Textbook

Total 64 –

The following subsections present the procedures followed to: (Sect. 3.1) pre-
pare the sentences, (Sect. 3.2) identify and classify the sentence templates and
(Sect. 3.3) address the ambiguity issues.

3.1 Preparation of Sentences

In this first stage, the sentences are prepared for the identification and classifi-
cation of sentence templates. For this, the sentences of a process description are
modified to become more generic.
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A business process description may contain snippets of text that are directly
related to the process context. As an example, the sentences “The manager must
sell the product” and “The salesman must sell the product” are identical, except
by who carries out the activity of selling the product. This difference can hinder
the identification and classification of sentence templates, since these sentences
can be considered as different sentence templates. In this sense, a term capable
of representing both “manager” and “salesman” could be used in order to make
these two sentences equal and, consequently, to define both as the same sentence
template. Thereby, the process descriptions were previously analyzed and four
different placeholders were created with the goal to replace in the sentences
the snippets related to the context by more generic information. The created
placeholders are: role, condition, number and object.

The placeholder role is associated with the role responsible for performing
a particular action. In relation to the business process model, a role could be
considered as a participant. As an example, in the sentence “The process finishes
after the technician completes the repair form.”, once the technician is the one
performing the action, the word “technician” can be replaced by the placeholder
role. Therefore, the sentence after the modification would be written as “The
process finishes after the role completes the repair form”.

The placeholder condition aims to define some condition that needs to be
satisfied for a given flow to occur. Normally, the condition appears in a business
process model as a label that tracks the output sequence flow of an exclusive or
inclusive gateway. For instance, in the sentence “In case it is a software problem,
the technician must format the computer.” it is possible to observe that to be
done the activity of formatting the computer must exist before the condition “it
is a software problem”. Therefore, this condition will be replaced in the text by
the placeholder condition. Moreover, the technician can also be replaced in this
sentence by the placeholder role.

The placeholder number is used to represents a certain amount of process
elements or paths in a process model. As an example, in the sentence “After
all five activities are completed, the process ends.”, the amount “five” can be
replaced by the placeholder number.

Finally, the placeholder object can represent the business object to which the
sentence refers. For instance, in the sentence “The car can be sold by the manager
or the seller”, the business object “car” can be replaced by the placeholder object.
In addition, the placeholders role 1 and role 2 could be created to represent the
manager and seller respectively.

After the preparation stage, the modified sentences containing placeholders
will be used for the identification and classification of sentence templates.

3.2 Identification and Classification of Sentence Templates

In the context of this work, a sentence template was considered as each pattern
present in a sentence that is able to describe one or more process elements.
These process elements appear in the template as placeholders to be replaced.
For the scope of this paper, a reduced set of elements is taken into account to
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find sentence templates, being: activity (Ac), AND-split (G+s), AND-join (G+j),
XOR-split (GXs), XOR-join (GXj), OR-split (GOs), OR-join (GOj), start event
(Es), intermediate event (Ei), end event (Ee). In addition, “empty” is used to
define paths without elements (e.g., Fig. 2, s6).

In order to identify a sentence template, it is necessary to identify beforehand
the process elements in the text. Although there are works that contribute to the
automated identification of process elements in texts, to the best of our knowl-
edge, there is no approach capable of extracting the process elements in a textual
description with complete precision [10,12,14]. In addition, automated identi-
fication approaches can draw incorrect conclusions about a process by making
assumptions about texts that allow for multiple interpretations [2]. Therefore, an
automated analysis of sentence templates could be compromised by the selected
approach of extracting process elements, so the identification of the sentence
templates was carried out manually.

The identification and classification of sentence templates were carried out
in parallel. In the context of this paper, each sentence template is considered as
composed by the following elements:

– Target: the set of process elements described by the sentence template. A
target must appear in the sentence, even if implicitly (i.e., without a place-
holder to fill with the process element).

– Relationship: how the process elements in the sentence are associated to
each other: none (RN ), composed by 0 or 1 process element; sequential (RS),
one element follows the other; exclusive (RX); inclusive (RO); and parallel
(R+).

– Source: the process element that occurs immediately before the analyzed
sentence. As in the BPMN specification [22], the source can be understood as
the element prior to the currently described element connected by a sequence
flow. A source may or may not be evidenced in the sentence.

As an example, for the process description presented in Fig. 3 (corresponding
to the BPMN model depicted in Fig. 2), five sentence templates were identified,
two of which has target with the sequential relationship (s4, s7) and three has
target with the none relationship (s2, s3, s6). In the sentence s2, it is possible
to define the sentence template “Once Es, the role must Ac”, where Es is the
source evidenced in the sentence template, Ac is a placeholder for an activity
described in the target and role refers to some participant in the process that
performs the activity Ac. The sentences s3, s4 and s6 have as source a XOR-split
gateway not evidenced in the sentence template. In addition, the sentence s7 has
as its source a XOR-join gateway and as target an activity (Ac) and an end event
(represented implicitly by “The process finishes after”). Not all sentences in a
text are necessarily mapped to a sentence template, since process descriptions
can be composed by other information, such as statements that contextualize
the process (s1) and statements that detail an activity or business rule (s5).

In order to identify the sentence templates, each process description was
inserted into a spreadsheet, as illustrated in Table 2. In the spreadsheet, each
line represents one sentence and the columns represent the following attributes:
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sentence, sentence template ID (i.e., the ID of the sentence template that can
be a number or “none”) and sentence template.

Table 2. Example of identification of sentence templates.

Process description: computer repair

Sentence Sentence
template ID

Sentence template

The repair department of the company X
performs repairs of computers and
printers

None

Once a computer with problems arrives,
the technician must perform an
evaluation

3 Once Es, the role must Ac

In case it is a software problem, the
technician must format the computer

10 In case condition, the role must
Ac

For the case that it is a hardware
problem, the technician must replace the
part and fill out the part replacement
form

25 For the case condition, the role
must Ac and Ac

This form must contain the part
identification code and the technician’s
signature.

None

On the other hand, if no problem is
found, no modification should be made to
the computer

1 On the other hand, if condition,
empty

The process finishes after the technician
completes the repair form

8 The process finishes after the
role Ac

After all the sentence templates were identified, they were grouped into cat-
egories based on source, target and relationship. As a result, each category is
composed by sentence templates that can be replaced in a process description
and represent the same information. As an example, the sentence s3 is defined as
a sequential relationship between a XOR-split (source) and an activity (target).
This sentence can be rewritten by another sentence template that have the same
properties, therefore the same category, such as: “Once condition, the role needs
to Ac”.

The analysis of sentence templates was done in two different manners, namely
atomic level analysis and group level analysis. At the atomic level analysis, it
is considered that if two sentences have the same text, but represent different
process elements in the source, they are defined as two distinct sentence tem-
plates. For example, sentences “When a computer with problems arrives, the
technician must perform an evaluation.” and “When performing a repair, the
technician must perform an evaluation.” are defined as different sentence tem-
plates because they have different process elements in the source, being respec-
tively: “When Es, Ac.” and “When Ac, Ac.”. On the other hand, at the grouped
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level it is considered that different possible process elements can be translated as
the same sentence template. In this case, the two sentence templates described
above can be viewed as a single sentence template (i.e., “When (Ac or Es), Ac.”),
capable to have as source either an activity or a start event.

To facilitate the categorization of sentence templates, a notation was cre-
ated based on the previously defined criteria. Sti = Rs(source, target) can
be interpreted as: there is a sentence template Sti that starts from a source,
can describe a target and is associated through a sequential relationship Rs.
In the case of atomic level analysis, a source is a process element. On the
other hand, in the case of group level analysis a source is a set of possible
process elements (e.g., Ac|GXs|G+s). A target can be described as target =
Rx(component1, ..., componentn), i.e., a target is a set of components that relate
to each other through a relationship Rx. Finally, a component can be a process
element, empty, or another target. Thus, two different sentence templates belong
to the same category if they share the same notation, which means to start from
the same source and reach the same target.

3.3 Ambiguity in Sentence Templates

After the identification and classification of the sentence templates, they were
analyzed in relation to ambiguity issues. A sentence template was considered
ambiguous when it allows multiple interpretations of the process. To identify
common ambiguity issues in process descriptions, two approaches were carried
out: analysis of the literature and analysis of the sentence templates.

As for the analysis of the literature, works related to ambiguity in process
descriptions were investigated. Although some works related to this subject were
found, only a few of them [1–4] presented cases of ambiguity. This analysis of the
literature made it possible to find eight ambiguity problems that were categorized
into five different types of ambiguity.

In terms of the analysis of the sentence templates, two independent tasks
were conducted. In the first part, an analysis of each sentence template was
carried out individually in order to identify ambiguity issues. In the second part,
an analysis was carried out involving the combination of sentence templates. For
the latter case, sentence templates that share the same description, but do not
have the same classification (i.e., source, target or relationship) were considered
candidates for ambiguity issues.

Table 3 presents the six different types of ambiguities that were identified in
this work, with their respective identifiers (AmbiID), descriptions, examples and
source.

4 Results and Analysis

After analyzing the process descriptions in an atomic level, it was possible to
obtain a set of 101 sentence templates for 29 categories. Of these, 13 sentence
templates were classified as having one of the six ambiguity issues. Tables 4,
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Table 3. Identified ambiguity issues.

AmbiID Description Example Source

Ambi1 The term “and” can have
different meanings, such as:
sequence, dependence,
parallelism, contrast

The employee must update
the document and prepare
the product for shipping

- Akbar et al.
[4] - van der Aa
et al. [2,3]

Ambi2 The terms “or” and

“sometimes” may raise

doubts whether it includes

or is mutually exclusive to

the different alternatives

(1) The document is

accepted or denied. (2) The
bicycle can be mounted
orpainted

- Akbar et al.

[4] - this paper

Ambi3 The term “latter” usually
does not make clear to what
previous activities it refers

In parallel to the latter
steps...

- van der Aa et
al. [2,3]

Ambi4 The terms “meanwhile”,
“concurrently”, “meantime”,
“in the meantime” and “at
the same time” make it
difficult to specify which sets
of activities they refer to

In the meantime,the sales
department must prepare the
receipt

- van der Aa et
al. [3] - this
paper

Ambi5 Repetitions usually not clear
what activities should be
performed again

The previous steps must be
repeated

- van der Aa et
al. [1–3]

Ambi6 The term “while” can mean
simultaneity or concession

Whileit is true that the
company has the money,
they can’t build the houses

- this paper

5 and 6 show the sentence templates for each one of the 29 categories (CID),
with their respective category notation. Each sentence template has a specific
identifier presented in the “StID” column. In addition, the number of times each
sentence template appeared in the process descriptions analyzed is presented in
the “N” column. Moreover, the ambiguity issues identified for each sentence
template, when identified, is presented in the “AmbiID” column, based on the
elements in Table 3.

Of the identified sentence templates, the most recurrent is “If condition, Ac.”
(St71), from category C18, which appeared 81 times. It is possible to observe
that this sentence template is fairly recurrent in process descriptions because
the two sentence templates that appear the most after this first (i.e., St1 and
St36) were identified only 15 times. Moreover, the category that presented the
largest diversity of sentence templates is C1, with 19 distinct sentence templates,
followed by C18 (with 12) and C3 (with 10).

In terms of ambiguity, the type that appeared most in the sentence templates
is related to the term “and” (Ambi1), having occurred five times. Moreover,
Ambi2 appeared three times, followed by both Ambi4 and Ambi6 (2 times), and
Ambi5 (1 time). In addition, in the identified sentence templates no case was
found related to the ambiguity Ambi3.
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Table 4. Atomic sentence templates by category – 1.

CID Notation StID Sentence template N AmbiID

C1 RS(Ac, RN (Ac)) St1 Once Ac, Ac 15

St2 Then Ac 13

St3 When Ac, Ac 11

St4 After Ac, Ac 10

St5 Next Ac 5

St6 Afterwards, Ac 4

St7 As soon as Ac, Ac 3

St8 Subsequently Ac 3

St9 The role then Ac 3

St10 Upon Ac 3

St11 After that Ac 2

St12 Likewise Ac 2

St13 Ac, after which Ac 1

St14 Immediately after Ac, Ac 1

St15 In addition to Ac, Ac 1

St16 In the following Ac 1

St17 Moreover, Ac 1

St18 Thereafter Ac 1

St19 Therefore Ac 1

C2 RS(Ac, RN (Ee)) St20 After Ac, the process ends 1

St21 After all number activities are completed
the process ends

1

St22 For role the process ends then 1

St23 The process ends here 1

St24 The process finishes only once Ac 1

C3 RS(Ac, RN (GXs)) St25 After Ac, the object may lead to number
possible outcomes: condition or condition

2 Ambi2

St26 After Ac, it is checked whether condition 1

St27 After Ac, the role can either condition,
condition or condition

1

St28 After Ac, the role investigates whether
condition or condition

1

St29 After Ac, the role may either condition
or condition

1

St30 One of the number alternative process
paths may be taken

1

St31 The role can either condition or condition 1

St32 The role can then condition or condition 1 Ambi2

St33 This procedure is repeated for each
condition

1 Ambi5

St34 When Ac, it is first checked whether

condition

1
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Table 5. Atomic sentence templates by category – 2.

CID Notation StID Sentence template N AmbiID

C4 RS(Ac, RN (GXj)) St35 Then the process continues normally 1

C5 RS(Ac, RS(Ac, Ac)) St36 Ac and Ac 15 Ambi1

St37 Also Ac and Ac 1 Ambi1

C6 RS(Ac, RS(Ac, Ac, Ac)) St38 Ac and Ac and Ac 1 Ambi1

St39 First Ac, then Ac, and finally Ac 1

C7 RS(Ac, RS(Ac, Ee)) St40 Ac, which ends the process 2

St41 Finally, Ac 2

St42 The process completes with Ac 2

St43 Ac, then the process ends 1

St44 After Ac, this process path ends 1

St45 Afterwards, Ac and finishes the process
instance

1

St46 The process finishes when Ac 1

C8 RS(Ac, RS(Ac, GXs)) St47 The role Ac and may decide to either Ac

or Ac

1 Ambi1

C9 RS(Ac, R+(Ac, Ac)) St48 While Ac, Ac 2 Ambi6

St49 Next, Ac while Ac 1 Ambi6

St50 Once Ac, Ac and meantime Ac 1

C10 RS(Ac, RX(Ac, Ac)) St51 After Ac, the role either Ac or Ac 1

St52 When Ac, the role may either Ac or Ac 1

C11 RS(Ac, RX(Ac, Ac, Ac)) St53 Sometimes Ac, sometimes Ac and
sometimes Ac

1 Ambi2

C12 RS(Ac, RO(Ac, Ac)) St54 object may be Ac from either role 1 or
role 2 or from both

1

St55 The role may either Ac or also Ac 1

C13 RS(Ei, RN (Ee)) St56 After role Ei, the process flow ends 1

C14 RS(Es, RN (Ac)) St57 The process starts with Ac 7

St58 The process starts when Ac 6

St59 First, Ac 3

St60 The process starts by Ac 2

St61 When Es, Ac 2

St62 Whenever Es, Ac 2

St63 After the process starts, Ac 1

St64 The process is triggered by Ac 1

St65 The process starts once Ac 1

C15 RS(Es, RS(Ac, Ac, Ac)) St66 Ac and Ac and Ac 1 Ambi1

C16 RS(G+s, RN (Ac)) St67 In the meantime, Ac 2 Ambi4

St68 At the same time, Ac 1 Ambi4

C17 RS(G+j , RN (Ac)) St69 Afterwards, Ac 2

St70 After each of these activities, Ac 1
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Table 6. Atomic sentence templates by category – 3.

CID Notation StID Sentence template N AmbiID

C18 RS(GXs, RN (Ac)) St71 If condition, Ac 81

St72 Otherwise, Ac 10

St73 In this case Ac 7

St74 In case condition, Ac 3

St75 For the case condition, Ac 2

St76 condition, in which case Ac 1

St77 condition, otherwise Ac 1

St78 However, if condition, Ac 1

St79 In that case, Ac 1

St80 In the latter case, Ac 1

St81 On the other hand, if condition Ac 1

St82 Sometimes condition, then Ac 1

C19 RS(GXs, RN (Ee)) St83 If condition the process will end 1

St84 In the former case, the process
instance is finished

1

C20 RS(GXs, RN (G+s)) St85 This action consists of number
activities, which are executed in an
arbitrary order

1

C21 RS(GXs, RN (GXs)) St86 If condition, this results in either
condition or condition

1

C22 RS(GXs, RS(Ac, Ac, Ac)) St87 If condition, role may need to first Ac,
then Ac and finally Ac

1

C23 RS(GXs, R+(Ac, Ac)) St88 Once condition, Ac and meantime Ac 3

C24 RS(GXs, RX(Ac, Ac)) St89 If condition, Ac, otherwise Ac 4

St90 In case condition, Ac, otherwise Ac 1

St91 role either Ac or Ac 1

C25 RS(GXs, RX(Ac, Ee)) St92 If condition Ac, otherwise the process
is finished

1

C26 RS(GXs, RX(Ac, empty)) St93 If condition, Ac, except if condition 1

St94 In case condition, Ac otherwise the
process continues

1

C27 RS(GXj , RN (Ac)) St95 In any case, Ac 4

St96 In either/any case, Ac 1

St97 Once one of these number activities is
performed, Ac

1

St98 The process then continues with Ac 1

C28 RS(GXj , RS(Ac, Ee)) St99 Afterwards, Ac and the process
completes

1

St100 Finally, Ac 1

C29 RS(GXj , R+(Ac, Ac)) St101 Then, two current activities are
triggered, Ac and Ac

1
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Furthermore, it is possible to notice that not all relationships between process
elements are explored in Tables 4, 5 and 6. This occurs because some relationships
that occur in the model are not explicitly transformed into sentences. Also,
there are some relationships that appear less frequently than others in the texts
considered.

In the group level analysis, the atomic level sentence templates that share
the same target but presents different process elements as sources were grouped.
From the data collected in the atomic level analysis, it was possible to identify 8
sentence templates that were transformed into four grouped sentence templates.
Table 7 presents the grouped sentence templates. In this table are presented
the new notations able to represent the grouped sentence templates, as well as
the new sentence templates. In addition, the identifier of the atomic sentence
templates used in each grouped sentence template are presented in the “StID”
column. Finally, as in atomic level analysis, the number of times each grouped
sentence template appeared in the process descriptions analyzed is presented in
the “N” column.

Table 7. Grouped sentence templates.

Notation Sentence template StID N

Rs(Ac|Es, Rn(Ac)) When Ac|Es, Ac St3, St61 13

Rs(Ac|G+j , Rn(Ac)) Afterwards, Ac St6, St69 6

Rs(Ac|GXj , Rs(Ac, Ee)) Finally, Ac St41, St100 3

Rs(Ac|Es, Rs(Ac, Ac, Ac)) Ac and Ac and Ac St38, St66 2

5 Discussion

The identified sentence templates can help approaches for identification of pro-
cess elements in natural language texts and for automated creation of business
process descriptions. For identification of process elements in natural language
texts, the approaches can use the identified sentence templates as patterns to be
sought in texts. In this case, sentence templates could be searched in the sen-
tences of a process description. By finding a sentence corresponding to a sentence
template, the process elements present in the sentence could be identified.

For automated creation of process descriptions, the approaches can choose
to use the most recurring sentence templates, or take advantage of the variety
of sentence templates in each category to make the text more diversified. As
a demonstration, the text described in Fig. 3 could with the use of the identi-
fied sentence templates be rewritten as presented by Fig. 4. In this new process
description, the sentence s1 remained the same because it only presents context
information. In addition, the sentence s2 (belonging in the category C14) was
modified by the sentence template “The process starts with Ac” (St57) because
it is recurrent in the process descriptions analyzed. Moreover, the sentences s3
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and s6 (both belonging to category C18) were rewritten using the sentence tem-
plate “If condition, Ac” (St71) because this sentence template appears recurrent
in describing activities starting from an XOR-split. The sentence s5 also has not
been modified because this sentence only details an activity. Furthermore, the
sentence s6 has an ambiguity problem related to “and” (Ambi1). Although the
sentence templates collected do not present any candidate capable of removing
the problem, the results help indicate that there is a problem in the process
description. Among possible solutions, the sentence could separate into two new
sentences or seek for a different sentence capable of avoiding the problem of
ambiguity, such as: “If it is a hardware problem, the technician must replace
the part and then fill out the part replacement form.”. Finally, the sentence
s7 (belonging to category C7) was modified by the sentence template “Finally,
Ac” (St41) because it appears to be most recurrent in the identified sentence
templates.

(s1) The repair department of the company X performs repairs of computers and
printers. (s2) The process starts with the technician performing an evaluation.
(s3) If it is a software problem, the technician must format the computer. (s4) If it
is a hardware problem, the technician must replace the part and then fill out the
part replacement form. (s5) This form must contain the part identification code
and the technician’s signature. (s6) If no problem is found, no modification should
be made to the computer. (s7) Finally, the technician must complete the repair
form.

Fig. 4. Example of rewritten process description: computer repair.

Regarding categorization of sentence templates, although the classification
based on source, target and relationship helps in the task of grouping sentence
templates that have the same characteristics, in some cases an analysis of the
context can help to select a sentence template that more fits the text and, conse-
quently, to produce a text more suitable for process analysts and domain experts.
For instance, the sentence templates “If condition, Ac” (St71) and “Otherwise,
Ac” (St72) are related in the same category (C18) and are both able to represents
an activity being performed after an XOR-split. However, the second sentence
template could produce a disconnected text by referring to the first possible path
of a decision making in a process description.

6 Related Work

The work presented here relates to two different streams of research: generation
of process descriptions and ambiguities present in process descriptions.

For the generation of process descriptions context, Leopold et al. [18] pro-
posed a technique to generate natural language texts from business process mod-
els. The authors used sentence templates to transform business process models
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into sentences that compose the text. Furthermore, Aysolmaz et al. [7] defined
a semi-automated approach to generate natural language requirements docu-
ments based on business process models. The authors adopted a template filling
technique, in which sentence templates are defined containing gaps that must
be filled with information from a requirements model. In addition, Caporale [8]
suggested a method that allows generating process models from process descrip-
tions. To achieve this, the author proposed that the process descriptions should
be specified with a controlled natural language, based on sentence templates, in
order to facilitate the extraction of information necessary to generate the models.
Moreover, Ghose et al. [15] proposed a framework and prototype tool that can
query information resources (e.g. corporate documentation, web-content, code)
for construct models to be incrementally adjusted to correctness by an analyst.
One of the techniques used by authors to extract information from text is based
on template extraction. In this technique, the authors created templates from
textual structures that are commonly used in describing processes and used these
templates to extract knowledge from text documents.

Regarding the ambiguity present in process descriptions, Ferrari et al. [11]
conducted a literature review and a set of interviews with different public insti-
tutions aiming at improving the process descriptions to be used in public admin-
istrations. The authors concluded that ambiguity is one of the macro-areas of
research in which computer scientists can contribute towards more quality in
business process descriptions. Moreover, van der Aa et al. [1] presented an app-
roach to automatically detect inconsistencies between process model and the
corresponding textual description. The authors identified that a technique to
detect inconsistencies must deal with ambiguity issues present in natural lan-
guage. In another work, van der Aa et al. [2] proposed to deal with ambiguity
in textual process descriptions introducing the behavioral space concept. The
behavioral space captures all possible behavioral interpretations of a textual
process description. Furthermore, van der Aa et al. [3] presented an approach to
verify the compliance between a process and a process description, considering
the ambiguity present in texts. To handle the ambiguity issues, they used the
concept of behavioral space previously proposed in [2].

As can be observed, the first stream of research makes use of sentence tem-
plates for generation of business process descriptions from process models and
extraction of text information for the generation of process models. Moreover,
the second stream discusses the problem of ambiguity in process descriptions
and presents some cases of ambiguity. This work is distinguished by the fact
that it presents an empirical analysis in business processes descriptions, in order
to find recurrent sentence templates and to highlight ambiguity issues in these
sentence templates.

7 Conclusion

In this work, an empirical analysis of business process descriptions was carried
out in order to discover the most recurrent sentences used to describe BPMN
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process models. In addition, an analysis was performed in order to find sentences
with ambiguous meaning. The analysis consisted of three different steps. First,
a set of 64 process descriptions was selected and their sentences were prepared
for the identification of sentence templates. Then, an identification and a classi-
fication of sentence templates was performed in the prepared sentences. Finally,
the sentence templates were marked as having or not ambiguity issues. Among
all, 101 sentence templates were found and they were classified into 29 different
categories. Of these, 13 sentence templates were considered as having ambiguity
issues.

This work aims to contribute to the description of business processes in a
way that is closer to a pattern and with less ambiguity issues. It can be useful
for creating process descriptions more suitable for process analysts and domain
experts. In addition, this analysis can be used by tools that automate the creation
of process descriptions. As future work, it is intended to increase this analysis
for other elements in BPMN, expand the sample of textual descriptions and
construct a technique that uses these sentence templates to produce process
descriptions.
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Abstract. Business process compliance has been widely addressed
resulting in works ranging from proposing compliance patterns to check-
ing and monitoring techniques. However, little attention has been paid
to a specific type of constraints known as instance spanning constraints
(ISC). Whereas traditional compliance rules define constraints on pro-
cess models, which are checked separately for each instance, ISC impose
constraints that span multiple instances. This paper focuses on ISC evo-
lution and its impact on process compliance. In particular, ISC change
operations, as well as change strategies are defined, and the impact on
both the ISC monitoring engine and the process instances during run
time are analyzed. The concepts are prototypically implemented.

1 Introduction

Constraints imposed on business processes evolve constantly, for example, when
new constraints are added or existing constraints are updated. Whereas busi-
ness process changes have been investigated in detail (e.g., [17,18]), constraint
changes – also in interplay with process changes – have lacked attention so far.
Some approaches address the impact of business process change on constraint
checking [12], but concepts for the evolution of the constraints and the impacts
on other constraints and business processes are missing. This holds particularly
true for so called instance-spanning constraints (ISC), i.e., constraints that span
multiple instances of one or several business processes [4]. In this work we revisit
change strategies as formulated for business process evolution, i.e., versioning,
migration, and clean state [1] for ISC changes in an abstract manner. Addition-
ally, a concrete versioning approach is discussed and we investigate the related
change impacts culminating in the following research questions:

RQ1. How can ISC changes be handled (�→ change strategies)?
RQ2. How to visualize and measure the impact of ISC changes?
RQ3. How to realize versioning in the context of ISC change?

c© Springer Nature Switzerland AG 2018
H. Panetto et al. (Eds.): OTM 2018 Conferences, LNCS 11229, pp. 298–317, 2018.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02610-3_17&domain=pdf


Evolution of ISC in Process Aware Information Systems 299

Answering the questions is challenging due to the complexity of the ISC: ISC
consist of structural patterns referring to the underlying processes and conditions
concerning data, time, and resource aspects [14]. Whereas these parts can be
also found for intra-instance constraints, i.e., independent constraints that can
be verified for each process instance in a separated way, ISC can also contain
trigger and action parts. These parts define the “active” components of an ISC
such as putting the instance execution to a suspend state for synchronization
[4,13]. Moreover, ISC might “share” data and resources. Hence, changing one
ISC might affect other ISC even over different versions. Finally, ISC change and
impact have to be considered during both, design and runtime.

This work tackles RQ1–RQ3 as follows: At first, ISC change operations are
defined (�→ RQ1) in accordance with business process change patterns [17] and
constraint changes proposed in literature [10], i.e., ISC change operations for
adding, deleting, and updating ISC are proposed. The complexity of ISC adds
several elements to defining change operations as each of the parts concerning
structure, data, time, resources, and trigger/actions might be adapted. Estab-
lished process change strategies such as versioninig, migration, and clean state
are transferred to ISC change (�→ RQ1). This is also connected with a motivation
on which ISC formalism and inference techniques can be selected, in this work
Event Calculus and RETE. The impact of ISC changes on the ISC themselves as
well as on associated process instances is systematically studied at an abstract
level and implemented using the RETE matching algorithm (�→ RQ2). As the
field of ISC evolution is entirely new, a first ISC versioning algorithm is proposed
and a prototype proof of concept is presented (�→ RQ3).

2 Preliminaries

While process instances reflect the actual execution of a business process, ISC
are means to define and enforce restrictions over multiple process instances. As
an illustrative example, we use the process scenario of Fig. 1 [8]. It depicts an
integrated energy management solution to deliver end-to-end advanced metering.
Assume that the provider aims at ensuring that 99% of all readouts (of different
instances) are performed within 6 hours and the aggregate read out value does
not exceed x. This constraint is considered as an ISC since it imposes restrictions
over multiple instances. The ISC meta model follows the IUPC structure [14],
which is a tuple ISC(context+, connection+, condition∗, behavior+) where:

– a context refers to the process/process instances subjected by an ISC.
– a connection defines the events required to check an ISC (e.g., activity started

or time trigger event).
– a condition is a constraint on either resources, time or process/rule data.
– a behavior is an action triggered when all conditions are met (e.g., suspend

a task, resume a task).
– + denotes an at-least-one, while ∗ denotes an optional quantifier.
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Fig. 1. Process example from the energy domain, taken from [8]

Example 1 (ISC). The ISC described in Fig. 1 can be defined as follows:
ISC(Context(readout process), Connection(readout meter, global readout
start), Condition(total readout > x), Condition(at global readout start.t+

6 less than 99% of total meters are finished ), Behavior (send alert)). The event
(id, global readout start, t) is a time trigger to launch all read-out instances at
the same time t.

The ISC representation employed in this paper is simplified and needs to be
converted into a rule engine language in order to be executed and monitored
[8] by an ISC monitor. ISC formalization using, e.g., Event Calculus (EC) is
proposed in [4,8], which we implement on top of a Rete rule engine acting as the
ISC monitor. EC is a logic programming approach to model time and change.
It uses first order predicate logic (FOL) as the basis and introduces fluents and
domain-independent predicates to assert fluents for the ability to model time-
varying state. Section 4.2 gives an overview of ISC implementation based on EC.

Definition 1 (Event). An event represents the occurrence of an action (e.g.,
execution of a process task) at a given time and is defined as a tuple (event id,
type, timestamp, payload∗) where type is the event name, timestamp is the
time of its occurrence and payload holds the event related data.

Example 2 (Event). (id, readout meter, time,meter, readout value) is an
event of type readout meter that provides the value of the readout of a given
meter.

3 Atomic ISC Change Operations

ISC changes can range from deleting an ISC attribute (e.g., condition or con-
nection) to adding or updating new or existing attributes respectively. Similar
to process change operations [17], three main change operation groups can be
identified, i.e., delete, add, and update. Each of these groups include various
change operations with different impacts on both the process instances and the
ISC monitor, cf. Definition 2.
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-ISC
When starting the read-out of 00:00 values 99% of all meters 
should be read out within 6 hours. 

BEHAVIOR
For 100 (simultaneous) ad hoc readouts , if 10 
meter checks exceed 6 hours then send an alert.

For 100 (simultaneous) ad hoc readouts , if 10 meter checks 
exceed 6 hours then send an alert and stop the readouts.

When starting the read-out of 00:00 values,  99% 
of all meters should be read out within 6 hours. 

When starting the read-out at 00:00, 99% of all meters should be 
read out within 6 hours and readout value should not exceed X. CONDITION

DELETE - AFTER

 At 12:00,  the average readout of all meters should 
have a value less than X

For electricity, 99% of all meters should be readout 
within 6 hours.

For both gas and electricity, 99% of all meters should be readout 
within 6 hours.

DELETE - BEFORE

 At 12:00 and  14:00,  the average readout of all meters should 
have a value less than XCONNECTION

CONTEXT

DELETE

ADD - BEFOREADD - AFTERADD

Events: e1 (id, Readout_meter ,time, meter, value)  - e2 (id, GlobalReadoutStart ,time) 

Fig. 2. Change operations: delete and add examples

Definition 2 (Change Operations)

Change operation :: = Operation type(ISC ,Component)|Delete(ISC )

|Add(ISC ,Context+,Connection+,Condition∗,Behavior+)

Operation type :: = Delete|Add|Update

Component :: = Context |Connection|Condition|Behavior
While the first change operation acts on a specific attribute of an existing ISC

using one of the three change types (i.e., Delete, Add and Update), the second
change operation deletes an entire ISC and, the third adds a new ISC. Based
on Fig. 2 we selectively illustrate some delete change operations, while omitting
the description for add operations due to space constraints. Examples for add
operations are illustrated in the same Fig. 2 by reading from right to left. Note
that the action part is considered as “send alert” by default.

Delete Context. A context represents the process model to which an ISC
refers. Monitoring an ISC requires execution events of the corresponding process.
Multiple contexts might be defined within the same ISC. Deleting a context
implies that all related events are no longer required for its monitoring, and
automatically removes all corresponding linkages, i.e., (context, connection). In
Fig. 2 (CONTEXT), the ISC has changed from considering both processes of
electricity and gas meter readouts respectively, to only electricity.

Delete Connection. A connection refers to the events necessary for checking
an ISC. Within a single ISC, multiple connections can be specified, which might
refer to different contexts, i.e., events from different process executions. There-
fore, deleting a connection reduces the number of event types to be checked by
an ISC. Note that deleting all connections of a same context implies the deletion
of the latter. In Fig. 2 (CONNECTION), it is checked at both times 12:00 and
14:00 whether the aggregate readout value of all meters is less than the thresh-
old x. Deleting trigger time 12:00 means that the monitor will still receive the
readout events, but will check the threshold condition at 14:00 only.

Delete Condition. An upcoming event or set of events, in order to be con-
sidered for an ISC, needs to match its conditions. Conditions are defined as
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constraints on the data associated with the events; e.g., process data, resources,
time. Multiple conditions might be combined for the same ISC, and therefore,
deleting a condition releases a restriction on the events used for the ISC. In Fig. 2
(CONDITION), the condition on the threshold value was removed, which means
that the latter will not be checked when the change becomes effective.

Delete Behavior. As aforementioned, a behavior is an action that is executed
if an ISC has fired; e.g., a stop or wait task. Deleting a behavior reduces the
number of actions to be enacted when all conditions evaluate to true. In Fig. 2
(BEHAVIOR), the action stop is removed. Consequently, only the action send
alert is executed when the ISC fires. This might have impacts on the process
instances that are stopped before the change. Compensation actions might be
required in order to continue those instances.

4 ISC Evolution Approach

This section introduces the general approach for performing ISC Evolution, start-
ing with an overview of the concepts applied.

4.1 General ISC Evolution Strategies

Inspired by the strategies for process evolution in [1], we introduce three gen-
eral change strategy approaches for managing ISC evolution. These are ver-
sioning, migration, and clean state. Figure 3 illustrates the differences between
these strategies by comparing how the same change sequence is handled in each
case. The illustrative case shows how an initial set of ISC, i.e., {ISC10.ISC20}
are changed over time, abstracting from the concrete atomic change operation
applied. At time t ISC10 is changed into ISC11. At time t + 1 there are three
changes: (1) the previously changed ISC11 transformed to ISC12, (2) the change
of ISC20 to ISC21, and (3: only in the versioning case) the original ISC10
change to ISC13. Critical to the evolution of ISC is state management, where
state refers to any part of an ISC(context, connection, condition, behaviour)
being shared among different ISC. For example, state S1 is the state shared
between two ISC: ISC10 and ISC20, which in the running example (Fig. 1)
might represent the aggregate read-out value from all smart meters, e.g., parts
of the condition attribute of both ISC. State management is performed differ-
ently among the three strategies.

Migration. In the migration case, a domain-specific abstract transformation
function f is applied to S1 at time t. A concrete function f needs to be deter-
mined on a case by case basis for each change scenario. Furthermore, in this
case f is bound by the change of ISC10 to ISC1, as well as by the actions that
ISC10 has already performed. In the latter case, compensation actions inverse
to the original ones may need to be executed. An example could be in a medical
scenario where 10 patients are pre-approved for a novel operation, where new
test results suggest the requirement to reevaluate these patients. The change
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Fig. 3. General ISC evolution strategies

from ISC10 to ISC11 represents the change in verification of the approval pro-
cess. The concrete function f in this case reduces the pre-approved 10 patients
using the now correct approval logic, e.g., 6 pre-approved patients. Similarly,
at time t + 1 f ′ is applied for migrating state S1′ to S1′′, which is bound by
both changes ISC11 to ISC12 and ISC20 to ISC21. In that way, the migration
transformation function f and f ′ are domain and case dependent.

Clean State. The clean state strategy can be seen as an instance of the migra-
tion strategy where the function f is fixed as the function reset. This state
management function, as the name implies, resets all the information within a
state to their default values, which depend on their data types. In the running
example (Fig. 1), this could be the resetting of the aggregate read-out values to
the default value: 0. This reset function does not depend on the changes being
performed, but only on the data types being modified within the states. This
makes the reset function domain and case independent.

Versioning. The versioning strategy also has a domain and case independent
state transformation function: copy. Also unique to the versioning strategy is
the concept of namespacing ISC and associated states, to allow the differing ISC
versions to coexist. At time t, the versioning strategy creates a new namespace for
each changed ISC to occupy, together with any associated state. For example, at
time t, the change of ISC10 to ISC11 leads to the creation of a new namespace
for ISC11 and its associated copied state S1′. Notice that the original namespace
spanning ISC10, ISC20, and S1 are still maintained, representing the previous
version of ISC1. At t+1: while case (1) leads to the usual namespacing for the
new ISC12, cases (2) and (3) lead to the creation of a common namespace due to
the common state S1′′′. Namespacing is directly tied to the state being copied,
establishing a separate context for the newly changed ISC, allowing them to
be processed independently from coexisting ISC versions. It can be imagined
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how the versioning approach can be merged with the other two approaches. For
example, after establishing the new namespace for S1′ at time t, a domain and
case dependent transformation function f could be applied to the copied state
S1′ to further customize the state.

4.2 ISC Implementation Overview

We now focus the discussion on a concrete ISC evolution implementation. As
depicted in Fig. 4, there are two views on the implementation of ISC: (1) the
formalism view and (2) the inference technique view. In [4] we have conducted
an extensive analysis of various formalisms in regards to applicability of express-
ing ISC. From that analysis we have chosen Event Calculus due to its ability
to reason on events as well as facts over time, i.e., fluents, and its expressivity
by extending domain-specific functions to cover all components of the ISC meta
model. For the purpose of runtime checking using EC, we have adapted the
RETE algorithm [8] as the inference technique, specifically due to its forward
chaining, reactive nature of dealing with events. Additionally, the visualization
of the RETE network helps with understanding the impact of the atomic ISC
change operations. Alternatives to RETE are available, e.g., in the form of Mobu-
con EC [15], which uses an embedded prolog inference technique combined with
cached fluents for improved performance. In this case, EC is compiled to embed-
ded prolog as the target language. Alternatively, CEP implemented via Drools
could be employed. While rule management and offline versioning is supported
through a plugin (Guvnor), runtime versioning is not available due to lack of
state management. In all cases, the general algorithms proposed in this paper
need to be specialized for the chosen inference technique to support runtime ISC
evolution.

Event-B TLA+ LTL CTL PDLEvent CalculusFormalisms

Inference Techniques Native Prolog Embedded Prolog GATORRETE TREAT Drools JessDecReasoner

CEP

Esper

Fig. 4. Formalisms and inference techniques

Internally, a RETE rule engine represents an ISC in a specific structure (e.g.,
Rete graph), which reflects all its attributes (e.g., connections, conditions, behav-
ior). While a process instance represents the actual execution of a process model
(within the process engine), an ISC instance represents the actual execution of
an ISC structure (within the rule engine). This implies that the conditions and
fact evaluations (e.g., aggregate readout value) of an ISC define its state at run-
time, i.e., ISC instance. Each event occurrence might change the state of an ISC
instance and consequently the evaluation of a condition or a variable over time.
An ISC instance terminates when all its actions are enacted. Changing an ISC
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not only impacts its structure (i.e., static impacts), but also the related process
instances as well as the ISC instance itself (i.e., dynamic impacts).

Additionally, ISC can share state (i.e., conditions, connections, or contexts).
This means that deleting a connection or condition from an ISC does not nec-
essarily result in its removal from the ISC monitor as it can still be used by
another ISC. Similarly, adding a new condition to an ISC does not necessarily
result in its implementation in Rete as it might have been already implemented
by another ISC that shares the same condition. Deploying a new ISC does not
always result in a completely new structure (e.g., Rete graph) inside the monitor.
The monitor will only add those parts of the structure that did not exist before.

Another challenging problem is that multiple ISC are running simultane-
ously, and consequently changing an ISC might cause conflicts with other ones.
Therefore, it is necessary to ensure that no conflicts among ISC are generated
as a result of a change. Furthermore, ISC generally refer to events related to
task executions or process context data at run-time. As such, it is primordial
to check whether a change affects the ISC compliability (cf. [3]) with the corre-
sponding process models (e.g., referring to events that are not produced by the
process execution). As discussed in a previous work [4], ISC can be checked at
both design and runtime. While the former focuses on verifying ISC compliabil-
ity with process models as well as detecting conflicts between multiple ISC, run-
time checking aims at identifying ISC violations by monitoring execution events.
A priori checking of ISC using Event Calculus (EC) requires both process mod-
els and ISC to be transformed into EC and then fed into an EC solver (e.g.,
DecReasoner1) to detect either conflicting constraints or incorrect specification.
As mentioned in [4], design time checking is not always decidable due to loops
or quantification over infinite sets (e.g., arbitrary data objects). In this work, we
assume that all ISC as well as change operations are specified correctly, which
means that the application of a change operation does not result in inconsisten-
cies within the ISC structure, e.g., adding a condition that refers to connections
not specified in the changed ISC. Analyzing the correctness of ISC is not the
focus of this paper. For more details on how ISC are modeled and checked with
EC, the reader may refer to [4].

4.3 Rete-Based ISC Monitoring

Having established EC as the chosen formalism and RETE as the inference tech-
nique for executing EC, we now introduce the fundamentals of ISC monitoring
based on the RETE algorithm [8] on which we specialize and implement the ISC
evolution strategies introduced in Sect. 4.1. In this context, the paper shows only
the fundamentals of the RETE algorithm for discussing ISC evolution. To see
how EC can be mapped to RETE for complete runtime execution, please refer
to [8]. The ISC Monitor listens to a stream of events sent by the process engine
and performs actions defined by the ISC, e.g., suspend/continue activities. This
process follows the knowledge-based world view, where each event structure is

1 http://decreasoner.sourceforge.net.

http://decreasoner.sourceforge.net
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deconstructed as individual facts and fed to a knowledge base. From there, the
inference engine applies the Rete pattern matching algorithm [6] to derive the
updated states based on the newly submitted facts. We use a variation of the
Rete algorithm as outlined in [8] to improve the matching performance for ISC.
An ISC is fired when all of its conditions match some subset of facts from the
knowledge base and the associated behaviour is to be executed. This behaviour
can consist of one or many actions and may affect the process engine (e.g., when
suspending a running process instance). Figure 5 shows a sample Rete network
representing parts of the ISC (cf. Fig. 1) for verifying that (1) all meters are
read out within six hours from the read out event starting at 00:00 and (2) the
aggregated value of these read out values does not exceed a certain value. A Rete
network consists of three main components: knowledge base, alpha network and
beta network.

Knowledge Base. The knowledge base collects the set of facts previously sub-
mitted in the form of events sent by a governing process engine. These facts,
also called working memory elements (WME) are defined as follows.

Definition 3 (Fact). A fact is an element that is decomposed from an event
structure (cf. Definition 2): (id, attribute, value), where value represents the
value of attribute and (id, attribute) is a composite key.

An event occurrence might change the valuation of one or multiple facts.
For example, an incoming event holding a single readout value as the pay-
load of a single meter, might affect the fact representing the aggregated value:
accumulated values. We define the id part to be a tuple of (eventid, instanceid).
Whereas the eventid is a globally unique identifier for the specified event (e.g.,
completion of activity “Readout Value”), the instanceid is a globally unique
identifier referring to a process instance.

Alpha Network. The alpha network is a projection network to match facts from
the knowledge base and store them inside alpha nodes. A pattern is associated
to each alpha node where the triple structure for facts is reused for matching:
(id const | ?id, attribute const | ?attribute, value const | ?value). Each part of
the triple structure can be either a constant value or a variable. The latter is
marked with a prepended ? to its name. For example, the triple (?id, type,
“read-out meter end”) is a pattern that matches all facts having any value
inside the id part, the exact value type in the attribute part and the exact value
“read-out meter end” inside the value part. Thus a fact ((event1, instance1),
type, “read-out meter end”) represents the event which has been emitted by the
process instance id = 1 and event id = 1 where the activity “read-out meter”
has completed. In Fig. 5 this fact would be stored as f1 in the alpha node A1.

Beta Network. The beta network is responsible for joining together facts that
match certain conditions. This is accomplished by join nodes, each one con-
necting a single alpha node with its parent beta node. Attached to join nodes
can be an arbitrary number of join tests, matching facts stored in alpha nodes
with tokens stored in beta nodes. The default join test behaviour is to check
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Fig. 5. ISC monitor: inside view of the rete network (adapted from [8])

whether the id part of the facts contained in the beta and alpha nodes are
equal, i.e., (eventalpha

id , instancealpha
id ) = (eventbeta

id , instancebeta
id ). This enables

joining together the string of facts originating from the same instance as well as
event, which is simplified as ?id =?id in Fig. 5. Arbitrary complex join tests at
this level can be employed to relate two facts in various ways. For example, time-
based comparison operators would be employed here. In the case of a successful
join test, tokens referencing the matching WMEs are stored to all children beta
nodes, allowing subsequent join tests to be performed. Following this series of
successful join tests until the end will lead to the firing of production nodes which
contain the sequence of actions that need to be executed.

4.4 Change Strategy: Versioning

We now discuss the specialization of the ISC evolution strategies using the
RETE-based ISC monitor. In Sect. 4.1 we have discussed the differences between
the three ISC evolution strategies, as well as the necessary operations required
to conduct state management. In this section we will specialize the versioning
change strategy and propose a concrete versioning algorithm, as well as define
proper state management for RETE-based ISC. First we discuss the role of the
time of change tc. Even after employing the necessary versioning techniques
(namespacing and state copy), events need to be relayed to the correct version
of the ISC at runtime. For this purpose, the time of change tc becomes criti-
cal and necessitates the concept of a router, that routes events to the correct
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ISC instance. Given two ISC: ISC old and ISC new, versioning aims at keep-
ing both in place at the same time. Notably, process instances started before tc
are monitored through ISC old, while the instances started after tc are checked
against ISC new. Thus, it is important for the ISC monitor to have the informa-
tion about each instance start time. The latter helps correlating future instance
events with the appropriate version. Indeed, each event includes information to
which process instance it belongs, i.e., instance identifier. Using the latter in
combination with the event related to instance start time, it becomes possible
to find out whether the event belongs to an old or new instance.

Definition 4 (Shared Variable and Shared ISC). A variable is an alpha
node that follows the fact structure (id, attribute, value) (cf. Definition 3).
A shared variable is a variable that satisfies one of the following conditions:

Condition 1: Given two ISC Δ and Δ′ with variables v ∈ V and v′ ∈ V ′, v is
a shared variable iff v.id = v′.id∧v.attribute = v′.attribute∧v.value = v′.value.
In this case Δ and Δ′ are also shared ISC.

Condition 2: Further, assume a function π : (var, act) �→ Bool, which returns
true when a variable var is modified by action act. Given an ISC Δ with variables
V and actions A, then {v | ∀v ∈ V,∀α ∈ A : π(v, α) = true} is the set of shared
variables for ISC Δ due to being modified in the behaviour component of the
ISC.

Isolation of Versioned ISC. Shared variables become a source of complexity
when versioning is considered. Imagine an ISC (ISC old) from the energy domain
(cf. Fig. 1), implementing the readout example, which alerts whenever a certain
threshold is exceeded. Furthermore, consider a new version of the ISC (ISC new),
which changes the threshold value to be higher before triggering an alert. The
usage of the same shared variable causes both versions to be evaluated, and
in consequence, both ISC old and ISC new could be triggered, which is not
the intended behaviour. Since we want all process instances that have started
after the time of change (>tc) to fall under ISC new, we can introduce isolation
of shared variables to achieve the intended behaviour. This isolation can be
conducted by creating a copy of the original shared variable and storing it under
a unique namespace intended for ISC new. Namespacing can be realized in Rete
by defining the shared variables to have a unique prefix in the id part of the fact
triple (cf. Definition 3). Furthermore, the production node needs to know which
namespace of the shared variable it is supposed to access (i.e. when updating
the aggregated read out value after each successful readout event). Namespacing
thus affects both the alpha nodes (representing the shared variables) as well as
the production nodes.

Definition 5 (Namespacing of Shared Variables). Given a shared vari-
able v, η(v) returns a new variable v′, such that ¬∃v′′ ∈ V : v′′.id = v′.id and
thus does not satisfy Condition 1 of Definition 4. Furthermore, any action that
modifies a shared variable, α ∈ A : π(v, α) = true, needs to be namespaced as
well η(α, v′) �→ α′, such that α.id �= α′.id ∧ v′.id = α′.id.
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Now that all shared variables are namespaced uniquely for ISC new, fact
evaluation and ISC triggering happen in isolation from ISC old. What happens
if there is a shared ISC (cf. Definition 4), ISC shared, connected to the same
shared variable, having unrelated behaviour to both ISC old and ISC new? At
the current state, due to ISC new being isolated using its unique namespace,
anytime ISC old evaluates the fact related to the shared variable, the shared ISC
will also be affected. ISC shared needs to independently evaluate the shared
variable from both ISC old and ISC new. Therefore, both ISC old and ISC new
need to be namespaced, leading to three distinct namespaces for the same initial
shared variable. Creating isolated namespaces for ISC old and ISC new raises
the question of how the shared variables should be initialized. Two options are
available: 1) copying the original value of the shared variable (default) or 2)
applying a custom function f to re-initialize the shared variable, which could be
just resetting it to the default value, depending on its data type. For example, in
the case where the shared variable is an integer variable, re-initializing could be
set to the default value 0. It is part of the versioning specification to deal with
the initialization of namespaced shared variables.

Definition 6 (Initializing Shared Variable). Given the set of options ops =
{copy, reinit}, a shared variable s, a namespaced shared variable s′ (where
η(s) = s′), and a custom transformation function that performs a domain-
specific action to re-initialize s: f , the initialization of the shared variable s′

is defined as

init(s, s′, op, f) =

{
s.value = s′.value, if op = copy

s.value = f(s.value), otherwise

Preserving Previously Evaluated Facts. Namespacing an ISC Δ transforms
it into a new ISC Δ′ to be added to the Rete graph. Since only one of those ISC
two can exist at any one time, the original ISC Δ needs to be removed, while at
the same time trying to avoid loss of previously evaluated facts (i.e. tokens inside
the beta nodes). Simply removing the original ISC Δ causes all related nodes
within the beta network to be removed, including the tokens which represent
the previously evaluated facts. A safe delete of the original ISC Δ needs to be
performed which ensures that such tokens shared by both Δ and Δ′ are not
removed when deleting Δ.

Definition 7 (Safe Deletion of an ISC). Given an ISC Δ and a shared ISC
Δs, a safe delete(Δ,Δs) operation ensures that the structurally shared beta and
join nodes, which hold the previously evaluated facts (i.e. tokens) remain intact
when deleting Δ. A safe delete can be realized by recursively deleting from the
bottom production node (representing the ISC Δ), up to the root beta node, while
only deleting those nodes which do not reference Δs.

ISC Versioning Algorithm. We are now able to define an ISC Versioning
Algorithm (cf. Algorithm1) that utilizes the Rete graph structure for unbounded
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Algorithm 1. Unbounded Versioning Algorithm for Rete-based ISCs
Input: {Δ1, ..., Δn}, Δ′, tc, opold, opnew, fold, fnew

1 Begin

2 // (1) adjust the last ISC for proper routing based on tc, if necessary

3 if length({Δ1, ..., Δn}) = 0 then
4 // no previous ISC to adapt, Δ′ is submitted as is

5 rete add(Δ′); return

6 else if length({Δ1, ..., Δn}) = 1 then
7 // This is the first time the ISC is versioned, add router condition

8 Δlast = last({Δ1, ..., Δn})
9 Δ′

last = Δlast.alpha nodes ∪ {?id, instance start time, ?ist, {?ist < tc}}
10 else if length({Δ1, ..., Δn}) > 1 then
11 // Router condition exists, add proper join test to this condition

12 Δlast = last({Δ1, ..., Δn})
13 Δ′

last = Δlast.router.join tests ∪ {?ist < tc}
14 // (2) adapt the new ISC for proper routing

15 Δ′ = Δ′.alpha nodes ∪ {?id, instance start time, ?ist, {?ist >= tc}}
16 // (3) Namespacing and Initialization of shared variables (cf. Def. 5 and Def. 6)

17 Δ′
last.S = {init(s, η(s), opold, fold) | ∀s ∈ Δlast.S, s′ ∈ Δ′.S : s′ = s}

18 Δ′
last.A = {η(α, s) | ∀α ∈ Δ′

last.A, s ∈ Δ′
last.S : π(s, α) = true}

19 Δ′.S = {init(s, η(s), opnew, fnew) | ∀s ∈ Δlast.S, s′ ∈ Δ′.S : s′ = s}
20 Δ′.A = {η(α, s) | ∀α ∈ Δ′.A, s ∈ Δ′.S : π(s, α) = true}
21 // (4) ISC Fact evaluation preserving change from Δlast to Δ′

last(cf.Def.7)

22 rete add(Δ′
last); safe delete(Δlast, Δ′

last); rete add(Δ′)

versioning of an ISC. The algorithm deals with the three previously discussed
aspects: (1) utilizing the router concept to detect which version of the ISC should
handle the incoming event, (2) Namespacing (cf. Definition 5) and the subsequent
Initialization (cf. Definition 6) of shared variables to isolate the different versions
of an ISC, and (3) the preservation of previously evaluated facts (i.e. tokens)
using safe delete (cf. Definition 7). As input, the algorithm requires the list of
previous versions of the ISC {Δ1, ...,Δn}, the modified ISC itself Δ′, where
γ(Δn) �→ Δ′ is assumed, the time of change tc and the type of operation for
initializing the shared variables opold and opnew. Whereas opold is the operation
to be performed when initializing the shared variables in Δn, opnew is responsible
for initializing Δ′. Both are assumed to be one of {copy, reinit} (cf. Definition 6).

For illustrating the algorithm, we take the original ISC defined in Fig. 5, which
does not include the 99% of all smart meters condition, and apply it using the add
condition operation combined with the versioning change strategy. This change
is visualized in Fig. 6. The color of the nodes identifies the associated ISC: white
being the common path for shared attributes (i.e., same context, connection and
condition). Orange nodes and edges represent the old ISC, whereas the blue
elements representing the new ISC.

Lines 1–16 of Algorithm 1 deal with the router aspect (1). Here three subcases
are handled. The simplest case is where Δ′ has never been versioned before,
signaled by an empty {Δ1, ...,Δn}. In this case neither routing, nor isolation
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Fig. 6. Change impact evaluation: adding condition + versioning (Color figure online)

of shared variables, nor the preservation of previous facts are necessary. In the
case where Δ′ represents the first versioning event of Δn, the router needs to
be setup for the first time. This is accomplished by adding the pattern (?id,
instance start time, ?ist) to the alpha nodes and linking it to both Δn and
Δ′. As previously mentioned, the process instance’s starting time is a unique
discriminator to identify which ISC version is responsible for handling an event.
Here Δn is picked for dealing with cases where the process instance’s starting
time is smaller than tc, otherwise Δ′ is responsible for handling the event. The
appropriate join tests are added to the routing pattern (e.g. {?ist < tc} for
Δn, or {?ist >= tc} for Δ′). In the case where the routing pattern already
exists, which happens when the versioning algorithm has been applied once,
then the same routing pattern can be reused in the alpha nodes. Only the new
join tests are added in that case. Applying the algorithm recursively in this
fashion allows unbounded versioning of the same ISC. In the illustration, the
routing behaviour is reflected in the creation of the alpha nodes A4, representing
old process instances whose instance start time is < tc, and correspondingly A6,
representing new process instances started after tc. On the dynamic impact level,
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we trigger a reindexing process where facts are matched for the newly created
alpha nodes A4 and A6. We assume that there is an event with eventid = 0 that
registers the process instance’s start time, which in Fig. 6 are transformed to
facts f8 and f9 representing the two process instances goverened under ISC old.
There are no facts yet matching A6 for ISC new.

The second aspect is concerned with the isolation of shared variables (lines
17–22) through namespacing and initialization. Namespacing both the shared
variable for Δ′, as well as for Δn, ensures that all shared ISC are independent of
each other allowing new process instances after tc to trigger independently from
those before tc. Noticeable here is that A5 is reused from the old ISC, responsible
for maintaining the shared variable of accumulated readout values for ISC old.
For maintaining the state for ISC new, A7 is created as the result of namespacing
the shared variable accumulated values by copying its value to a new shared
variable accumulated values′. Additionally for ISC new, a new shared variable
is introduced (A8) to maintain the actual number of meters being read out. On
the dynamic impact for this part of the alpha network, the facts f10 and f11
are initialized and matched to A7 and A8 respectively. Whereas f10 is a simple
copy of an existing shared variable (accumulated values), f11 is initialized as
the counter 0. From this point on the two shared variables accumulated values
and accumulated values′ diverge in processing of subsequent facts and represent
the ISC instances of ISC old and ISC new respectively, effectively isolating the
two different ISC versions.

5 Technical Evaluation

We implemented the concepts introduced in this paper as a prototypical proof-
of-concept, extending the ISC Monitor [8]2. For conducting this technical evalu-
ation we followed the methodology outlined in Fig. 7 in order to tackle research
questions RQ1 to RQ3. Concretely, we (1) analyse the correctness of the ISC
versioning algorithm, (2) observe the effectiveness of safe delete for avoiding
costly reindexing of facts during ISC versioning and (3) highlight the change
impact on the Rete graph aggregated by change operation type.

Collected Dataset. In [4] and [19] we collected ISC examples from five differ-
ent domains (i.e., health care, security, transport/logistics, manufacturing and
energy). Some parts of these example scenarios have been simulated on the Cloud
Process Execution Engine (CPEE) [20] and subsequently logged as event logs in
the Extensible Event Stream (XES) format. Through this collection phase we
can already map the common ISC types related to the domain. Consequently,
the most likely change operation for the ISC operating under certain domains
can be classified. For example, 53% of the collected ISC examples are classi-
fied as single-context, meaning that for those cases an add context operation is
appropriate.

2 The full source code, as well as supplementary material can be found under http://
gruppe.wst.univie.ac.at/projects/crisp/index.php?t=iscevolution.

http://gruppe.wst.univie.ac.at/projects/crisp/index.php?t=iscevolution
http://gruppe.wst.univie.ac.at/projects/crisp/index.php?t=iscevolution


Evolution of ISC in Process Aware Information Systems 313

Evaluation Methodology

Scenario Generate Event Logs

CPEE Process 
Execution + Event 

Logging

Generate Change 
Events

Feed Event Stream to 
ISC Monitor with 

Versioning Support

Analysis

Event Logs
w/ Change 

Events

Collect ISC 
Examples

(Fdhila et al, BPM16)

Scenario

CPEE Process 
Models

Event Logs

Event Logs

Stats

1 2 3

1 2 3

12 3

1 2 3

combined

cost

reliability

time

0.6 0.7 0.8 0.9 1.0

Score

C
rit

er
ia

Ty
pe

(RKS Ranking) + Business Change Scenario # 1

4
5

6

4 56

4 56

45 6

combined

cost

reliability

time

0.75 0.80 0.85 0.90 0.95

Score

C
rit

er
ia

Ty
pe

(RKS Ranking) + Business Change Scenario # 2

7
8 9

78 9

789

78 9

combined

cost

reliability

time

0.80 0.85 0.90 0.95 1.00

Score

C
rit

er
ia

Ty
pe

(RKS Ranking) + Business Change Scenario # 3

point_type default normative

Fig. 7. Evaluation methodology

Scenario Specification. In addition to the modeled examples, we aim to
extend the number of event logs to test multitude of realistic scenarios in various
domains. For this purpose, we have implemented a scenario generator that takes
as input a scenario specification. The latter is a formal specification of the sce-
nario, which is used to generate event logs. The specification allows the realistic
definition of structural control flow as well as data elements. In addition, care
has been taken to generate realistic timestamps which follow the known prob-
abilistic distribution from collected scenarios. In this fashion we have specified
in total 10 scenarios, each varying in the number of process instances being gen-
erated [10, 100, 1000, 10K]. Along with the scenario specification we associate
the corresponding ISC that governs the monitoring.

Generate Change Events. In order to study the impacts of ISC changes, as
well as verify the change process, we embed change events into the event logs.
We perform this embedding step randomly over the event logs, following the
probability distribution of change operations that could occur depending on the
scenario domain (e.g. a change on condition referring to resource occurs only
very rarely in scenarios in the energy domain. Most ISC in that domain refer
to execution data). The change events are not completely random, as to avoid
invalid change operations. We thus specify the valid base of change operations
per scenario, and limit the randomization based on these operations. To ensure
an equal distribution of ISC old and ISC new events, we automatically pick tc
for each scenario based on the generated event stream, such that the difference
in number of events between the ISC versions remains within a max. deviation
of 5%.

Feed Event Streams to the ISC Monitoring Engine. Finally, the gener-
ated event streams for each domain are fed into the Rete-based ISC Monitoring
Engine, which implements the proposed ISC versioning algorithm. Whenever a
change event is met, the versioning algorithm is applied. Any other event is fed
normally for processing. Key metrics (cf. Table 1) are determined per domain
allowing us to analyse various aspects of the algorithm. Additionally, we also
track (M1) the actual number of ISC activations for each version to ensure
correctness of the ISC versioning algorithm.
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Table 1. Representative metrics for ISC versioning from the energy domain

ADD Cond. ADD Conn. ADD context Avg.

N = 1000

(M2) [avg. evaluation time < tc in ms] 0 0 0 0

(M2) [avg. evaluation time >= tc in ms] 2 14 17 11

(M3) [avg. evolution time in ms (�/†)] 39�/71† 43�/64† 48�/73† 43�/69†

(M4) [change impact on alpha/beta/join] 2/1/2 5/5/6 6/6/7 4.33/4/5

(M4) [change impact on tokens (�/†)] 83�/332† 83�/332† 83�/332† 83�/332†

DEL Cond. DEL Conn. DEL context Avg.

N = 1000

(M2) [avg. evaluation time < tc in ms] 1 1 1 1

(M2) [avg. evaluation time >= tc in ms] 27 10 9 15.33

(M3) [avg. evolution time in ms (�/†)] 48�/71† 41�/64† 42�/65† 43�/66†

(M4) [change impact on alpha/beta/join] 6/5/6 4/1/2 5/2/3 5/2.66/3.66

(M4) [change impact on tokens (�/†)] 83�/175† 83�/332† 83�/332† 83�/279.66†

�=with safe delete, †=without safe delete

Analysis: ISC Versioning Algorithm Correctness. The first question to
tackle is the correctness of the ISC versioning algorithm. Towards that goal we
split up three different ISC sets to the same event stream for a given tc. The
first set (S1) consists solely of the original ISC (ISC old), with the additional
pattern that it only handles process instances with starting time < tc. Similarly,
the second set (S2) consists of ISC new handling instances with starting time
>= tc. The third set (S3) utilizes the ISC versioning algorithm to maintain
both ISC old and ISC new. M1 confirms that the number of ISC activations in
S1 equals the ISC old activations of S3, and the same for S2 for ISC new in
S3. This confirms that the router logic, namespacing and initialization logic of
shared variables work correctly as intendend.

Analysis: Change Impact by Change Operation Type. Table 1 shows the
collected metrics M2-M4 for scenarios within the energy domain. Generally we
can observe that the lowest cost (in terms of evaluation time, evolution time
and number of nodes affected) is by performing an ADD Condition operation,
which only affects a single alpha node (twice due to namespacing). The next
level in complexity is the operation ADD Connection, which can be explained
due to the necessity of adding facts related to another activity in the same event
stream. Finally, ADD Context can be interpreted as an additional alpha node,
representing the new process model, being added on top of a ADD Connection.
The effectiveness of utilizing safe delete in terms of evolution time and reduced
fact reindexing can be seen through metrics M3+M4. M3 shows that the aver-
age evolution time with safe delete for both add and delete is nearly 37% faster
compared to the variant without safe delete, i.e., 43ms vs 69ms. Similary, only
25% of the tokens need to be processed when using safe delete, compared to
without, i.e., 83 vs 332 (M4).
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6 Related Work

Change and evolution in PAIS have been research topics for many years, focus-
ing on the definition, soundness, and realization of process schema and instance
changes [17]. The impact of process schema and instance changes on compliance
constraints has been addressed in [12] by reducing the effort of compliance verifi-
cation to those compliance constraints that are affected by the changes. Different
change scenarios have been considered ranging from ad hoc instance changes to
process evolution with concurrent instance changes. Compliance of constraints
after ad hoc instance changes has been also subject to the work presented in [11].
Here three states can be distinguished after an instance change, i.e., valid, par-
tially valid, and invalid. Changes of compliance constraints for central processes
have been addressed in [10]. The work describes a unified compliance manage-
ment framework that also considers changes of constraints (adding, changing,
and deleting). Some approaches address change and compliance in distributed
processes. In [9], algorithms are proposed in order to detect the effects of chang-
ing private processes on global compliance rules. [5,9] follows up by stating chal-
lenges for the evolution of collaborative processes and their compliance rules.
In a similar direction, [2] aims at finding alignments between the monitoring of
business networks and compliance at the presence of change at both levels. If
a change occurs, a set of actions is determined in order to maintain the ability
to monitor the business network. Despite the interest in studying the impacts
of process and compliance change, evolving ISC and their impacts on processes
and vice versa have not been considered yet. In general, supporting ISC in PAIS
is an emerging topic where some approaches have dealt with ISC selectively in
the area of, for example, batching [16] or security [21]. In [4], the relevance and
modeling of ISC has been addressed in a general way. [8] has proposed tech-
niques for checking and monitoring ISC. A visual notation for ISC has been
introduced in [7]. However, none of these approaches has dealt with evolving
ISC and processes.

7 Conclusion

This paper addresses ISC evolution in process aware information systems by
first revisiting general ISC evolution change strategies: versioning, migration
and clean state, as well as identifying atomic change operations (R1). State
management is identified as a critical component when employing these high-
level change strategies, which are handled differently depending on the strategy.
One strategy, versioning, has been concretely defined and implemented on the
basis of EC as the ISC formalism and Rete as the inference technique. The
prototype is implemented and evaluated (RQ2+RQ3), showing the correctness,
efficiency considerations, and the change impact of the proposed ISC versioning
algorithm. Future work will address the effects of process changes on ISC.
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Abstract. Business processes have to constantly adapt in order to react
to changes induced by, e.g., new regulations or customer needs resulting
in so called concept drifts. By now techniques to detect concept drifts
are applied on process execution logs ex post, i.e., after the process is
finished. However, detecting concept drifts during run-time bears many
benefits such as instant reaction to the concept drift. Introducing pro-
cess histories as a novel way to detect and represent incremental, sudden,
recurring, and gradual concept drifts through mining the evolution of a
process model based on an event stream will face this challenge. There-
fore, a formal definition of process histories is given, the concept of pro-
cess histories is prototypically implemented and compared with existing
approaches based on a synthetic event log.

Keywords: Process mining · Event streams · Runtime
Concept drift · Process histories

1 Introduction

Business processes have to constantly adapt in order to react to changes [15]
induced by, for example, new regulations or customer needs resulting in so called
concept drifts [5]. A recent example for new regulations possibly forcing business
process changes is the General Data Protection Regulation as non-compliance
with these regulations can cause fines up to AC20 million [8]. Process changes are
explicitly defined and stored in so called change logs [16] and hence are known to
the company. Contrary, concept drifts are happening as the process evolves and
hence are to be detected from process execution logs, i.e., logs that store events
of executing process instances such as starting or completing process tasks. By
now techniques to detect concept drifts in business processes work on process
execution logs and are hence applied ex post, i.e., after the process is finished.
However, detecting concept drifts during run-time bears many benefits such as
being able to instantly react to the concept drift.

Run-time detection of concepts drifts works on event streams rather than
on process execution logs. As event streams are infinite, online concept drift
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detection faces the following challenges: start and end event of the stream are
unknown; it is not known how many events belong to a trace; it is not known
which future events will occur and when they will occur. Moreover, different
kinds of concept drift are to be distinguished, i.e., incremental, sudden, recurring,
and gradual drifts [5]. So far, the focus has been put on incremental and sudden
drifts only, however, detecting recurring and gradual drifts can be important for
many application domains as well. These challenges will be tackled along the
following research questions:

RQ1 How to detect and reflect process model evolution based on event streams?
RQ2 How to detect incremental, sudden, recurring, and gradual concept drifts

based on event streams?

For addressing RQ1, process histories are introduced. A process history
reflects viable models that are discovered for a process based on an event stream.
Process histories provide a novel way to detect and represent concept drifts
through mining the evolution of a process model based on an event stream.
The challenging question is when a new model is created, i.e., which event or
sequence of incoming events triggers the creation of a new model in the history.
We present two new algorithms. The first algorithm creates the process history
and discovers new viable models. The detection of a viable model, is based on
conformance [17] and the “age” of the event information using the sliding win-
dow approach, i.e., older process instances do have no impact on the current
business process logic. The second algorithm determines concept drifts based on
the synthesised process histories (RQ2) and enables the detection of incremental,
sudden, recurring, and gradual drifts. The evaluation comprises a prototypical
implementation as well as a comparison with existing approaches on detecting
concept drifts based on synthetic and real-life logs. In summary, this work pro-
vides means to detect incremental, sudden, recurring, and gradual concept drifts
based on event streams and the concept of process histories during run-time.

The paper is structured as follows: In Sect. 2, the required definitions and
techniques for this work are described. Section 3 features the main contribution
of this work, followed by an evaluation, Sect. 4, based on a synthetic log created
using the process models of [4]. The related work is presented in Sect. 5 and an
outlook and summary is provided in the last section, Sect. 6.

2 Fundamentals

This section introduces fundamentals on business processes and process mining,
defines process histories and discusses event streams in comparison with process
execution logs.

Process Execution Log. Every time a business process is executed, the infor-
mation on the execution is usually recorded using the XES1 [1] format. In short,

1 Extensible Event Stream.
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a business process corresponds to a log node in a XES file. One log can have zero
to many trace elements. A trace corresponds to an executed process instance
of the business process and it contains information about the process instance,
like an id, Runtime and has zero to many event elements. An event symbolises
an executed activity in the process instance and contains information related to
this event and the id of the log as well. In a stream based architecture, the last
part is important to relate specific events to their corresponding log.

These log files, allow for the three main types of process mining [18].

– Process Model Discovery. This technique is used for finding a fitting process
model for the log file.

– Process Conformance Checking. This technique takes an event log and an
already discovered process model, and checks if the log fits the process model.

– Process Enhancement. This technique allows to change and improve the
already discovered process model with a new log file.

Process History. A process history contains every process model for one busi-
ness process and is defined as follows:

Definition 1 (Process History). Let P be a business process. A process his-
tory HP is a list of viable process models Mn, n ∈ N that have been discovered
for P with Mn being the current model for P , formally:

HP :=< M0,M1, ...,Mn−1,Mn, .. > (1)

For synthesising a process history, process model discovery and process con-
formance checking techniques are applied in Algorithm 1 in Sect. 3 to find, check
and adapt the current process model.

Since log files are static and created after the execution of process instances,
process mining approaches are often applied offline, i.e., ex-post. Our contribu-
tion aims at synthesising a process history for a business process online, i.e., at
run-time. To achieve this goal, an event stream, instead of log files is used [23].

Event Stream. An event stream represents a continuous flow of events pro-
duced by process instances of a business process. To help identify which events
belong to which trace or event log, a unique identifier is embedded in the event
itself. There are at least two main differences between a log file and an event
stream. First, a log file is finite meaning that the information on the number of
events per trace and which events appear is available. Second, a log file is also
complete, so the specific end and start events of a business process are known.
In an event stream it is not guaranteed, that there are no more events for a trace
coming in. It is unlikely as well, that we listen to the stream from the time when
the first event of the first process instance has occurred, until the last event of
the last process instance, because of main memory issues and of course usability.
It should be possible to start listening to an event stream at any time. For the
implementation of Algorithm 1, special data structures are required, to discover
a process model.
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Data Structures: A process history covers all viable process models that have
been executed for a specific process. Any time an event is sent to the process
execution engine, it will be processed using the three types of process mining.
For process model discovery, there is a plethora of algorithms available to mine
process models, for example, the α-miner [19] or the inductive miner [10].

For process model discovery, we are using an adapted version of the stream-
based abstract representation (S-BAR) [23]. S-BAR introduces an abstract rep-
resentation of the directly follows set of events. This set of events consists of
every observed pair of subsequently executed events. This is achieved by creat-
ing two maps. In this case, a map relates to the well-known data structure of a
hash table [7], consisting of keys and their corresponding values.

The first map, trace map, is built using the trace id of a trace as key. The
corresponding value to a trace id, is the whole trace. In an event stream, one
event at a time is processed. After processing the event, is put into the trace map.
To cope with memory issues and to help determine active traces, the point in
time when the first and currently last event of a trace is being processed is also
stored. The second map, directly follows map represents the directly follow
relations of all events w.r.t. the trace map. As key, the preceding event is being
stored, with the following event as the corresponding value.

The usage of these maps is explained in detail in Sect. 3. Figure 1, shows the
trace map and directy follows map for the traces [A, B, C] and [A, C, B].

Fig. 1. Event stream containing two traces with different order of events.

For using the inductive miner, an assumption of specific start and end events
is required. Since we look at an event stream, it cannot be guaranteed to identify
the correct end or start events. E.g., a set of collected start events of each trace
can be taken as input. The example in Fig. 1, shows two traces that both have
the same starting event “A”, so this event would be the only start event for
the inductive miner. For the end events, we can only consider the last known
events of already known traces. The traces in Fig. 1 provide two possible end
events. The first trace has as an end event “C”, while the second trace has as an
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end event “B”. This results in a set containing two end events marked for the
inductive miner, namely “B” and “C”.

Conformance Checking: Every time a new event is processed, we check if
this newly extended trace is fitting an already mined process model using con-
formance checking [17]. Conformance checking replays a trace on a given process
model and tries to align it as good as possible. The fitness of a trace in its most
basic way, is calculated using costs for inserting events into the model if there
are too many events in the log and inserting events in the log, if there are not
enough events in the log to fit the model.

Sliding Window: The two maps, trace map and directly follows map, contain
the necessary information about every processed event. Since business processes
change, already finished or older traces may be part of a preceding version of
the business process. Another important factor is, that not every trace can be
saved in the main memory, because of capacity issues. To resolve that, the sliding
window approach is used. The sliding window only stores k data entries, here keys
in the trace map. If there are already k entries stored, the oldest one is removed
before storing the new entry. If the trace map would be exceeding k, the key
value pair with the oldest currently known end event is removed. This method
ensures, that only currently active and newer traces are taken into account while
discovering a new process model and checking its fitness.

Concept Drift: The last important concept for process histories are concept
drifts [21]. A concept drift reflects a shift in the business process logic, meaning
that the execution of a business process changed over time. There are several
reasons for a change in the process model, like a new business policy or adaptions
in the business process logic to meet customer needs. Every time the business
process logic changes, a new process model is discovered.

[4] defines 4 kinds of types of concept drifts.

– Sudden Drift. It shows a complete new workflow for the business process, for
example caused by a new legislation, like GDPR.

– Recurring Drift. There could be a process model that is used for a specific
time in the year, for example, Christmas season, in which workflows are exe-
cuted differently to meet customer needs. These drifts appear periodically
and replace the process model with another already known process model.

– Incremental Drift. Describes small changes, that are natural in the evolution
of a business process. Especially in the beginning, the process history will
be often extended, because a new process model is discovered after each new
event in the event stream. This results in many sub process models.

– Gradual Drift. The process got changed and all process instances since the
change point have a different process model. Mn and Mn−1 coexist, as long
as already started process instances of Mn−1 are still running.

It is to be noted, that recurring drifts and incremental drifts, can also be
gradual drifts, since process instances of the PMn−1 could still be executed.

A process history enables the detection of each of these drifts and is defined
in the next section.
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3 Contribution

This section describes the contribution of this paper, synthesising process histo-
ries and detecting concept drifts.

3.1 Synthesising a Process History

For tackling RQ1, a process history, HP , is synthesised. The process history
contains a list of already known process models, Mi, for a process P , where M0

is the first known process model for P and Mn is the last known and currently
used model for P . With the list of process models, all historical changes of P ’s
logic are represented in HP , and show the evolution of P .

These models are discovered using an event stream.
The developed Algorithm 1 synthesises a process history and is described in

the remainder of this subsection. As input an event stream, ES, a window limit
k and the thresholds φ and σ are required. The thresholds are described in detail
in the following paragraphs.

At the beginning the process history, HP , is an empty list and does not
contain any process models. The trace map, explained in Sect. 2, contains no
items in the beginning. The directly follows map is created after an unfit trace
is detected.

For usage of the sliding windows approach, the window size k must be defined.
Only k items are possible in the trace map. Every time a new event is processed,
it is checked, if its trace id is already existing in the trace map. If it does not
exist and the size of the map is smaller than k, the trace id is used as key and
as a value, the event is used as the starting event of the corresponding trace. If
the map has already k items, the oldest trace is removed from the trace map. If
the trace id is found in the trace map, this event will be appended to the trace.

Afterwards, if there is already at least one model in the process history, the
fitness of the active trace is checked. For this purpose, we use common confor-
mance checking techniques. Conformance checking returns the fitness value for
a trace for a process model by replaying and aligning the trace to the model [2].
For the alignment costs of the trace, two different costs are calculated. The costs
for a move in a log, describe if an event is found in the log but not in the model
at this position. On the other hand, costs for a move in a model, describe if an
event is found in the model but not in the log. For our purposes, only moves
in a log are considered, because in an online environment, it is not known, if a
process instance reached its end event yet, which means, that the trace can still
fit the model. The fitness value of a trace for a model ranges between 0, does
not match at all, and 1, matches the model perfectly.

The model in Fig. 2 for example, is our last known model in the process
history. The two traces that would match completely would be [A, B, C, D] and
[A, C, B, D]. Since we only take the moves in the log into account, the two traces
[A, B, C] and [A, C, B] receive a perfect score, and it is assumed, that those
process instances are still being executed and the end event “D” has not been
processed at the moment.
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Input: Event Stream ES (a series of events)
k (Limit for number of trace map items)
σ (Threshold for the fitness of a trace for a model, [0,1])

φ (Threshold for distinction of a new viable model [0,1])
Result: Process History HP (contains all viable process models in

chronological order.)
HP = [ ]
M duration = 0
trace map<trace id,trace> = 0
for e in ES do

if trace map contains key e.trace id then
trace map[’e.trace id’].append(e)

else
if trace map.size ≥ k then

trace map.delete oldest
trace map.insert(e.trace id,e)

if H.size �= 0 and conformance checking(traces[e.trace id],HP .last) < σ
then

directly follows map<event,event> = 0
for t in trace map.values do

if conformance checking(t,HP .last) < σ then
for i in t.size do

if i != 0 then
directly follows map.insert(t[i-1],t[i])

Model = inductive miner(directly follows map)
fitting traces counter = 0
durations = [ ]
for t in trace map.values do

if conformance checking(t,Model)≥ σ then
fitting traces counter+= 1
if t.end event in Mode.end events then

durations.append(t.end event.time-t.start event.time)
ScoreModel,trace map.values s= fitting traces new / trace map.values.size
if s ≥ φ then

HP .append(Model)
M duration = durations.average + durations.std deviation
unfinished traces =
trace map.get unfinished(HP [HP .size-1],trace map, M duration)
detect concept drift(trace map.values,unfinished traces,HP ,φ,δ)

if |HP | = 0 then
HP .append(inductive miner(e))

The last trace [A, D, B], received a lower fitness score, based only on moves
in the log. The second event “D” is not expected this early in the process model
and cannot be aligned in a perfect way, so it is moved in the log.

To define if a trace fits the model, a threshold, σ is introduced, ranging from 0
to 1. While 0, would result in any trace fitting any model, 1 would only consider
perfectly matching traces as fitting. For the purpose of detecting viable process
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Fig. 2. A process model with one parallel gateway and 3 related traces. While the
Move-Log fitness is perfect for the first two traces, the last trace contains an additional
event and receives a lower score

Fig. 3. Model Mn−1 is only fitting one the first trace perfectly. Model Mn is fitting all
traces. Mn is now the new model.

models, a high threshold like 1 is suggested. This guarantees to only consider
perfectly matching traces for the distinction.

If the trace of the currently processed event, does not fit the last known
process model of the process history, a new model is mined, using the induc-
tive miner. As input for the inductive miner, the abstract representation of the
directly follows relation is sufficient. Only unfitting traces in the current window
are used for discovering the new process model. The inductive miner always pro-
duces sound workflow nets and suffers from less instabilities like the α-miner,
which does not detect short loops for example.

To distinguish between viable new process models and anomalous process
instances, a score for a process model for a set of traces is defined as:

Definition 2 (Model score). Let T be a given set of traces, M a process model,
and φ ∈ (0,1] be a threshold. Moreover let A ⊆ T be the set of all traces having
a fitness score greater or equal than φ and let χA(t) be the indicator function,
returning 1 if t ∈ T is in A, 0 otherwise.
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Then SM,T , the model score of process model M w.r.t. T , is defined as

SM,T =
∑

t∈T χA(t)
|T | .

In the algorithm, for calculating the score for the new model using the current
trace map, the values of the whole map, are checked for conformance with the
newly discovered process model. If a trace is fitting the new model, a counter
is increased by 1, starting at 0. In addition, if the trace’s end event is one of
the end events of the new model, the complete execution time is calculated
and stored in a list of execution times for this model. The variable M duration
describes the average execution time of M plus the standard deviation. The
number of fitting traces is then divided by the number of all possible traces from
the trace map, which results in the score for the new model and the trace map.
The score for this model, ranges from 0 to 1 as well. To determine if the new
model is viable, the score must be greater or equal than φ. φ is introduced as
a threshold between 0 and 1, where 0 considers any model as viable and 1 only
models that fit every trace from the current window to the new model. For the
history in the evaluation, only models fitting at least 90% of the traces from the
current window have been considered to get a strict list of viable models, with
results discussed in Sect. 4.

In Fig. 3, the detection and creation of a new process model in the process
history is shown. On the left, the two longer traces do not fit the last known
process model in the process history. The newly discovered model, visible in
Fig. 3 on the right, is able to fit all current traces into the model. Since the new
model fits all current traces, the new model is appended to the process history.
The old model is now Mn−1 in the process history and the newly created model
is now the last and current model in our process history, Mn.

Every time a new model is discovered and appended to HP , a concept drift is
detected. To determine the type of the concept drift, unfinished traces for Mn−1

from the trace map need to be collected. A trace is likely to be unfinished if its
end event is not part of the end events of Mn−1 and its current execution time
is lower than the execution time stored in M duration. If its execution time is
larger, the process instance is likely to be cancelled.

3.2 Concept Drift Distinction

Algorithm 1 synthesises a process history for a specific process. Every time a new
process model is appended to the process history, a concept drift is detected. The
4 types of concept drifts, in relation to a process history, can be defined formally
as follows:

Definition 3 (Concept Drift Types). Let T be a given set of traces and U be
a given set of unfinished traces. Moreover let H be a process history for a process
P and δ ∈ [0, 1], ε ∈ [0, 1] be thresholds and the function fitness, defined for one
trace and a model, ranging from 0 to 1. The following drift types are defined as
follows:
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– Incremental Drift if |H| ≥ 2 ∧ ∃(t ∈ T, fitness(t,Mn−1) ≥ δ ∧ fitness
(t,Mn) ≥ δ)

– Recurring Drift if |H| ≥ 3 ∧ ¬ IncrementalDrift ∧ ∃ m ∈ N, 2 ≤ m ≤ n,
|SMn,T − SMn−m,T

| ≤ ε
– Gradual Drift if U �= ∅

– Sudden Drift if ¬IncrementalDrift ∧ ¬RecurringDrift ∧ ¬GradualDrift

As a fitness function, this work is using again conformance checking with
only considering moves in the log [2].

It is to be noted, that an incremental drift and a recurring drift can be a
gradual drift as well. This approach allows to detect concept drifts and identify
the type of the concept drift with the use of Algorithm 2 and tackle RQ2.

As input parameters a list of traces T , the traces from the trace map, a list
of unfinished traces U for Mn−1, collected by Algorithm 1, for detecting gradual
drifts, a process history HP , δ for determining fit traces and ε are required.
ε describes the maximum error that is allowed between two model scores to be
equally viable for T and ranges from 0 to 1, where 0 only determines equal scores
to be similar viable and 1 determines any scores to be similar viable.

If there are less than two process models in the process history, it can be
concluded that there is no concept drift, since a drift appears when the business
process logic changes and a new model is discovered.

For every process model of H the model score is calculated using traces from
T , like described in Algorithm 1. The variable Incremental is calculated during
the calculation of the scores to save execution time. If “Incremental” equals 1
an incremental drift is detected, otherwise not.

If there are traces out of T that fit the preceding model and the current model,
an incremental drift is detected. As as long as U is not empty, the incremental
drift is a gradual drift as well. Otherwise it is a sudden incremental drift.

For recurring drifts, the score of any model from Mn−2 to M0 is calculated. If
there is at least one model Mm, where the difference between SMn,T and SMm,T

is less or equal ε, a recurring drift is detected. Then it is again distinguished
between a gradual recurring drift and a sudden recurring drift, using the same
approach as before.

If it is not a recurring drift or an incremental drift, it number of elements in U
is checked. If there is at least one trace, a gradual drift is detected. Otherwise it
is not a gradual drift and a sudden drift is detected, since it is already concluded
that it is not an incremental or recurring drift either.

The return value is a vector with 4 items corresponding to Incremental
Drift, Recurring Drift, Gradual Drift and Sudden Drift. E.g., a gradual
recurring drift return [0, 1, 1, 0], while a sudden drift returns [0, 0, 0, 1].

In Fig. 4, a complete process history is shown with ε = 0.05 and δ = 1. The
first concept drift from M0 to M1 is detected with T containing t1 [A, B, C, D,
E] and t2 [A, C, B, D, E]. An incremental drift can be detected between M0 and
M1, since there is only a new event, E, added to the end of the process. The
same traces that fit M0, fit M1 as well.
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Fig. 4. Complete process history of a single business process

Let t2,3 [A, B, C, D], t4,5 [A, C, B, D] and t6,...,9 [A, F, G, D] be new traces
in the event stream. With a small window size k, e.g., 5, M2 is mined. Only
t6,...,9 are considered for the model, since they are not fitting M1. The difference
between SM2,t5−9 and SM1,t5−9 or SM0,t5,...,9 is greater than ε, so it is not a
recurring drift. There are no traces fitting M2 and M1 as well, so an incremental
drift is not possible. Since t5 is likely to be not finished for M1, a gradual drift
is detected.

Assume the next traces in the event stream are t10−12 [A, B, C, D] and
t13 [A, C, B, D]. This results in Mn−1. The difference between SM0,t9,...,13 and
SMn−1,t9,...,13 is 0. A recurring drift is detected with the recurrence of M0. Since
t9 s already finished, it is not a gradual drift as well.

Let the next traces be, t14,...,17 [A, E, G], which result in Mn. There is no
equally similar score to SMn,t13,...,17 and there are no unfinished traces.

In the next section, the two algorithms are evaluated on a synthesised log,
following the insurance example used in [4].

4 Evaluation

This section describes a tested example of process histories. Process Execution
log files have been synthesised, transformed into an event stream and the pro-
cess history discovered. The business process depicts an insurance process, first
described in [4]. Since not all concept drifts have been integrated in the source,
additional concept drifts have been added. With this process history, the type of
concept drifts has been detected. The first part of this section covers the imple-
mentation of the algorithms and the framework for the evaluation. The second
part shows the execution and results. The implementation is available at http://
gruppe.wst.univie.ac.at/projects/ProcessHistory.

http://gruppe.wst.univie.ac.at/projects/ProcessHistory
http://gruppe.wst.univie.ac.at/projects/ProcessHistory


Process Histories - Detecting and Representing Concept Drifts 329

Input: Traces traces (list of traces), Traces u (list of unfinished traces), H
(Process History),

δ (Threshold for fitting models ∈ [0,1]
ε (maximum error between similar process models)

Result: type vector[0,0,0,0] (Positions represent Drifts
[Inc,Rec,Grad,Sudden], 1 represents this type of drift
occurred. )

if H.size <= 1 then
return ”Error: No drift”

Scores = [ ]
Incremental = 0
for M in H do

model score = 0
for t in traces do

if conformance checking(t,PM)>= δ then
model score += 1
if M == Mn−1 and conformance checking(t,Mn)>= δ then

Incremental = 1
Scores.append(model score/traces.size)

Scores = Scores.reverse // Reverse order so Scores[0] == Mn

if (Incremental == 1) then
if u.size �= 0 then

return [1,0,1,0] //Incremental Gradual Drift
else

return [1,0,0,0] // Incremental Drift

for i in Scores.size do
//Start with 0 if i ≤ 1 then

next
if (|Scores[0]-Score|≤ ε) then

if u.size �= 0 then
return [0,1,1,0] //Recurring Gradual Drift

else
return [0,1,0,0] // Recurring Drift

if u.size �= 0 then
return [0,0,1,0] // Gradual Drift

return [0,0,0,1] // Sudden Drift

4.1 Implementation

A tool to synthesise process execution log files, has been implemented in Ruby
[12]. A web service has been implemented as well, to transform static log files
into an event stream. The generated log files have time stamps in every event
as information. The web service extracts the list of events from the log files
and orders them, based on time stamps. This results in a chronological correct
event stream. Every event is then sent to the main web service. This web service,
written in Ruby as well, processes each event and runs both algorithms described
in Sect. 3. The process history is constantly adapted and provided through a
REST interface. For the mining algorithm we are using the inductive miner,
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implemented in ProM called from extension RapidProm [3] of Rapidminer. The
output is then retrieved using the REST interface.

4.2 Evaluation

For the evaluation, we synthesised process execution log files, based on the pro-
cess models used in [5]. Small modifications have been applied, because only one
path of some decisions showed concept drifts. For every process model 100 pro-
cess instances were created. Since not all types of drifts are detectable in these
models, we added new process instances to find every type of concept drift. For
the creation of the process history, k was set to 50, δ to 1 and σ to 0.9.

For the distinction of a concept drift, ε was set to 0.05 and σ to 1. As is
often the case in data mining approaches, the values for the parameters are
highly dependent on the domain of the business processes. The parameters in
this evaluation are fairly strict and only consider perfect fitting models as viable
if at least 90 % of the current traces are fitting the new model.

The first 100 process instances consisted of “Register”, “Decide High/Low”, ,
“High Insurance Check”, “High Med.History Check”, “Contact Hospital”, “Pre-
pare Notification”, “By Phone”, “By Email”,“By Post” and “Notification Sent”.
The order of “High Insurance Check”, “High Med. History Check” and the order
and existence of “By Phone”, “By Email”, “By Post” have been randomised, so
that the inductive miner is able to detect the parallel paths and decisions. The
first models produced can vary a lot, depending on the order of events in the
event stream. Figure 5 shows the first discovered viable process models in the
process history. M0 consists of only one event. During the first 100 instances,
the process model evolves and, depending on the order of the execution of the
process instances, the first part of the first parallel gateway can be seen in M4.
Algorithm 2 detects for the first process models in the history only incremen-
tal drifts, as expected. This can be reasoned because, every time a new event
is found at the end of a trace or a new parallel order instead of sequence is
mined, all other traces from the previous model are fitting the new model, e.g.,
the trace [“Register”, “Decide High/Low”, “High Insurance Check”,“Contact
Hospital”] and the trace [“Register”, “Decide High/Low”, “Contact Hospital”,
“High Insurance Check”] are both fitting M5.

After each possible combination is executed, Mn−4 (Fig. 7), is discovered. To
create a gradual drift, the next 50 instances are fitting Mn−4, but did not finish
before the next 100 instances started in the stream, containing small adaptations.
Instead of a parallel gateway for the medical checks, cheaper checks, like “High
Insurance Check”, are done at the beginning. If this check fails, the other checks
are automatically skipped. Unfit traces now contain only a subset of the 3 events.
After 45 instances, σ and the score of the new process model Mn−3 for the traces
of the trace map are equal, so the model is appended to the process history. Since
there are 5 instances for Mn−4 not finished as well, we detected a gradual drift.
An incremental drift has been detected as well, since some traces fit Mn−4 and
Mn−3 perfectly.
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Fig. 5. Process Models containing concept drifts.

All the concept drifts from [4] cannot be detected with our approach. As can
be seen in Fig. 6, the first process model includes the events “By Phone”, “By
Email”, “By Post” in optional parallel paths. The first concept drift described
in [4] changes the parallel gateway to a decision, where only one event is cho-
sen (Fig. 6(b)). Since all paths are optional anyway, all traces fit, even if only
one event is present. To negate this, a periodical model could be mined, using
all traces in the trace map to detect a stricter model fitting all traces. The
other model containing again a subset of choices already possible in the parallel
optional model, suffers from the same problem. The concept drift from Fig. 6 (b)
to (c) could be detected, but only if b is discovered. The drift from (a) to (c)
cannot be detected.

Another 100 instances have been put into the event stream, representing a
new legislation. The split of high and low insurance claims has been removed,
i.e., every claim is treated the same way. The notifications are only allowed to
be sent per post as well. After 45 instances, the model Mn−2 is discovered. This
model varies vastly from Mn−3, since the score from Mn−2 is 0.9 and the score
of Mn−3 is 0.1. No traces from Mn−3 match Mn−2. Also Mn−2 does not conform
to any other known model in the process history. A sudden drift is detected.

In the next 100 instances, a new event at the end has been discovered.
“Receive delivery confirmation” is appended to the end of the new process
instances. Again after 45 instances, Mn−1 is discovered. Since the 5 oldest traces
still fit Mn−2 and Mn−1 an incremental drift is detected.

Afterwards the first 100 instances have been put into the stream again with
modified time stamps. As expected, after 45 instances, Mn is discovered, which
is identical to Mn−4 and both have the same score of 0.9. A recurring drift has
been detected.

All four types of concept drifts can be detected. A problem occurs, if the
process model after the concept drift is just a stricter model. This means if new
traces fit the current model perfectly, no new model will be discovered and no
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Fig. 6. The concept drift from a to b is not detectable as well as the drift from a to c,
since traces from b and c fit a. The drift from b to c is detectable.

concept drift will be detected. This can be negated by discovering a new model
periodically instead of only if an unfit trace has been found, but this could lead
to big mixed process models, if not only the unfit traces are used for discovering
a new model. E.g., the sudden drift in Fig. 7 from Mn−3 to Mn−2, could also be
interpreted with a decision after the “Register” event, which leads to the path
from Mn−3 or the path from Mn−2.

Section 5 covers the related work in this field.

5 Related Work

A plethora of algorithms use XES files for discovering process model. The most
prominent mining algorithm is the α-miner [13]. This mining technique trans-
forms a directly follow abstraction [23] into a Petri Net [14]. These XES files do
not change while they are used for process mining.

Online process mining : An online setting using abstract methods is described in
[23] working with directly follows relation, [6] using the heuristics net miner [20]
or [11] detecting concept drifts in ltl declared models. The requirements for an
online setting, are (a) finite memory. Process execution logs tend to get larger
and larger. The size of these files gets so big, that mining the entire XES file at
once is not possible, because there is not enough main memory available. Since
the files get larger, there is also more data to process. For an online setting, the
calculations need to be finished at run-time (b), therefore there are run-time
constraints. To cope with these requirements in an offline setting, many process
mining approaches, create an abstract representation of an event log to retrieve
a process model. The S-BAR approach complies with the following principles.
It reuses existing approaches for finding the process model. For the usage of
existing techniques, an abstract representation is built.

Concept Drift in Process Mining : A sudden shift, induced by a new legislation
for example, can cause a change in a business process. This is followed by a
change in the process execution and the process execution logs. The already
mined process model might be not suitable any more for conformance checking,
a concept drift [21]. In [4], an approach to find concept drifts in process execution
logs is discussed. Features to interpret the relationships of events are introduced.
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Fig. 7. Process Models containing concept drifts.

– Relation Type Count. Defines a vector for every event, containing the num-
ber of events that always, sometimes and never follow a specific event.

– Relation Entropy. The average rate at which a specific relation is being
created.

– Window Count. The count is defined for a specific relation, like the follows
relation, on a give length.

– J-measure. Originally proposed by Smyth and Goodman [9], to calculate the
goodness of a rule, like b follows a. This is done with cross-entropy of two
events and a specific windows size.

The first two features are calculated using the whole log, while the other two
features are calculated on each trace. Concept drifts, are detected by splitting
the log in smaller sub-logs and finding the point of change through statistical
tests, like the Kolmogorov-Smirnov test and the Mann-Whitney U test.

The related work, offers ways to retrieve process models from process execu-
tion logs and detect concept drifts in an offline environment. While it is possible
to detect the exact point in time when the drift is happening, there is no differ-
entiating of types of concept drifts. Also since it is done offline, the results are
ex-post. The online mining approaches use a similar strategy to discover process
models at run-time. Concept drifts can be detected, but are not differentiated
and not all types of concept drifts can be detected.
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6 Summary and Outlook

This work introduces process histories to reflect the evolution of a process based
on an event stream during run-time. The histories consist of a sequence of viable
models of this process. Based on this model sequence, incremental, sudden, recur-
ring, and gradual concept drifts can be detected. For synthesizing the process
histories, an algorithm utilizing conformance checking and the “age” of event
information has been presented. All concepts are evaluated through a proof-of-
concept implementation and a comparison with existing approaches. With static
log files [4], the exact point of time of a concept drift can be detected, but is
not using an online environment and does not differentiate the types of concept
drifts. In an online environment [11,22], concept drifts can be detected, but not
all types of concept drifts have been covered and the drift is detected relatively
late. The advantage of the other approaches is the detection of stricter pro-
cess models, since they are not focused on detecting drifts, but discovering new
process models. Future work will focus on the refinement of synthesizing process
histories, i.e., parallel events at the end of a process, other techniques to calculate
the fitness of a specific trace, detecting concept drifts in a stricter model as well
as testing other mining algorithms including the frequency of events and other
approaches like lossy counting instead of sliding window for the determination
of impactful traces.
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Abstract. Many business processes are supported by information sys-
tems that record their execution. Process mining techniques extract
knowledge and insights from such process execution data typically stored
in event logs or streams. Most process mining techniques focus on pro-
cess discovery (the automated extraction of process models) and confor-
mance checking (aligning observed and modeled behavior). Existing pro-
cess performance analysis techniques typically rely on ad-hoc definitions
of performance. This paper introduces a novel comprehensive approach
to process performance analysis from event data. Our generic technique
centers around business artifacts, key conceptual entities that behave
according to state-based transactional lifecycle models. We present a
formalization of these concepts as well as a structural approach to cal-
culate and monitor process performance from event data. The approach
has been implemented in the open source process mining tool ProM and
its applicability has been evaluated using public real-life event data.

Keywords: Process mining · Performance analysis
Business artifacts · Transactional lifecycle models

1 Introduction

Business processes generate most of the cost of any business. Improving efficiency
and efficacy in any organization therefore generally necessitates improving its
processes [11]. Nowadays, processes are typically supported by Process-Aware
Information Systems (PAIS) such as ERP, CRM, and BPM systems, that record
data about the execution of the process. Process mining is a discipline that deals
with extracting knowledge and non-trivial insights from such event data. Existing
process mining techniques have focused on three main areas: process discovery
(the automated extraction of process models from event data), conformance
checking (aligning observed with modeled behavior), and process enhancement
(the extension of existing a priori process models with recorded information).
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Performance analysis focuses on the time perspective, and typically relates
to frequencies of occurrence and differences in time between some special events.
From most event logs, we can obtain information about process performance
characteristics such as waiting times, throughput times, and utilization rates.
Performance characteristics such as these are often used in Key Performance
Indicators (KPIs) and Service Levels. However, relatively little research has
gone into the structural analysis of process performance from event data. Most
performance-oriented techniques rely on ad-hoc definitions of performance [11],
and are usually limited to cases (i.e. process instances) and control-flow activities
of a process. Often, however, organizations are also interested in the performance
of other process entities such as resources, work-items, and other artifacts. This
simultaneous analysis from multiple perspectives is usually not supported.

In this paper, we introduce a novel structural approach to analyzing business
process performance. We follow the notion of business artifacts, which have been
defined as key conceptual entities that are central to the operation of part of
a business and who’s lifecycles define the overall business process [3,18]. Given
process execution data in terms of an event log or stream, our approach measures
performance by correlating events to state transitions in business artifact lifecy-
cle models represented by finite state machines (FSMs). Performance metrics are
expressed in terms of generic measures defined on these lifecycle models, such
as the time spent in a state or the number of times a transition was executed.
Events may signal transitions in the lifecycles of multiple artifact instances, and
multiple lifecycle models can be identified for the different artifact types. As
such, we allow for the simultaneous analysis of multiple artifacts on different
levels. An example is shown in Fig. 1. Tool support is provided as well.

The remainder of this paper is structured as follows. Section 2 introduces pre-
liminary definitions. Section 3 shows how events need to be correlated to business
artifacts. Section 4 formalizes lifecycle models and explains how events are linked
to lifecycle transitions. Section 5 defines performance measures and metrics. The
implementation of the approach in the open source process mining tool ProM
is discussed in Sect. 6. We evaluate the approach on a publicly available real-life
dataset in Sect. 7. Related work is discussed in Sect. 8. Section 9 summarizes the
paper and concludes with views on future work.

Performance measures

Performance metrics
• duration = sum(times_spent(’started’))
• sojourn_time = duration + sum(times_spent(’scheduled’)) + sum(times_spent(’assigned’)) + sum(times_spent(’suspended’))

• times_spent( ‘state’ ):
Multi-set of time durations that were spent 
in this state.

• times_visited( ‘state’ )
The number of times the state was entered.

• times_executed( ’transition’ )
The number of times the transition was 
executed.

Fig. 1. Example of the artifact-centric performance analysis approach. Basic perfor-
mance measures are used to form more complex process metrics.
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2 Preliminaries

Event logs serve as input for any process mining technique. These techniques
typically reason about a number of business artifacts. Typically, the execution
of an activity for a case is recorded by one or more events that are associated
with the lifecycle state transitions for the activity instance. As we will show later,
different lifecycle models can be used for different artifacts. For each event, the
resource that executed the activity is usually recorded as well.

Definition 1 (Universes). T is the universe of time stamps. B is the universe
of business artifact instances. E is the event universe, i.e. the set of all possible
event identifiers. We assume E to be a totally ordered set. P is the universe of
properties. V is the universe of property values.

Definition 2 (Intervals). I = {(t1, t2) ∈ T × T | t1 ≤ t2} is the universe
of intervals. The function δ ∈ I → R

+
0 with δ(t1, t2) = t2 − t1 for (t1, t2) ∈ I

defines the duration of an interval1.

Definition 3 (Events, Event properties). Function π ∈ P → (E � V) is
the event property function π. For any property p ∈ P, π(p) (denoted πp) is
a partial function mapping events onto values. If πp(e) = v, then event e ∈ E
has a property p ∈ P and the value of this property is v ∈ V. If e /∈ dom(πp),
then event e does not have property p and we write πp(e) =⊥. We assume all
events to have a value for the property ‘timestamp’, i.e. dom(πtimestamp) = E.
Furthermore, ∀e1, e2 ∈ E : e1 < e2 =⇒ πtimestamp(e1) ≤ πtimestamp(e2), and
e1 = e2 =⇒ πtimestamp(e1) = πtimestamp(e2), i.e. time stamps respect the total
order on events.

Definition 4 (Event logs). L is the universe of event logs. An event log L =
(E,P ) ∈ L defines a set of events E ∈ E and a set of event properties P ∈ P.

Note that e ∈ E is only a unique identifier and function π is needed to
attach meaning to e. The set E contains individual events, and P is the set
of properties that events in the event log may or may not have. An example
event log L1 is shown in Table 1. P = {id, timestamp, case, age, type, activity,
activity instance, transition, resource} corresponds to the properties recorded
in L1 and πtimestamp(e6) = 2018-01-06 10:43, πcase(e6) = c2, πage(e6) = 27,
πactivity(e6) = A, πresource(e6) = Bob, etc. An event log can either consist of
events recorded for a single process, or, alternatively, multiple processes can be
combined to create an aggregated event log. Events may also be recorded for
other process- and non process-related occurrences. For this paper, we assume
there to be a total order over all events. We also assume every event to have a
value for the timestamp property and their order to respect the ordering of time.

In Table 2, an excerpt of a real-life event log is shown. This event log was used
in the Eighth International Business Process Intelligence Challenge [24]. The
events record actions related to the handling of application documents for EU
payments from the European Agricultural Guarantee Fund. We further explain
this process and use the corresponding event log in Sect. 7.
1

R
+
0 = {r ∈ R ∪ {0} | r ≥ 0}.
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Table 1. Example event log L1. Events are characterized by multiple properties.

Event ID Event properties

Timestamp Case Age Type Activity Activity instance Transition Resource

e1 2018-01-04 08:00 c1 33 Gold A a1 start John

e2 2018-01-04 09:15 c1 33 Gold A a1 complete John

e3 2018-01-04 10:12 c1 33 Gold B a2 complete Bob

e4 2018-01-04 14:00 c1 33 Gold C a3 start Sue

e5 2018-01-04 14:05 c1 33 Gold C a3 complete Sue

e6 2018-01-06 10:43 c2 27 Bronze A a4 start Bob

e7 2018-01-06 11:00 c2 27 Bronze A a4 complete Bob

e8 2018-01-07 09:33 c2 28 Bronze B a5 complete ⊥
e9 2018-01-07 09:35 c2 28 Bronze C a6 start Sue

e10 2018-01-07 09:37 c2 28 Bronze C a6 complete Sue

e11 2018-01-09 09:27 c3 18 Gold A a7 start John

e12 2018-01-09 10:40 c3 18 Gold A ⊥ complete John

e13 2018-01-09 15:03 c3 18 Gold B a8 complete Bob

Table 2. Excerpt from a real-life event log containing multiple artifacts [24].

Event ID Event properties

Timestamp Application DocType DocID Activity

· · · · · · · · · · · · · · · · · ·
6062 2015-07-20 13:07:28 8b99873a Parcel document 5160 Finish editing

7139 2015-07-24 21:10:08 8b99873a Ref. alignment 7142 Initialize

7131 2015-07-24 21:10:08 8b99873a Ref. alignment 7142 Performed

7192 2015-09-15 19:31:11 8b99873a Dep. contr. parc. 7195 Performed

3398 2015-10-26 13:27:10 8b99873a Ent. application 3397 Initialize

5785 2015-10-31 05:10:31 8b99873a Ent. application 3397 Begin editing

5307 2015-10-31 05:10:35 8b99873a Ent. application 3397 Calculate

2108 2015-11-05 11:01:26 8b99873a Ent. application 3397 Save

1924 2015-11-05 11:01:37 8b99873a Ent. application 3397 Calculate

1863 2015-11-05 11:01:39 8b99873a Ent. application 3397 Finish editing

· · · · · · · · · · · · · · · · · ·

3 Correlating Events

Most existing process mining techniques assume events in an event log to be
grouped per case. This seemingly simple requirement can be quite challenging
as it requires event correlation, i.e. events need to be related to each other.
Event correlation is one of the primary challenges when extracting event logs
from information systems [22]. Few approaches have been proposed to deal with
this issue, and most process mining techniques assume event logs to contain the
necessary correlation information. To illustrate the issue, consider the following.
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Events are often referred to by the name of the activity that generated them.
As such, many events may refer to the same activity name. They may refer to the
same activity instance (e.g. lifecycle transitions) or to different activity instances
(e.g. in a loop). Consider the scenario in which the same activity is started
twice, i.e. two activity instances are running in parallel. Given the footprint
of two “starts” followed by two “completes”, there are two possible scenarios
as illustrated by Fig. 2. In the first scenario, the time between related events is
similar for both activity instances, whereas in the second scenario, this is not the
case. It is clearly important to be able to correlate events, as timing information
recorded by them is used to measure performance. Different strategies can be
used to correlate events to activity instances a posteriori. For example, heuristics
can be used. In Fig. 2 one could assume a first-in-first-out order and pick the first
scenario. Moreover, one could introduce domain-specific rules such as timeouts
to correlate events to activity instances [22]. Additional information from process
models such as whether or not there are loops or parallelism can be used as well.

In [10], the authors show how events can be related to cases (i.e. process
instances) without a priori information. Relating events to cases is described
as the “primary correlation problem”, and relating events within the same case
as the “secondary correlation problem”. However, events may relate to multiple
business artifacts. As such, events can be correlated to each other on different
perspectives at the same time. For example, events can be grouped per activity,
by the resource that executed it, per day of the week, or by all of the above. Given
more complex artifact lifecycle models with additional states and transitions,
many ordering scenarios are possible and correlating events a posteriori becomes
even more challenging. A complete overview of event correlation techniques is
outside the scope of this paper. Consequently, for the remainder, we will assume
event correlation information to be available in the event log.

start start complete complete start start complete complete

Fig. 2. Two scenarios involving two activity instances leaving the same footprint in
the event log. Correlating events is paramount for accurate performance analysis.

4 Business Artifact Lifecycle Models

Traditional process mining techniques are based on activity flows for cases (pro-
cess instances). Additionally, the data aspect is often considered only as an
afterthought. In contrast, an emerging family of approaches uses (business) arti-
facts that combine both data aspects and process aspects into a holistic unit.
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Artifacts have been defined as key conceptual entities that are central to the
operation of part of a business and who’s lifecycles define the overall business
process [3,18]. Several different artifact lifecycle models have been used in liter-
ature, tools, and PAIS. For example, the recently accepted IEEE standard for
eXtensible Event Streams (XES) [1] contains two distinct lifecycle models for
activities by default. Generally speaking however, only activity lifecycle models
are considered and the lifecycles of cases are expressed using process models.

In this paper, we consider the general case in which business artifacts behave
according to state-based transactional lifecycle models, i.e. the behavior of activ-
ities, cases, resources, and the process as a whole can be described using lifecycle
models. Note that this list of artifacts is not exhaustive. It may be extended to
include any concept that is relevant for the process under investigation. A typi-
cal example artifact-centric process is a build-to-order process where several cus-
tomer orders are collected, and based on the order, materials need to be ordered
from suppliers. Customer orders can relate to one or more supplier orders which
contain goods related to multiple customer orders [19]. Other domains where
business artifacts play an important role are healthcare [25], order-to-cash [16],
and logistics and transportation. Furthermore, business artifacts may relate to
multiple lifecycle models, to enable analysis on multiple levels of abstraction.

4.1 Formalizing Lifecycle Models

A key concept in any lifecycle model is that state transitions can occur when
time evolves, and that every instance of the model can only be in a single state at
any given point in time. As such, we formalize lifecycle models as deterministic
finite state machines in which there is exactly one initial state.

Besides manual definition, lifecycle models may be automatically discovered
from event data. Several transition system discovery techniques have been pro-
posed [16,19,23,25]. Such discovered models can be easily converted to lifecycle
models and used in the analysis presented in this paper. For example, in case
more than one natural initial state is present, an artificial initial transition can
be added that has an outgoing transition to each of the original initial states.

Definition 5 (Lifecycle models). S is the universe of states, A is the universe
of actions, and M is the universe of lifecycle models. A lifecycle model M =
(S,A, T ) ∈ M is a deterministic finite state machine, where S ⊆ S is the finite
set of states, A ⊆ A is the finite set of actions, T ⊆ S × A × S is the finite
set of transitions, Sinitial ∈ S is the initial state, and Sfinal ⊆ S is the set of
final states. A transition (s, a, p) ∈ T is also denoted as s

a−→ p. Furthermore,

∀t1 = s
a−→ p, t2 = s′ a′

−→ p′ ∈ T : s = s′ ∧ a = a′ =⇒ t1 = t2 (determinism).

The lifecycle model shown in Fig. 1 models an activity lifecycle, and can be
modeled as a finite state machine M1 = (S1, A1, T1) where S1 ={initial, scheduled,
assigned, started, suspended, completed successfully, completed unsuccessfully},
Sinitial
1 ={initial}, Sfinal

1 ={completed successfully, completed unsuccessfully},
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A1 ={schedule, assign, reassign, start, suspend, resume, autoskip, manualskip,

. . . }, and T1 ={initial schedule−−−−−→ scheduled, scheduled
assign−−−−→ assigned, assigned

reassign−−−−−−→ assigned, assigned start−−−→ started, started
suspend−−−−−→ suspended, suspended

resume−−−−−→ started, initial
autoskip−−−−−→ completed successfully, scheduled

manualskip−−−−−−−−→
completed successfully, . . .}. Note that here, transitions are drawn between groups
of states in order to improve readability of the model. A transition from resp. to a
group of states represents that such a transition is present from resp. to any state
in the group. Groups can be considered to represent higher-level states.

4.2 Linking Events to Lifecycle Transitions

Events are often referred to by the name of the activity that generated them.
However, as mentioned in Sect. 3, this is technically incorrect as there may be
many events referring to the same activity name. Additionally, events might
be recorded that do not refer to any activity in the process, but do refer to
other artifacts. As such, we use event properties to correlate events to lifecycle
transitions of arbitrarily many business artifacts. The general idea is that events
may relate to zero or more lifecycle moves. A lifecycle move records the execution
of an action in a lifecycle model for a single instance of an artifact. Formally,
lifecycle moves can be defined as follows.

Definition 6 (Lifecycle moves). N is the universe of lifecycle moves. A life-
cycle move n = (M, i, a) ∈ N is a tuple where M = (S,A, T ) ∈ M refers to a
lifecycle model, i ∈ B to a business artifact instance, and a ∈ A to an action
in M . We also define a corresponding property lifecycle moves ∈ P such that
π(lifecycle moves) ∈ E → P(N )2.

Note that there can be multiple transitions in a model that refer to the same
action. Logically, each event can only relate to a single action per model, per
artifact instance. In Table 3, event log L1 of Table 1 is restructured to show the
lifecycle moves of its events. For this example, two (traditional) business artifacts
are considered: case and activity. Both artifacts follow the same simple lifecycle
model M2 = (S2, A2, T2) where S2 = {initial, started, completed}, Sinitial

2 =
initial, Sfinal

2 = {completed}, A2 = {start, complete}, and T2 = {initial
start−−−→

started, started
complete−−−−−−→ completed}. The first event recorded for each case

signals the start action, and events signaling the complete action of activity C
are considered to also signal the complete action of the related case. For example,
πlifecycle moves(e1) = {(M2, a1, start), (M2, c1, start)}. In this example, relating
the lifecycle moves in L2 to the transitions in M2 is trivial, as each action is only
referred to by in a single transition.

2
P(X) denotes the powerset of a set X, i.e. Y ∈ P(X) ⇐⇒ Y ⊆ X.
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Table 3. Event log L2. Events are correlated to zero or more lifecycle moves.

Event ID Event properties

Timestamp Activity Artifact Lifecycle
model

Artifact
instance

Action

e1 2018-01-04 08:00 A activity M2 a1 start

case M2 c1 start

e2 2018-01-04 09:15 A activity M2 a1 complete

e3 2018-01-04 10:12 B activity M2 a2 complete

e4 2018-01-04 14:00 C activity M2 a3 start

e5 2018-01-04 14:05 C activity M2 a3 complete

case M2 c1 complete

e6 2018-01-06 10:43 A activity M2 a4 start

case M2 c2 start

e7 2018-01-06 11:00 A activity M2 a4 complete

e8 2018-01-07 09:33 B activity M2 a5 complete

e9 2018-01-07 09:35 C activity M2 a6 start

e10 2018-01-07 09:37 C activity M2 a6 complete

case M2 c2 complete

e11 2018-01-09 09:27 A activity M2 a7 start

case M2 c3 start

e12 2018-01-09 10:40 A activity M2 ⊥ complete

e13 2018-01-09 15:03 B activity M2 a8 complete

4.3 Data Quality and Conformance

Above, we have shown how events can be related to actions in lifecycle mod-
els. This generally works well when the recorded event data is of good quality.
However, in real-life settings, data quality is imperfect and often contains noise.
For example, it is possible that not every lifecycle transition for every lifecycle
model for every artifact instance was recorded, or that data is missing or other-
wise corrupted. Case in point, e12 in L2 is missing the artifact instance value of
its one associated lifecycle move. Additionally, recorded event data only stores
which lifecycle action occurred, rather than the exact lifecycle transition, and
there might be multiple transitions related to the same action. As such, missing
event properties or incorrect event ordering could lead to problems when relating
events to lifecycle transitions a posteriori. Specific conformance checking tech-
niques need to be developed to deal with non-conformance of event data related
to business artifact lifecycle models. This is part of the larger event correlation
problem discussed in Sect. 3. Handling non-conformance and other data quality
issues is outside the scope of this paper, and for the remainder, we assume all
necessary lifecycle information to be available in the event data. Nevertheless,
it should be relatively straight-forward to combine the ideas in this paper with
existing approaches for dealing with noise and non-conformance.
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5 Analyzing Process Performance

Most process performance analysis techniques use ad-hoc definitions of perfor-
mance, and, to the best of our knowledge, no structural approach for the analysis
of business process performance currently exists for processes involving multiple
intertwined business artifacts. However, as performance is usually specified in
terms of events generated by business artifacts, in our approach, we utilize the
artifact lifecycle models defined earlier as the basis for performance analysis.
For each lifecycle model related to every instance of an artifact, basic perfor-
mance measures are calculated. These measures are the same for any lifecycle
model, and independent of the model’s structure. More complex, model-specific
performance metrics can then be defined in terms of these basic measures.

5.1 Performance Measures

Events in an event log are per definition atomic (i.e. they do not have a duration).
As described in Subsect. 4.2, events are related to transitions in the lifecycles
of any number of business artifacts. As a result, we can generate performance
measurements by “replaying” the event log on the lifecycle models.

Events signal the occurrence of lifecycle transitions at certain time stamps
and consequently indicate when the source state is left and the target state is
entered. State visits are intervals that indicate a single visit to the state, i.e. the
times at which a state was entered and exited. As states can be visited multiple
times, a multi-set of state visits is kept for each state. For each transition, we
keep track of a multi-set of transition executions (timestamps). In order to reason
over these basic performance measures, we formally define them as follows.

Definition 7 (Transition executions). Let M = (S,A, T ) ∈ M be a lifecycle
model, let L ∈ L be an event log, and let i ∈ B be an artifact instance. The
function χM,L,i ∈ T → B(T ) maps transitions to multi-sets of time stamps3.

Definition 8 (State visits). Let M = (S,A, T ) ∈ M be a lifecycle model, let
L ∈ L be an event log, and let i ∈ B be a business artifact instance. The function
γM,L,i ∈ S → B(I) maps states to multi-sets of intervals named state visits. The
function ρM,L,i ∈ S → B(R+

0 ) maps states to multi-sets of state visit durations
where ρM,L,i(S) = [δ(sv) | sv ∈ γM,L,i(S)].

Note that the functions χ, γ, and ρ are defined only in the context of a
lifecycle model, an event log, and a business artifact instance.
Using M2 and L2, we obtain the following performance measures:

– χM2,L2,c1(initial
start−−−→ started) = [2018-01-04 08:00]

– χM2,L2,c1(started
complete−−−−−−→ completed) = [2018-01-04 14:05]

– γM2,L2,c1(started) = [(2018-01-04 08:00, 2018-01-04 14:05)]
– ρM2,L2,c1(started) = [{365 min}]

3
B(X) denotes the set of multi-sets (bags) over a set X.
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– χM2,L2,a3(initial
start−−−→ started) = [2018-01-04 14:00]

– χM2,L2,a3(started
complete−−−−−−→ completed) = [2018-01-04 14:05]

– γM2,L2,a3(started) = [(2018-01-04 14:00, 2018-01-04 14:05)]
– ρM2,L2,a3(started) = [{5 min}]

From the transition executions and state visits, we can easily compute
aggregate statistics such as the number of times a transition t was executed
(|χM,L,i(t)|), the total time spent in a state s (sum(ρM,L,i(s))), or the number
of times state s was visited (|γM,L,i(s)|). The times executed, times spent, and
times visited functions in Fig. 1 refer to the performance measures defined above.

5.2 Performance Metrics

From the basic performance measures, we can derive more complex performance
metrics. Performance metrics are therefore represented as expressions in terms
of performance measures. As the definition of specific metrics depends on the
artifacts in the domain under investigation, and the lifecycle models they corre-
spond to, we define the signature of performance metric functions. In a process
performance analysis project, investigators can then define domain-specific per-
formance metrics as functions of this signature.

Definition 9 (Performance metrics). C = M � (L × B → R
+
0 ) is the

universe of performance metrics. For any performance metric c ∈ C, and any
lifecycle model M ∈ M, c(M) (denoted cM ) maps an event log and business
artifact instance to a real number. If cM (L, i) = r, then performance metric
c ∈ C is defined for lifecycle model M ∈ M and returns value r ∈ R

+
0 for event

log L ∈ L and business artifact instance i ∈ B. If M /∈ dom(c), then performance
metric c is undefined for lifecycle model M .

Formally, every performance metric is only defined in the context of a single
lifecycle model. This is necessary, as metrics with the same name can be defined
differently for different lifecycle models. For example, for M1 in Fig. 1, there are
two performance metrics defined: duration, and sojourn time. The definition for
sojourn time uses the definition for duration, and both depend solely on the total
time spent in a selection of states. Using the formalizations given above, we can
define duration as follows: durationM1(L, i) = sum(ρM1,L,i(started)).

5.3 Aggregating Performance

So far, the performance measures and metrics we have defined are calculated
for individual artifact instances in the context of a lifecycle model and an event
log. Note that events that signal the lifecycle transitions are correlated with
individual artifact instances by lifecycle moves. Often however, analysis on the
artifact instance level is too fine-grained. We are generally not interested in the
duration of a single instance of an activity, case, order, patient visit, etc. In many
situations, aggregate statistics such as minimum, maximum, and average values
provide more insight. To this end, we provide a means to aggregate performance
characteristics over multiple artifact instances using properties.
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Definition 10 (Business artifact properties). Function λ ∈ P → (B � V)
is the business artifact property function λ. For any property p ∈ P, λ(p)
(denoted λp) is a partial function mapping business artifact instances onto val-
ues. If λp(i) = v, then artifact instance i ∈ B has a property p ∈ P and the value
of this property is v ∈ V. If i /∈ dom(λp), then artifact instance i does not have
property p and we write λp(e) =⊥.

As defined in Definition 4, events may have many property values. The same
applies to business artifacts (i.e. correlated events). The value of a property for
an artifact instance might be derived from the events related to the instance.
Alternatively, more advanced techniques may be used to assign property values
to artifact instances.

Definition 11 (Projection function). Function � ∈ P ×V → (P(B) → P(B))
is the business artifact projection function �. For any property p ∈ P, value
v ∈ V, and any set of artifact instances B ∈ B, � (p, v) (denoted �p,v) is a
function mapping a set of artifact instances onto another set of artifact instances
such that �p,v (B) = {i ∈ B | λp(i) = v}.

Given the projection function �, we can select all artifact instances that
share a value for a property. B =

{
i | (M, i, a) ∈

⋃
{πlifecycle moves(e) | e ∈

E2}
}

is the set of all artifact instances recorded in L2 = (E2, P2). Consider the
event property activity ∈ P2 to be copied to the related artifact instances. The
set of artifact instances with value A for property activity is �activity,A (B) =
{a1, a4, a7}. Additionally, multiple projections can be applied sequentially.

Definition 12 (Aggregate performance metrics). G = M � (L → R
+
0 ) is

the universe of aggregate performance metrics. For any aggregate performance
metric g ∈ G, and any lifecycle model M ∈ M, g(M) (denoted gM ) maps an
event log to a real number. If gM (L) = r, then aggregate performance metric
g ∈ G is defined for lifecycle model M ∈ M and returns value r ∈ R

+
0 for event

log L ∈ L. If M /∈ dom(g), then aggregate performance metric g is undefined for
lifecycle model M .

Given a set of artifact instances it is easy to obtain aggregate performance
metrics. Applying a metric on each individual instance leads to a multi-set
of values, over which we can compute aggregate statistics. For example, take
performance metric durationM2(L, i) = sum(ρM2,L,i(started)), and event log
L2. Note that duration(M2) 
= duration(M1), i.e. the performance metric
duration is defined differently for the two different lifecycle models. In order
to aggregate the durations, we can define the aggregate performance metric
avgDuration ∈ G as follows. avgDurtationM2(L2) = avg([durationM2(L2, i) |
i ∈ B]). This aggregated metric measures the average duration of all business
artifact instances in event log L2 that follow M2. If we are interested in only a
selection of artifact instances, we can use the projection function. For example
avgDurationAM2(L2) = avg([durationM2(L2, i) | i ∈ �activity,A (B)]) measures
the average duration of all artifact instances related to activity A.
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6 Implementation

The IEEE XES standard defines an XML-based grammar that enables a unified
and extensible methodology for capturing and interchanging event data [1]. By
default, XES defines a set of extensions, which describe special properties on the
event, case, or log level. One such extension provided by default is the lifecycle
extension, which specifies for events the lifecycle transition they represent in a
transactional model of their generating activity. This model can be arbitrary,
and two standard transactional models for activities are included. However, the
standard XES lifecycle extension is limited: only activity artifacts are considered,
only one lifecycle model can be specified for the entire event log, and only a single
lifecycle move can be specified per event. We developed a new XES extension that
solves these problems and matches the definitions provided in this paper (defined
in Sect. 4). It allows events to relate to transitions in multiple lifecycle models of
multiple business artifacts used concurrently. The extension is currently under
review for approval by the XES working group.

The process performance analysis approach presented in this paper has been
implemented in ProM, which is an open source process mining tool that sup-
ports a wide variety of process mining techniques in the form of plug-ins4. We
provide a graphical editor that can be used to create and modify lifecycle mod-
els (as defined in Subsect. 4.1. Starting from an existing (automatically discov-
ered) transition system is possible as well. An expression editor is provided that
allows for the specification of performance metrics (as defined in Subsect. 5.2).
Furthermore, lifecycle models can be imported from and exported to an XML-
based format. The tool provides functionality to link events to lifecycle moves.
It can be configured to use existing event property values for the lifecycle model,
artifact instance, and action properties in lifecycle moves (as defined in Sub-
sect. 4.2). Alternatively, the standard XES lifecycle extension properties can be
converted to the artifact-centric format. Finally, the tool measures process per-
formance using event data based on artifact lifecycle models. Next to an event
log or stream, it expects as input a set of lifecycle models that include defini-
tions for performance metrics. As optional parameters, a selection of properties
can be given that will be used to aggregate the performance information upon
(as defined in Subsect. 5.3). For each event, the associated lifecycle moves are
evaluated and their effect on the lifecycle models are calculated, resulting in a
collection of performance measure values (as defined in Subsect. 5.1). The per-
formance metrics are evaluated using the computed measures and shown to the
user in an interactive interface. Figure 3 contains a screenshot of this interface,
showing general information and the results of a performance analysis using
a synthetic event log concerning a mobile phone repair process. Here, a single
artifact activity was considered that follows a lifecycle model M2 (as defined
earlier). Two aggregations are selected, such that the aggregated performance
metric shows aggregate statistics for the duration of the test repair activity
instances where the defect was fixed.

4 See http://promtools.org and the LifecyclePerformance package for more details.

http://promtools.org
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Fig. 3. Screenshot of the ProM plug-in interface showing the results of the lifecycle-
based process performance analysis. Multiple aggregations can be selected per lifecycle
model, and individual artifact instances can be included or excluded.

7 Evaluation

In this section we evaluate the approach by applying it on real-life public event
data used in the Eighth International Business Process Intelligence Challenge
(BPIC) [24]. The events record actions related to the handling of applications
sent to the European Agricultural Guarantee Fund. The process operates in
terms of documents, where each document has a state that allows for certain
actions. For each application document several other documents are created5.
Consequently, the application documents can be considered business artifacts of
this process.

The dataset contains nine individual event logs for the different document
types involved in the process. It also includes a combined event log, which
in total, contains 2, 514, 266 events for 43, 809 applications and data has been
recorded for a period of three years. The applications contain between 24 and
2, 973 events, with an average of 57. In the event log, several data attributes are
recorded, such as the department ID, the resource involved, the year of appli-
cation, the number and total area (in m2) of parcels, the type of payment, any
penalties, risk factors, etc. An excerpt of the combined event log is shown in
Table 2.

5 For more information on the process and the data, see http://www.win.tue.nl/bpi/.

http://www.win.tue.nl/bpi/
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Documents are typically created by an initialize activity, after which they
can be edited, recorded by the begin editing and finish editing activities. While
editing, amongst other events, calculations can be made and the documents
can be saved. For our analysis, we are interested in the time spent editing a
document. As such, we created the lifecycle model Mdoc and a performance
metric et, defined as the sum of the durations of the state visits to the state
editing. More formally, etMdoc

∈ C, where etMdoc
(L, i) = sum(ρL,i(editing)) for

any event log L ∈ L and artifact instance i ∈ B. Using the recorded event
properties, we add aggregations. Additionally, we add aggregated performance
metrics to show the minimum, maximum, average, median, and sum of et of the
selected document instances as well as how many documents are in the selection.

Figure 4 shows the results of applying our approach to the event log. The
left of the screen shows the lifecycle models corresponding to the nine different
document types as well as the aggregation options and individual documents
(artifact instances). The right of the screen shows the annotated lifecycle model
of the selected artifacts. More time is spent in the created state compared to
the editing state, and documents are edited multiple times. By selecting differ-
ent combinations of documents and aggregations, we can answer a multitude
of performance questions, such as those posed in the BPIC. We highlight some
interesting insights for the selected document type Geo parcel document. In 2016,
Geo parcel documents handled by department 6b spent on average 33 days and
10 h being edited, while in 2017 the average dropped to 23 days and 10 h. Other
departments also spent less time editing Geo parcel documents in 2017 com-
pared with 2016, as can be seen in Table 4. Furthermore, the 29, 030 Geo parcel
documents labeled successful spent on average 25 days editing, compared to 46
days for the 29 documents that were not successful. Naturally, more complex
lifecycle models and performance metrics can be defined to analyze the process
in greater detail. Using our approach, we can quickly gain interesting insights
into complex performance metrics without the need for programming.

Fig. 4. Screenshot of the ProM interface showing the results of the lifecycle-based pro-
cess performance analysis. On average, in 2016 and 2017, the 7463 Geo parcel documents
handled by department 6b spent 28 days and 10 h being edited.
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Table 4. Average time spent editing Geo parcel documents for different departments
and years. All departments spent less time in 2017 compared to 2016.

Department 2016 2017

4e 25 days 13 h 26min 17 days 14 h 25 min

6b 33 days 10 h 5min 23 days 10 h 47 min

e7 33 days 10 h 5min 25 days 13 h 26 min

d3 33 days 10 h 5min 25 days 13 h 26 min

8 Related Work

As discussed, in general, little research has gone into the structural specifica-
tion and analysis of process performance and most performance-oriented tech-
niques use ad-hoc definitions of performance measures and metrics [11]. In [20],
the authors define a specification language for performance indicators and their
relations based on predicate logic. Furthermore, the technique allows for an
automatic verification of the requirements of performance indicators. Although
formal specification is used, the semantics of the language are not described and
it is unclear how performance can be analyzed using event data. In [4,6], del-
Ŕıo-Ortega et al. define a metamodel for Process Performance Indicators (PPIs)
called PPINOT which allows for the definition of PPIs, and provides an auto-
matic mapping from the metamodel to Description Logic (DL) such that DL
reasoners can be used for design-time analysis. A key benefit of the PPINOT
approach is that individual PPIs can be traced back to their related business
process elements and that a scope can be defined that acts as a filter for the rel-
evant element instances, much like the projection function for artifact instances
in this paper. The authors further extend their work along several directions
[4,5,7,8,21]. The PPINOT-related techniques provide a clear semantics for the
PPI lifecycle, from definition to analysis. However, the techniques are not aimed
towards the detailed analysis of business artifact lifecycles. Our approach there-
fore can be seen as complementary to the PPINOT-based techniques.

Throughout the years, finite state machines (FSMs) have been used to
describe lifecycles of many different objects such as business artifacts [9].
Recently, the Guard-Stage-Milestone (GSM) notation for specifying business
entity lifecycles has been introduced as an alternative notation in [14,15]. The
authors argue that GSMs are more declarative than FSM variants and support
hierarchy and parallelism within a single artifact instance. GSMs also support
interaction between artifact instances. However, to date, little research exists on
the applicability and analysis of GSM models in general. Conversely, ample work
has been done on the analysis of transition systems. As such, in this work, we
use FSMs (a subclass of transition systems) to reason about and represent busi-
ness artifact lifecycles. Nonetheless, the technique presented in this paper may
be extended to support GSM models and the specific advantages they bring in
future work.



Lifecycle-Based Process Performance Analysis 351

Recently, techniques have been proposed that automate the discovery of busi-
ness artifact lifecycle models from event data. For example, [19], discovers life-
cycle models by decomposing the discovery problem such that existing process
discovery techniques can be used. Then, the resulting process models are con-
verted to GSM notation. This technique is limited to the discovery of individual
models, and no interaction between artifacts can be discovered. In [16] a tech-
nique is proposed that can discover interacting artifacts from ERP systems. The
Composite State Machines defined in [25] combine the states of FSMs of different
process perspectives and can automatically discover such lifecycle models from
event data. Automatic lifecycle model discovery can be easily paired with our
technique to analyze process performance using more complex lifecycle models.

9 Conclusions and Future Work

This paper introduced a novel generic approach for the structural analysis of
business process performance. It uses finite state machines (FSMs) that repre-
sent the lifecycles of key conceptual process entities known as business artifacts.
Using event data we compute basic performance measures defined on the states
and transitions of the artifact lifecycle models. These measures serve as input
to more complex, user-defined performance metrics such as durations, waiting
times, and utilization rates. By using business artifacts, the approach allows
for the definition and analysis of the performance of traditional concepts such
as cases, activities, and resources, as well as that of domain-specific artifacts
potentially relating to multiple process instances. Lifecycle models automati-
cally discovered from event data may be used in lieu of their manually modeled
counterparts in order to calculate performance measures and metrics for more
complex business artifacts. Aggregate performance information for selections of
artifact instances can easily be computed. The presented approach was imple-
mented in the open source process mining tool ProM and evaluated using real-life
public event data, demonstrating its capacity to define, compute, and analyze
process performance characteristics for any business artifact and lifecycle model
using event data. Using our approach and tool, complex performance analysis
questions can quickly be answered without the need for implementation. Fur-
thermore, this approach enables the application of our previous work on the
automated analysis of contextual aspects [12] and causal factors [13] to perfor-
mance characteristics defined for arbitrary business artifacts and domains.

In Sect. 3, we showed that event correlation (relating events to the correct life-
cycle transitions) and data quality issues resulting in non-conformance are two
interesting open challenges. Future work should investigate how event correlation
can be performed without a priori information, and how non-conformance can
consequently be dealt with adequately. A promising direction for the latter chal-
lenge are so-called alignments between event data and lifecycle models, which
have recently gained interest in process conformance and compliance checking
research [2,17]. Using these techniques, an alignment can be found between life-
cycle moves recorded in the event data and transitions in lifecycle models.
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Abstract. Data is emerging as a new industrial asset in the factory of
the future, to implement advanced functions like state detection, health
assessment, as well as manufacturing servitization. In this paper, we fos-
ter Industry 4.0 data exploration by relying on a relevance evaluation
approach that is: (i) flexible, to detect relevant data according to dif-
ferent analysis requirements; (ii) context-aware, since relevant data is
discovered also considering specific working conditions of the monitored
machines; (iii) operator-centered, thus enabling operators to visualise
unexpected working states without being overwhelmed by the huge vol-
ume and velocity of collected data. We demonstrate the feasibility of our
approach with the implementation of an anomaly detection service in the
Smart Factory, where the attention of operators is focused on relevant
data corresponding to unusual working conditions, and data of interest is
properly visualised on operator’s cockpit according to adaptive sampling
techniques based on the relevance of collected data.

Keywords: Data exploration · Data relevance · Data summarisation
Clustering · Big data · Anomaly detection · Industry 4.0

1 Introduction

Big data management is an ever-growing research topic given the emerging
data-intensive applications of the Smart Factory. In order to improve operation
process performance, monitoring, control and health assessment [11], big data
streams, generated by embedded systems (RFID technology, sensors, mobile and
wearable devices) are collected and processed in the cyber space (edge and cloud
computing). In this context, human operators still play a crucial role to recognise
critical situations that have not been encountered before, based on their long-
term experience, but they must be supported in the identification of relevant
data without being overwhelmed by the huge amount of information. In the so-
called “Human in the Loop Cyber Physical Systems (CPS)”, human actions and
machine actuations go hand-by-hand and can often complement each other [14].
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As an example of CPS, let’s consider a multi-spindle machine, designed to
perform flexible manufacturing tasks. The machine is equipped with multiple
spindles (e.g., from three to five), that work independently each other on the raw
material. Spindles use different tools (that are selected according to the instruc-
tions specified in the part program executed by the numerical control of the
machine) in distinct steps of the manufacturing process. Spindle precision, work-
ing performance, as well as minimisation of tool breaks and machine downtimes
are critical factors in these kinds of systems. Therefore, monitoring activities
might be very complex, checking several kinds of events in multiple conditions
in order to identify anomalies. Anomalies can be discovered when incoming data
goes beyond or below an expected range or with the occurrence of unexpected
data patterns [13]. Traditional anomaly detection solutions (e.g., [8,9]) apply
machine learning techniques to train proper models using historical data and
use them to predict the future behaviour of monitored systems. The occurrence
of unknown working states, never used before to train machine learning mod-
els, can be recognised and managed by operators according to their expertise.
To this aim, operators must be supported in the effective exploration of data
streams. For example, in the multi-spindle machine the ‘spindle rolling friction
torque increase’ and the ‘tool wear’ should be promptly detected and avoided.
The former one may happen for lack of lubrication or other mechanical wears
like bearings damage. The latter one may lead to long downtimes as well and
is managed through tool usage optimisation in order to balance the trade-off
between the tools wear and the risk of tool breaking during manufacturing. Sev-
eral working conditions must be considered, with a high likelihood of finding
behaviours never met before. On the other hand, the increasing importance of
human-machine interactions [7] calls for new models and techniques to organise
collected data according to different exploration perspectives and to attract the
attention of operators on relevant data only.

In this paper, we propose a novel approach where multi-dimensional data
modelling, data summarisation and relevance evaluation techniques are pro-
posed to implement big data exploration and anomaly detection based on data
streams. In particular: (i) collected data are organised according to different
dimensions, in order to meet distinct system monitoring requirements; (ii) a
clustering algorithm for big data streams is applied to provide a comprehensive
view over collected data and to enable data exploration using a reduced amount
of information; (iii) data relevance techniques focus the attention of operators
on relevant data only, thus increasing the effectiveness and efficiency of the data
exploration process. The proposed model and techniques have been tested in
the Smart Factory context for anomaly detection. Nevertheless, they have to be
intended as a general approach for Big Data exploration. Proposed model and
techniques aim at preparing data to address “Human in the Loop” issues.

The proposed approach relies on the IDEAaS (Interactive Data Exploration
As-a-Service) framework [3]. Specifically, we extend the research presented in [3]
with the following novel contributions:



356 A. Bagozi et al.

(i) we introduce a mechanism to adapt data monitoring (e.g., for anomaly
detection) based on the relevance evaluation;

(ii) we address relevance-driven adaptive sampling for visualisation purposes on
the operator’s cockpit;

(iii) we expand the experimental results, performing additional experiments to
test effectiveness and response times of data relevance evaluation.

The paper is organised as follows: in Sect. 2 we introduce the research chal-
lenges; in Sect. 3 we provide an overview of the relevance-based data explo-
ration approach and of the IDEAaS framework; Sect. 4 contains the description
of the multi-dimensional model on which the approach relies; in Sects. 5 and 6
relevance-based techniques and adaptive data visualisation are described; Sect. 7
presents experimental evaluation; in Sect. 8 related work are discussed; finally,
Sect. 9 closes the paper.

2 Research Challenges

To support big data exploration in dynamic contexts of interconnected systems,
such as the considered application scenario, several research challenges raise and
must be addressed.

Flexibility. Exploration depends on different analysis requirements. For exam-
ple, in the considered application scenario the ‘spindle rolling friction torque
increase’ and ‘tool wear’ events must be monitored to manage maintenance
activities and purchase of new tools. Since many unknown situations may occur,
due to the complexity of monitored system, analysts and operators must be sup-
ported in the identification of possible invisible problems [12]. Multi-dimensional
data modelling represents a powerful mean to enable organisation of data accord-
ing to different perspectives, in turn related to distinct observed problems and
requirements. Data modelling according to “facets” or “dimensions”, either flat
or hierarchically organised, has been recognised as a factor for easing data explo-
ration, since it offers the opportunity of performing flexible aggregations of
data [18]. Moreover, a definition of relevance is required to attract the oper-
ator’s attention on relevant data only, corresponding to an unexpected status.
Also the concept of unexpected status must be defined as well.

Context-Awareness. The detection of relevant data may also depend on the
specific working conditions of the observed system. For example, the machine
performance may change with respect to the specific part program that is being
executed. In different conditions, the range of tolerance for a given measure may
be different. Relevance evaluation algorithms and visualisation tools must reflect
this difference.

Operator-Centered Visualisation. Operators must be able to visualise unex-
pected working states and relevant data without being overwhelmed by the huge
volume and velocity of collected data. The ability of providing a compact view
over data is strongly required. Data summarisation and sampling techniques
are recommended, where data is processed and observed in an aggregated way,
instead of monitoring each single record [1].
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Fig. 1. The IDEAaS framework architecture.

3 Approach Overview

Figure 1 presents the IDEAaS framework modular architecture. The framework
is implemented according to a service-oriented architecture, where Core Services
implement data acquisition, data summarisation, sampling and relevance eval-
uation, and extensible services, built upon core ones, implement data-intensive
functionalities for different application domains, such as the Industry 4.0 one.
Among these data-intensive functionalities, in this paper we describe the State
Detection Service.

As shown in the figure, data coming from the physical system, collected
through sensors and IoT technologies, is sent to the Data Acquisition Service
to be stored in the cyber space. Data is collected according to a set of features.
Examples of features for the considered multi-spindle machines are spindle veloc-
ity (nm/min), the absorbed electric current (Amp) on X, Y and Z axes, the
spindle rotation speed (rpm) and the percentage of absorbed power (%). We
refer to measures as the values collected for each feature, associated with a given
timestamp. Let’s denote with F = {F1, F2 . . . Fn} the overall set of features. We
formally define a measure for the feature Fi as a scalar value Xi(t), expressed in
terms of the unit of measure uFi

, taken at the timestamp t. The Data Acquisition
Service operates in order to minimise time spent for data acquisition. Specifically,
measures are first saved as JSON documents within a NoSQL database (Collected
Data), using MongoDB technology. Measures are associated with other informa-
tion about the physical system and the working conditions in which measures
have been collected, for example, the tool used for manufacturing or the part
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program that is being executed by the machine. This information is modelled
through analysis dimensions, resulting in a multi-dimensional data model that is
detailed in Sect. 4. The Model-MetaData relational database (MySQL) contains
metadata about dimensions of the model.

The Data Summarisation Service is in charge of summarising collected mea-
sures. This service applies clustering to aggregate measures that are closely
related in the multi-dimensional space and ideally correspond to the same
behaviour of the monitored system. Clustered measures are stored using Mon-
goDB technology as well (Summarised Data) and processed by the Data Rele-
vance Evaluation service, that helps identifying relevant data. Finally, the Data
Sampling service applies relevance-based sampling techniques in order to reduce
the total amount of data to be visualised on the operator’s cockpit. The way
data summarisation, relevance evaluation and sampling techniques are used to
assist operators in data exploration is detailed in the next sections, with focus
on the anomaly detection issues. The IDEAaS framework has been implemented
in Java, on top of a Glassfish Server Open Source Edition 4.

3.1 State Detection Service in a Nutshell

The State Detection Service is in charge of detecting current status of the mon-
itored system and managing the interaction with visualisation tools, such as
cockpits and dashboards, on which operators can explore data.

We consider four different values for the status of the monitored system, (a)
ok, when the system works normally; (b) changed, when the system behaviour
changed with respect to the normal one, but no anomalies have been detected
yet; (c) warning, when the system works in anomalous conditions that may lead
to breakdown or damage; (d) error, when the system works in unacceptable con-
ditions or does not operate. The changed and warning status are used to perform
an early detection of a potential deviation towards an error status. The warning
or error status occurs when one or more features exceed a given bound. Besides
defining features bounds, we introduced the notion of contextual bounds. A con-
textual bound represents the limit of a feature within specific conditions (e.g.,
determined by the tool used and/or the part program that is being executed)
in which the feature is measured. The rationale is that, in specific conditions,
a feature should assume values within a specific range, that might be different
from the overall physical limits for the same feature disregarding the working
conditions. If the measure overtakes warning bounds, but not the error ones,
then the feature status is warning, otherwise the feature is in the error status.
Features (contextual) bounds are fixed by domain experts, for instance through
to the FMEA/FMECA analysis. The operators can monitor state changes in
order to revise features and contextual bounds for specific working conditions.

The State Detection Service includes data relevance evaluation techniques
to attract the operator’s attention on every state change. In fact, the State
Detection Service provides the following methods, as remarked in Fig. 1:

– SendAlert sends asynchronous notifications about detected changes of the
working status in the monitored system, based on Summarised Data; to this
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aim, this method relies on the Data Relevance Evaluation Service and adapts
the anomaly detection frequency according to the data relevance, as detailed
in Sect. 5.2;

– GetAlertStatus sends a summary report on the current status of the moni-
tored system; this service is required to synchronise visualisation tools to the
current status of the physical system, when external cockpits and dashboards
get connected with the State Detection Service.

Data visualisation must take into account the high volume of information to
be visualised and facilitate the interaction of operators with the Graphical User
Interface (GUI) of the visualisation tool. To this purpose, the following additional
methods are exposed by the State Detection Service:

– ExploreRelevantData sends relevant data, by relying on the Data Relevance
Evaluation service; data is transferred as clusters of aggregated measures (as
shown in Sect. 4) and visualised according to the multi-dimensional model
described in the next section; this method has been designed to support oper-
ators to focus on relevant data only, without specifying any data search and
filtering criteria, since operators do not have any a-priori knowledge about
which data can be considered as relevant;

– GetData sends data within a given time interval and/or for specific search and
filtering criteria expressed on dimensions of the multi-dimensional model; this
functionality can be used, for example, once relevant summarised data has
been identified; since sent data may reach a massive size, sampling techniques
are applied; hence, sampling takes into account the relevance of data that is
being transmitted, by adapting the sampling ratio to the data relevance, as
described in Sect. 6.

4 Clustering Based Multi-dimensional Model

In the multi-dimensional model used within the IDEAaS framework, measures
are organised through the feature spaces and the domain-specific dimensions.

A feature space conceptually represents a set of related features, that are
jointly measured to observe a physical phenomenon. In the example domain, the
set composed of spindle power absorption and rpm features is a feature space
used to monitor spindle rolling friction torque increase. In fact, spindle rolling
friction torque increase may be identified when the rpm value decreases and,
at the same time, the power absorption increases. Therefore, these two features
must be monitored jointly. Given a feature space FSj = {F1, . . . Fh}, we denote
with Xj(t) a record of measures 〈X1(t), . . . Xh(t)〉 for the features in FSj ,
synchronised with respect to the timestamp t.

Domain-specific dimensions organise records according to different “facets”,
such as the observed machine, the tool used during manufacturing, the part pro-
gram that is being executed by the numerical control of the monitored system.
Domain-specific dimensions can be organised in hierarchies: tools can be aggre-
gated into tool types, while monitored physical components (e.g., spindles) can
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be aggregated into the machines they belong to, in turn organised into plants
and enterprises. Therefore, a record Xj(t) is always associated with: (i) the
timestamp at which measures in the record have been collected; (ii) the mon-
itored feature space FSj ; (iii) the values of domain-specific dimensions. Once
the feature space and domain-specific dimensions have been fixed, the stream of
records over time can be used to monitor the evolution of the feature space for
the considered dimensions.

Data summarisation is used here to provide an overall view over a set of
records using a reduced amount of information and allows to depict the behaviour
of the system better than single records, that might be affected by noise and
false outliers. In our approach, data summarisation is based on clustering-based
techniques. The application of the clustering algorithm to the stream of records
incrementally produces a set of syntheses S = {s1, s2, . . . , sn}, providing a loss-
less representation of records.

A synthesis conceptually represents a working behaviour of the monitored
system, corresponding to a set of records, with close values for each feature.
Please refer to [4] for more details about the incremental clustering algorithm.
Formally, we define a synthesis of records as:

si = 〈idi, Ni,LSi, SSi,X0
i , Ri〉 (1)

where: (i) idi is the unique identifier of si; (ii) Ni is the number of records
included into the synthesis; (iii) LSi is a vector representing the linear sum of
measures in si; (iv) SSi is the quadratic sum of points in si for each feature; (v)
X0

i represents the centroid of the synthesis in the feature space; (vi) Ri is the
radius of the synthesis.

The clustering algorithm at a given time t produces a set of syntheses S(t)
starting from records collected from timestamp t − Δt to timestamp t and built
on top of the previous set of syntheses S(t−Δt) for a given feature space FSj and
domain-specific dimensions. Therefore, we formally define the multi-dimensional
model as a set V of nodes within an hypercube structure, where time, feature
spaces and domain-specific dimensions represent hypercube axes and each node
v ∈ V is described as

v = 〈S(t), FSj , d1, d2, . . . dp〉 (2)

where S(t) is the set of syntheses at time t, for the feature space FSj and the
values d1, d2, . . . dp of domain-specific dimensions D1, . . . Dp.

For example, an arbitrary node vA = 〈S(t1), FS1,m1, c2, u2, ppa〉, represents
the set of syntheses obtained by summarising records collected from time t1 −
Δt to t1 for machine m1 (spindle c2), while using tool u2 and executing part
program ppa, considering features in the feature space FS1. Data exploration is
performed over dimensions and is guided by data relevance evaluation techniques
as described in the following.
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Fig. 2. Evolution of summarised data (syntheses) over time. Feature space and domain-
specific dimensions are fixed and not shown here.

5 Relevance-Based Data Exploration

We define data relevance as the distance of the physical system behaviour from
an expected status. This status corresponds to the normal working conditions of
the system and is represented by the set of syntheses Ŝ(t0). Ŝ(t0) can be tagged
by the domain experts while observing the monitored system when operates nor-
mally. Data relevance at time t is based on the computation of distance between
the set of syntheses S(t) = {s1, s2, . . . , sn} and Ŝ(t0) = {ŝ1, ŝ2, . . . , ŝm}, where n
and m represent the number of syntheses in S(t) and Ŝ(t0), respectively, and n
and m do not necessarily coincide. We denoted this distance with Δ(S(t), Ŝ(t0)),
computed as:

Δ(Ŝ(t0), S(t)) =

∑
ŝi∈Ŝ(t0)

d(ŝi, S(t)) +
∑

sj∈S d(Ŝ(t0), sj)

m + n
(3)

where d(ŝi, S(t)) = minj=1,...nds(ŝi, sj) is the minimum distance between ŝi ∈
Ŝ(t0) and a synthesis in S(t). Similarly, d(Ŝ(t0), sj) = mini=1,...mds(ŝi, sj). To
compute the distance between two syntheses ds(ŝi, sj), we combined different
factors: (i) the euclidean distance between syntheses centroids dX 0(ŝi, sj), to
verify if sj moved with respect to ŝi and (ii) the difference between syntheses
radii dR(ŝi, sj), to verify if there has been an expansion or a contraction of
synthesis sj with respect to ŝi. Formally:

ds(ŝi, sj) = αdX 0(ŝi, sj) + βdR(ŝi, sj) (4)

where α, β ∈[0, 1] are weights such that α + β = 1, used to balance the impact
of terms in Eq. (4). Weights α and β can be set by operators according to their
domain knowledge. For preliminary experiments we equally weighted the two
terms of Eq. (4), that is, α = β = 1

2 . Future efforts will be devoted to automati-
cally identify the best values to set-up α and β.

Roughly speaking, the relevance techniques allow to identify what are the
syntheses that changed over time (namely, appeared, have been merged or
removed) for a specific feature space and given values of domain-specific dimen-
sions. Let’s denote with S(t) = {s1, s2, . . . , sk} such syntheses at time t, where
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Fig. 3. Anomaly detection through data exploration based on relevance evaluation:
data relevance techniques detect changes in syntheses set due to spindle rolling friction
torque increase, that may be identified when the rpm value decreases and, at the same
time, the power absorption increases.

k ≤ n and n is the number of syntheses ∈ S(t). These syntheses are con-
sidered as relevant and will be proposed to the operators to start the explo-
ration. For example, let’s consider Fig. 2. Figure 2(a) corresponds to the normal
working conditions, as labelled by domain experts according to their exper-
tise, therefore Ŝ(t0) = {ŝ1, ŝ2, . . . , ŝ7}. At time t, shown in Fig. 2(b), a new
synthesis 8 is identified while syntheses 5 and 6 have been merged, that is,
S(t) = {s1, s2, . . . , s[5,6], s7, s8} and S(t) = {s[5,6], s8}. Finally, in Fig. 2(c) the
synthesis 7 moved and S(t + Δt) = {s[5,6], s7, s8}.

5.1 Relevance-Based Data Exploration for Anomaly Detection

For anomaly detection purposes, for each synthesis sc ∈ S(t), the distance of
synthesis centroid from the warning and error bounds is computed. In the fol-
lowing, we will consider features bounds, but the same considerations hold for
the contextual ones. We denote with dw

c the record of distances between the
centroid of the synthesis sc and the warning bounds and with de

c the record of
distances between the centroid of sc and the error bounds. The State Detection
Service uses dw

c and de
c to perform anomaly detection, by distinguishing among

ok, warning and error status. Both dw
c and de

c are records having as compo-
nents the distance for each feature. For example, d

e%
7 represents the distance

of the centroid of the synthesis 7 from the error bound of the percentage of
absorbed power (see Fig. 3). Each relevant synthesis in sc is described as:

sc = 〈idc, Nc,LSc, SSc,X0
c , Rc,dw

c ,de
c〉 (5)

Every Δt seconds, when the syntheses set S(t) is updated, data is analysed to
check for anomalies.

For example, in Fig. 3 synthesis 7 moved over time getting closer to the
boundaries. Note that distance also helps to detect potential state changes. In
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fact, at time t + Δt synthesis 7 still remains inside the wealth zone (ok status),
but its movement is detected through relevance-based techniques. Therefore,
synthesis 7 is recognised as relevant and monitored to promptly detect potential
warning or error status occurrences. After Δt seconds, synthesis 7 moved again
and crosses the warning bound of the percentage of absorbed power feature,
causing a warning alert. The warning status is assigned to the feature and is
propagated to the feature space and over the hierarchy of monitored system
according to the following rules: (i) the status of a feature space corresponds to
the worst one among its features; (ii) similarly, the status of a physical component
(e.g., the spindle) corresponds to the worst one among monitored feature spaces
on that component and the status of composite systems (e.g., the multi-spindle
machine) corresponds to the worst one among its components. Figure 3 also
shows that it is possible to identify the feature with respect to the warning or
error bound that has been exceeded (e.g., among rpm and percentage of absorbed
power). When a synthesis moved closer to bounds, the IDEAaS framework reacts
by reducing the interval time Δt to check data for anomalies as described in the
following.

5.2 Adaptive Relevance Evaluation

The State Detection Service checks the system status by relying on Data Rele-
vance Evaluation Service and after the application of the Data Summarisation
Service. If the relevance evaluation detects changes in data compared to the
expected working behaviour, the State Detection Service identifies the new sta-
tus of the system. If a warning or error status is detected, the State Detection
Service notifies an alert message to the cockpit with the new status, using the
SendAlert method. This check is performed every Δt seconds.

Therefore, setup of Δt parameter influences the performances of the system.
Small Δt values increase the promptness in identifying relevant syntheses, in
order to attract the attention of the operators on them. On the other hand,
response times of data acquisition and clustering may not be able to face small
Δt values (see experimental evaluation in Sect. 7). The rationale behind our
approach is to change Δt as syntheses get closer to warning and error bounds,
since they correspond to potentially critical situations that must be monitored
at finer granularity.

To this aim, Δt value is changed according to the distance of relevant syn-
thesis sc ∈ S(t) that is closer to warning and error bounds. We denote with
dw min
c (resp., de min

c ) the component of dw
c (resp., de

c) that presents the mini-
mum distance from the warning bounds (resp., the error bounds). The interval
time Δt is updated as follows:

– if dw min
c

R > 1, the feature status is set to ok (see for example synthesis 7 in
Fig. 3 at time t + Δt), Δt is set to a default value defined by the domain
expert according to his/her knowledge about the monitored system;

– if dw min
c

R <= 1 and de min
c

R > 1 the synthesis centroid is between warning
bounds and error bounds (see for example synthesis 7 in Fig. 3 at time t+2Δt),
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the feature status is set to warning, Δt is reduced as Δt = Δt(d
e min
c

R − 1)
until Δt = minimum value supported by the framework (see experimental
evaluation in Sect. 7);

– if de min
c

R <= 1 the synthesis centroid is beyond error bounds, the feature
status is set to error, Δt is set to the minimum supported value (that is,
checks are made as more frequently as possible).

6 Adaptive Sampling for Data Visualisation

An effective visualisation of an unexpected working status and related data on
operator’s cockpit must consider the impact of data volume and velocity, to avoid
operators be overwhelmed by the huge amount of data. To this purpose, data
sampling techniques are usually applied, where sampling is performed taking
into account the size and capacity of the cockpit interface, independently of the
specific conditions which visualised data refers to. In our approach, clustering
and relevance evaluation techniques are used to implement adaptive sampling for
data visualisation. To this purpose, ExploreRelevantData and GetData meth-
ods of the State Detection Service have been implemented.

Request for Relevant Data. When the operator at time t requests for rele-
vant data, the method ExploreRelevantData is invoked. This method relies on
relevance evaluation techniques to recognise the most recent relevant syntheses
set S(ti), processed at time ti (ti <= t). Each synthesis sc ∈ S(ti) is marked
with the corresponding status and with additional information about whether
the synthesis moved, changed (expansion or contraction) or has been removed.
All syntheses in S(ti) recognised as anomalous are visualised as shown in Fig. 3.

Exploration of Relevant Syntheses. Once relevant syntheses have been iden-
tified, the operator may request to explore in detail records that have been
clustered within relevant syntheses. These records are returned by invoking the
GetData method. Records may correspond to a time-window h, and for spe-
cific values of analysis dimensions, the amount of extracted data may be really
large and difficult to visualise. In order to enable data visualisation, a classical
adaptive sampling technique has been designed. Nevertheless, in our approach
sampling frequency varies according to data relevance evaluation. Considering
maxn as the maximum number of data supported by the visualisation tool and
n as the number of data extracted from the database, when n >> maxn a sam-
pling technique is applied selecting only maxn data among the n data ready for
visualisation. Sampling rate is adaptively modified by a factor that depends on
the detected status (warning or error) within the time-window. When data is
not recognised as critical, the sampling rate is set to the minimum value. In the
case all data in the interval is not relevant, or is equally relevant, the sampling
frequency is set to maxn

t−h . This strategy facilitates the cooperation between opera-
tors who acts remotely on powerful visualisation interfaces and on-site operators,
who may need data visualisation on less powerful HMI embedded in or close to
the monitored machine, by setting different values of maxn.
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Fig. 4. Visualisation of relevant data on operator’s cockpit in the anomaly detection
application scenario (GetData method).

Figure 4 shows an implementation of remote visualisation cockpit. The cock-
pit guides data exploration through analysis dimensions in the considered
domain, therefore it first considers the monitored system, along with the rel-
evant feature spaces. Figure 4 shows an overview of the data of the multi-spindle
machine with ID 101143 and its status. In the overview, the operator can visu-
alise the status of the three spindles of multi-spindle machine, denoted with
"Unit 1.0", "Unit 2.0" and "Unit 3.0". Indeed spindle "Unit 1.0" is work-
ing correctly with respect to all the observed feature spaces, while spindle "Unit
2.0" is in warning status. In particular, syntheses calculated for features "f4"
and "f5" are detected as relevant and associated to the warning status. There-
fore, the warning status is propagated to the "tool wear" feature space as well.
Finally, spindle "Unit 3.0" is in error status. In fact, even if the "tool wear"
warning status has been detected, a more critical status is identified for feature
space "spindle rolling friction torque increase". Starting from relevant
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data, the operator may request to visualise data in detail through the GetData
method, as shown in Fig. 4. Moreover, the operator may further explore data by
setting the time interval of data to be plotted and the other dimensions (such
as the tool or the part program) to filter data in the exploration process. In this
example maxn is fixed to 3600 records. This value has been chosen considering
the device on which the operator is navigating. On the left part of Fig. 4, the
operator requests to visualise data corresponding to the spindle rolling friction
torque increase of "Unit 3.0" spindle. In this case the amount of data to be
visualised is under the maxn value, therefore the sampling techniques are not
applied. In the right part of Fig. 4 the operator selected a wider time interval
for the same feature space and dimensions, that, in our example scenario, corre-
sponds to 7200 records, exceeding the maxn value. In the figure is shown how all
the data, without sampling, is plotted on the cockpit: due to the high number
of measures, it is evident that this visualisation is not valuable for the operator.

7 Experimental Evaluation

We performed experiments on the State Detection Service in order to test its
performance in terms of processing time and its effectiveness in promptly detect-
ing anomalies. We collected measures from three multi-spindle machines, each of
them mounting three spindles. For each spindle the values of 8 features have been
collected every 500 ms. Globally we faced an acquisition rate of 144 measures per
second. After six months of monitoring on the three machines 630,720,000 mea-
sures have been collected. We run experiments on a MacBook Pro mounting
MacOS High Sierra, 2.8 GHz Intel Core i7, RAM 16 GB.

Fig. 5. Response times of the State Detection Service with respect to the number of
processed measures.
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Fig. 6. Correlation between the value of the percentage deviation from the values of
rpm and absorbed power features in normal working conditions (black line) and the
value of Δ(Ŝ(t0), S(t)) computed according to Eq. (3) (dashed red line) (Color figure
online).

Figure 5 plots response times with respect to the number of analysed mea-
sures. As evident in the figure, response times proportionally (but not exponen-
tially) increase with the number of processed measures. As shown in Fig. 5 our
State Detection Service can process 35000 measures in 60 s on average, corre-
sponding to ∼583 measures per second. Therefore, our State Detection Service
can successfully cope with the acquisition rate.

To test effectiveness of the service to detect anomalies, we artificially intro-
duced a percentage of values for rpm and absorbed power features with respect
to their value in normal working conditions. Further evaluation in an actual pro-
duction environment with real faults is being performed. Figure 6 shows how our
relevance evaluation techniques promptly react to the introduced variations. For
this experiment, we set the weights α = β = 1

2 in Eq. (4).
In order to quantify the correlation between the two curves in Fig. 6, we used

the Pearson Correlation Coefficient (PCC) ∈ [−1,+1]. In the experiment, the
value of PCC is higher than 0.85, that represents a strong correlation.

Figure 7 shows the average time required by the IDEAaS techniques to pro-
cess a single record for different Δt values. In figure is shown how lower Δt val-
ues require more time to process data. In fact, every time clustering is applied,
some initializations have to be performed (e.g., opening/closing connection to
database, access to the set of syntheses previously computed). Therefore, lower
Δt values lead to more frequent initializations. On the other hand, higher Δt
values decrease the promptness in identifying anomalous situations, as shown in
Fig. 6.

As a final remark, for what concerns the efficacy of the cockpit to support
domain experts during data exploration, sampling techniques offer doubtless
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Fig. 7. Response time for IDEAaS algorithm processing time with respect to Δt value.

advantages to ease exploration of data through the proposed implementation of
visualisation cockpit. It is straightforward that visualising all the data, without
adaptive sampling techniques, is not valuable for the operators and will prevent
them to easy inspect and identify incoming anomalies.

8 Related Work

The IDEAaS approach we described in this paper can be classified among
approaches that have been proposed to address anomaly detection in presence
of big data streams (please refer to [16] for a comprehensive survey). These
approaches differ from those based on static data, since all the observations are
not available at once and measures are collected and processed incrementally.
Moreover, the IDEAaS framework also differs from solutions for anomaly detec-
tion in presence of evolving graphs [10,15], that are characterized by causal/non-
causal relationships between measurements.

Among the approaches for anomaly detection on evolving data, the authors
in [16] focused on unsupervised proposals, since supervised and semi-supervised
scenarios are rare to happen in real-world applications, due to the lack of label
information regarding the anomalies that could be detected in collected obser-
vations. Unsupervised approaches can be in turn classified into statistical-based,
nearest neighbors-based and clustering-based. Statistical-based approaches usu-
ally require a priori knowledge about the underlying distribution of the measures,
that is almost always unavailable when data is collected incrementally. In [8] an
approach based on in-memory big data processing is described. A preparation
phase is used to generate a model for the “usual state” of the system, by apply-
ing machine learning (pre-training) on stored data. An operation phase compares
real-time incoming data with the “usual state” to identify anomalies. Similarly,
in [9] machine learning is used to train data collected during regular execution
of the manufacturing process in order to learn a probabilistic “normal model”.
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Authors in [2] applies Hierarchical Temporal Memory (HTM) to anomaly detec-
tion, by performing two post-processing steps over the output of HTM system:
(i) computing the prediction error; (ii) computing the anomaly likelihood.

Nearest neighbors-based approaches rely on the assumption that a measure
can be considered as an anomaly if its distance from a significant portion of other
measures is greater than a given threshold [5,19]. In clustering-based approaches,
anomalies are discovered either: (a) since they are assumed to fall into clusters
with small number of data points or low density; (b) based on their distance
from nearest clusters centroids. The approach in [17] operates in two steps: (i)
learning of the normal behaviour of the system (based on past data), using a
clustering technique (K-means algorithm); (ii) detecting at real-time an anoma-
lous behaviour when new data does not belong to previously detected clusters.
The approach in [6] builds a cluster model using Gaussian clustering, that is
updated as incoming data arrives. Clustering is performed over a time window.
As a new data arrives, the algorithm tries to assign it to an existing cluster. If
this is not possible, the evaluation on new data is suspended. When the time
window expires, a batch clustering algorithm (e.g. DBScan) is performed, in
order to check if suspended data is an anomaly or can be recognized as a new
cluster.

Although our approach is cluster-based, it is focused on the evolution of
summarised data over time in order to detect anomalies. Indeed, we rely on
summarisation techniques as a basis on which to apply relevance evaluation.
Moreover, exploration is performed over the multi-dimensional model. This dis-
tinguishes the IDEAaS framework from the approaches described in [16] and
from traditional Complex Event Processing (CEP) approaches, that are mainly
based on pre-defined queries and event detection rules.

9 Conclusions and Future Work

In this paper, we proposed a general-purpose framework that relies on relevant-
based data exploration to support domain experts in the inspection and iden-
tification of critical situations, out from the large amount of available measure
taken from a monitored system. In particular, the framework relies on the com-
bined use of different techniques: (i) an incremental clustering algorithm, to
provide summarised representation of collected data; (ii) data relevance evalu-
ation techniques, to attract the experts’ attention on relevant data only; (iii) a
multi-dimensional organisation of summarised data and adaptive sampling, to
enable effective visualisation of data for operators.

The proposed framework has been tested in the Smart Factory context for
anomaly detection. Nevertheless, it must be intended as a general approach for
Big Data exploration. In fact, the framework can be generalised by defining
the dimensions of the multi-dimensional model for different case studies and
domains. Summarisation and data relevance evaluation techniques are designed
to be applied in any domain that is based on numeric measures collected from
a monitored system.
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Although preliminary experiments are promising, future development will be
focused on further improving the approach using technologies for streaming and
parallel processing, such as Spark/Storm. Moreover, the State Detection Ser-
vice, on which we focused to test the relevance-based data exploration, will be
enhanced by introducing pattern recognition techniques to learn from the syn-
theses evolution. Further usability studies are being performed on the operator’s
cockpit. This would in principle enable the implementation of health assessment
strategies, on top of the ecosystem of services and techniques described in this
paper.
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Abstract. Smart Cities are complex systems, collecting together huge
amounts of heterogeneous data mainly concerning energy consumption,
garbage collection, level of pollution, citizens’ safety and security. In
the recent years, several approaches have been defined to enable Pub-
lic Administration (PA), utility and energy providers, as well as cit-
izens, to share and use information in order to take decisions about
their daily life in Smart Cities. Research challenges concern the study
of advanced techniques and tools to enable effective urban data explo-
ration. In this paper, we describe a framework that combines ontology-
based techniques and citizens’ profiles in order to enable personalised
exploration of urban data. Ontologies may provide a powerful tool for
semantics-enabled exploration of data, by exploiting the knowledge struc-
ture in terms of concepts organised through hierarchies and semantic
relationships. Smart City indicators are used to aggregate data that can
have different relevance for target users, the activities they are perform-
ing and their role (e.g., PA, utility and energy providers, citizens) within
the Smart City. Ontologies combined with users’ profiles enable effective
and personalised recommendation and exploration of urban data.

Keywords: Urban data exploration · Smart city indicators
Ontologies · Smart cities

1 Introduction

In a Smart City, investments in human and social capital and modern ICT infras-
tructure fuel sustainable economic growth and a high quality of life, with a wise
management of natural resources, through citizens’ participation [7]. In this con-
text, techniques and tools for sharing and exploring urban data about energy
consumption, garbage collection, level of pollution, citizens’ safety and security
are gaining momentum to enable the citizens to take decisions about their daily
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life, depending on different roles they play in the Smart City. Public Adminis-
tration (PA), utility and energy providers may need to explore urban data at
city level, in order to take actions for improving citizens’ life. Building managers
can use urban data concerning the administered buildings to take decisions for
their daily activities (e.g., they can inspect information on energy consumption
in order to implement energy saving actions). Citizens need new tools to explore
open urban data about pollution, garbage collection, safety and security to take
autonomously decisions on activities they may perform or to compare their own
energy consumption against average values at building, district and city level to
take virtuous behaviours. Let’s consider two data exploration scenarios focused
on different types of users. John is the manager of several buildings located in
different districts of the Smart City. John monitors electrical consumptions of
the buildings, in order to implement energy saving policies (e.g., introduction of
LED lamps in common spaces or planning renovation work to increase the energy
efficiency class). Alice is a citizen who is enthusiastic about bicycle and wants to
inspect whether environmental status (in terms of pollution and air quality) is
suitable for practising outdoor leisure activities. Challenging issues are related
to the capability of John and Alice to fruitfully exploit available information.

In this context, we propose an ontology-based framework for enabling per-
sonalised exploration of urban data. In the framework, different categories of
end users can be defined and their profiles are taken into account to suggest
fruitful exploration, proactively supporting users for making decisions accord-
ing to their interests. Through the framework, users with different roles may
share, access and possibly update urban data coming from different types of
data sources, guided by the knowledge structure provided by the ontology and
according to their own interests. The framework supports the exploration of
indicators that aggregate urban data from various data sources about energy
consumption, garbage collection, level of pollution, citizens’ safety and security.
Actually, indicators provide a comprehensive view over underlying data accord-
ing to several perspectives without being overwhelmed by the data volume [13].
Indicators are computed at the levels of building, district or city, aggregating
data that can have different relevance with respect to the various target users,
also considering the activities they perform and their role in the Smart City. Our
framework relies on both a Smart City Ontology (SCO), which provides a pow-
erful tool for semantics-enabled exploration of urban data, and on information
associated with users’ profiles. On the one hand, the SCO is used to properly
represent indicators in terms of concepts, hierarchies and semantic relationships.
The resulting knowledge organisation can be used for the selection and explo-
ration of the most suitable indicators for a specific user and request. Moreover,
inheritance in the ontology hierarchies allows exploration at different granularity
levels. On the other hand, users’ profiles are exploited to refine the list of sug-
gested indicators. With reference to the examples given above, the framework
may allow John to monitor electrical consumption of administered buildings,
by exploiting the indicators hierarchy in the ontology to distinguish electrical
consumption according to different perspectives (e.g., consumption in common
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spaces, consumption of elevators), and to compare average values of consump-
tion with other buildings at district or city level. Furthermore, Alice may use
the framework to make decisions about her activities, by observing specific indi-
cators (e.g., to avoid sport activities when pollution levels overtake tolerance
thresholds).

Novel contribution of the framework relies on the two-fold nature of the app-
roach: a recommendation step, which selects candidate indicators, is followed
by and interleaved with an interactive exploration step, which permits to refine
the set of indicators. These steps are based on the Smart City Ontology and
users’ profiles in a combined way. Firstly, indicators are selected by filtering
available indicators, exploiting the information in the request issued by the user,
as well as his/her profile. Once a set of candidate indicators has been identi-
fied, semantics-enabled data exploration is enabled, where concepts hierarchies
and semantic relationships in the ontology are used to further refine and rank
the indicators of interest. A preliminary validation of the framework has been
performed in the context of the Brescia Smart Living (BSL) Italian project1,
which promotes a holistic view of the city where different types of data must
be collected and properly explored to provide new services to several city stake-
holders and, in particular, educational indications to citizens in order to promote
virtuous behaviours.

The paper extends the research presented in [10] with the following innovative
contributions: (i) a formalisation of the candidate indicators selection algorithm;
(ii) a ranking function, applied to the set of candidate indicators, and (iii) a
refinement of the framework architecture, providing additional details about the
services and their constituent modules, within each layer.

This paper is organized as follows: in Sect. 2 we compare our approach against
related work in literature; Sect. 3 provides an approach overview and describes
the Smart City Ontology on which the approach relies; Sect. 4 describes the can-
didate indicators recommendation step, while in Sect. 5 we introduce the urban
data exploration; Sect. 6 discusses the framework implementation; in Sect. 7 we
present preliminary experiments; finally, Sect. 8 closes the paper.

2 Related Work

Our approach focuses on an ontology-based data exploration perspective for
urban data, properly aggregated in the form of Smart City indicators, con-
sidering users’ preferences and novel search interests and exploiting additional
knowledge provided by the SCO. According to this perspective, our approach
differs from Ontology-Based Data Access (OBDA), coping with the integration
of heterogeneous data sources inside the Smart City [1,6,9,17], and from general
purpose recommender systems as described in recent surveys (e.g., [11]), where
the explorative viewpoint is not explicitly addressed. Furthermore, compared
to approaches focused on Ontology-Based Data Warehouses (OBDW), which
store analytical data, indicators, requirements and their semantics [14,15,23],
1 http://www.bresciasmartliving.eu/.

http://www.bresciasmartliving.eu/
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our data exploration framework exploits indicators hierarchy and considers users’
profiles to enrich the exploration experience, also considering the influence that
the knowledge about indicators might have on users’ activities. For what con-
cerns the use of Semantic Web technologies in existing Smart City projects,
ontologies have been used for energy management, where diagnostic models
are defined to discover energy losses [25], or to perform optimisations for cost
saving [2,5,12,21]; for facility discovery, to search for city facilities and ser-
vices [4,12]; for events monitoring and management [3,19]. Existing approaches
proposed recommendation of specific kinds of urban data, e.g., advising environ-
mental recommendations to improve the quality of life of people [20], ontology-
based exploration of crime data, that relies on Association Rule Mining [8],
ontology-based visualisation of data or mobility [24]. The approach presented
in [16] focuses on the ontology development phase. It defines a set of high level
concepts, mapped to the ones of ontologies underneath twenty Smart City appli-
cations. In [18] an ontology, which models a Smart City as a composition of
information objects, agents and measures, is proposed. In [23] a semantic char-
acterisation of Smart City indicators is provided.

Differently from the aforementioned solutions, our proposal uses the con-
cept of indicator to provide a holistic view over the entire Smart City domain,
including a wider heterogeneous spectrum of urban data, such as data on energy
consumption, environmental conditions, safety and security. Moreover, we foster
personalised exploration of data for different categories of users (e.g., citizens,
building managers, PA).

3 Approach Overview

The proposed approach is based on both ontology-based descriptions of Smart
City indicators and users’ profiles, as detailed in the following. According to the
intrinsic modular nature of ontologies, the Smart City Ontology may be reused
within other Smart City projects, after being properly extended to include the
spectrum of concepts and relationships of the considered context. We do not
discuss how to compute indicators from heterogeneous data sources, as this is
out of the scope of the paper.

3.1 The Smart City Ontology

Figure 1 reports the main concepts and relationships of the Smart City Ontology2

(SCO). The SCO provides a formal representation of Smart City indicators, with
reference to the kinds of activities and users’ categories for which indicators can
provide relevant information. In particular, the SCO contains the definitions of
the following main concepts and mutual relationships between them.

Indicators. Indicators represent an aggregation of urban data of interest for
the citizens of the Smart City. Through the SCO, indicators are specified as
2 The TBox of the ontology can be found at https://tinyurl.com/sco-onto (a free Web

Protégé account is required).

https://tinyurl.com/sco-onto
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Fig. 1. A portion of the Smart City Ontology, containing main concepts and semantic
relationships.

individuals of the Indicator concept or one of its sub-concepts in the indicators
hierarchy. For instance, ElectricalEnergyConsumptionIndicator is defined as
a sub-concept of EnergyConsumptionIndicator in Fig. 1. We denote with I
the overall set of individuals of available indicators. In the SCO, an indicator
is relatedTo a domain and is further specified through a set of Constraint
individuals in the ontology.

Domains. A domain represents a concept used to limit the scope of an indi-
cator, among the types of urban data that can be explored (e.g., environment,
safety, energy, mobility). Therefore, an indicator i ∈ I is associated with a set
of individuals of the Domain concept Di (relatedTo relationship).

Constraints. In the SCO a constraint ci ∈ Ci can be either an user’s category
(e.g., citizen, building manager) or a dimension (i.e., time or space). On the
one hand, an indicator is designed for specific users’ categories (designedFor
relationship). For instance, the indicator on electrical consumption of buildings
is designed to be browsed and explored by the buildings manager. The user’s
category will enable personalised indicators filtering. On the other hand, an indi-
cator can be boundTo a time interval (e.g., values of electrical consumption are
available for the year 2017), may have a time granularity (hasTimeGranularity
relationship) and may be defined at the city, street, district or more specific lev-
els, such as buildings, workplaces and private apartments (hasSpatialCoverage
relationship).

Activities. This concept is used to represent users’ activities (e.g., leisure, build-
ing administration) that can be influenced by the knowledge provided by access-
ing an indicator. For instance, the EnergyConsumptionIndicator may provide
useful insights for a building manager for implementing energy saving activities
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in the administered buildings. Similarly, pollution indicators may prevent citi-
zens from practising outside sport activities. To this aim, the Activity concept
is connected in the SCO to the Indicator concept through the influencedBy
property.

Other SCO Concepts. In defining the SCO, pivotal concepts from available
foundation ontologies are exploited to: (i) represent geospatial concepts of the
city (e.g., district, street) and users’ activities (Schema.org3 ontology), (ii) define
temporal entities, used as analysis dimensions (Time4 ontology) and (iii) char-
acterise indicators as analytical data entities (Data Cube5 ontology).

Formally, we can summarise an indicator i as a tuple 〈IDi, Ti,Di, Ci〉(∀i =
1, . . . , NI), where IDi is a unique identifier (i.e., an URI), Ti is the indicator
type (e.g., ElectricalEnergyConsumptionIndicator), Di is the set of domains
individuals, Ci is the set of constraints, and where NI is the number of indicators
in I .

3.2 Users’ Profiles

Users are described according to a category (e.g., citizen, building manager),
activities of interest, defined as individuals of the concept Activity or some
of its sub-concepts, the types of indicators explored by the user through the
interactions with the framework, defined through the concept Indicator or its
sub-concepts. Different users may have access to different indicators: a citizen
can select indicators concerning his/her apartment only, building managers can
select indicators on their administered buildings only, energy managers can select
indicators that only concern the workplaces they are responsible for, etc.

To this aim, after selecting the activities of interests (if any) during the reg-
istration to the framework, citizens, building managers and other categories of
users have also to specify the places (e.g., an apartment, a building) they act in.
Only urban data that has been aggregated within indicators associated with that
places in the SCO (hasSpatialCoverage relationship) will be displayed. This
has a two-fold advantage: (i) it enables data privacy preservation, for instance
preventing building managers to visualise data on buildings they do not admin-
ister; (ii) it will be used to personalise indicators selection and data exploration,
as explained in the next sections.

Formally, the profile p(u) of a user u ∈ U can be summarised as p(u) =
〈IDu, catu, Iu, Au, Pu〉, where IDu is the identifier associated with the user’s
account, catu is the user’s category, Iu is the set of individuals representing
indicators that have been selected and explored by u in previous interactions
with the framework, Au is the set of activities of interest for the user, Pu is the
list of individuals of concepts representing specific places where the user takes
actions, namely individuals of Building for building managers, of Apartment for
citizens, of Workplace for energy managers, etc. A registration wizard, starting
3 http://schema.org/.
4 http://www.w3.org/2006/time.
5 http://purl.org/linked-data/cube.

http://schema.org/
http://www.w3.org/2006/time
http://purl.org/linked-data/cube
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from the user’s category, prompts to the user proper masks to insert the instances
defining the set Pu and associate them with districts. Such instances will be also
inserted in the SCO to enable semantics-enabled urban data exploration, while
only districts and upper level places (e.g., the city districts) are inserted in the
ontology by domain experts. This reduces the complexity of ontology population
and maintenance for platform administrators.

3.3 Urban Data Exploration Steps

The semantics-enabled approach proposed here for urban data exploration is
articulated over two main steps, as shown in Fig. 2: (i) the overall set of available
indicators is properly pruned, by taking into account both explicit requirements
of the user as expressed in a search request and the user’s profile, and then ranked
(recommendation of urban data indicators); (ii) the list of selected indicators is
presented to the user as starting point to enable a semantics-enabled personalised
exploration of urban data (semantics-enabled urban data exploration).

Urban data exploration starts from a request formulated by the user u,
denoted with r(u), that contains the domains and indicators of interest, speci-
fied as individuals of Domain and Indicator concepts or sub-concepts of the
SCO, respectively. Nevertheless, in order to provide support to the request
formulation without demanding a detailed knowledge of ontology concepts
and individuals, the framework allows the user to specify a set of keywords
Kr = {kr1, kr2, . . . , krn}. The set Kr is processed according to techniques aimed
to match the keywords with ontology terms [22]. The adopted disambiguation
procedure relies on WordNet6 to retrieve synonyms, hypernyms and hyponyms
of the keywords, and identifies a mapping between the input list of keywords
and ontology individuals using probabilistic techniques. Following this approach,
requests are processed in a more flexible way, to deal with the different levels
of expertise (i.e., knowledge of the terminology and lexicon) users have. Beyond
the domains and/or indicators explicitly indicated by the user in Kr, the user’s

6 https://wordnet.princeton.edu/.

https://wordnet.princeton.edu/
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profile is exploited to take into account other elements for indicators selection,
namely the user’s category catu, his/her activities of interest Au and the set Iu

of indicators explored in the past by the user.
Formally, we represent the request submitted by user u as follows: r(u) =

〈Dr, Ir, p(u)〉, where Dr is the set of desired domains, Ir is the set of indicators
of interest, p(u) is the user’s profile. Dr and Ir are the output of the WordNet-
based disambiguation procedure.

Recommendation of urban data indicators is further organised in four sub-
steps, namely:

– domain-driven indicators selection, in which a preliminary pruning of candi-
date indicators is performed based on the domains and indicators of interest
specified in the request r(u);

– activity-based indicators refinement, where the set of candidate indicators
is further enriched considering the activities in the user’s profile and the
influencedBy ontological relationship;

– constraint-driven indicators filtering, where user’s category and spatial con-
straints are exploited to further filter candidate indicators;

– candidate indicators ranking, performed by considering both the user’s request
and the history of indicators in the user’s profile.

Urban data exploration, starting from the output of the recommendation of
urban data indicators, is supported through the indicators hierarchy and seman-
tic relationships of the SCO, enabling the users to browse the set of available
indicators starting from the recommended ones, as explained in Sect. 5. Explo-
ration actions may require to revise candidate indicators recommendation.

Finally, the user can visualise the actual values of one or more indicators
in a numerical or graphical way by means of a suitable web-based dashboard.
Even if we have implemented the web-based dashboard in the context of the BSL
project, in the following the focus will be on the recommendation and exploration
steps.

4 Recommendation of Urban Data Indicators

Candidate Indicators Selection. The selection process of candidate indica-
tors is described by Algorithm 1. It takes as input the set I of all available
indicators, the request r(u) and the SCO. The output of the selection process
is a set of candidate indicators, namely Icand, containing indicators that are
compliant with the request.

Starting from the set Ir of indicators of interest as specified in the request
r(u) (see line 1), the selection process performs the domain-driven indicators
selection (lines 2–6), the activity-based indicators refinement (lines 7–10), the
constraint-driven indicators filtering (lines 11–18).

In the domain-driven indicators selection, the set Di of individuals of the
Domain concept, associated with each indicator i ∈ I , is retrieved by considering
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Algorithm 1. Candidate indicators selection
Input : Request r(u) = 〈Dr, Ir, p(u)〉, set I of available indicators, the Smart

City Ontology SCO
Output: The set of candidate indicators Icand ⊆ I
Icand ← Ir;1

if (Dr �=∅) then2

foreach indicator i∈ I do3

Di ← {domain | relatedTo(i, domain)};4

if (Di∩ Dr �= ∅) then5

Icand ← Icand ∪ {i};6

if (Au �= ∅) then7

foreach activity a∈ Au do8

Ia ← {indicator | influencedBy(a, indicator)};9

Icand ← Icand ∪ Ia;10

C ← Pu ∪ catu, both extracted from p(u);11

if (C �= ∅) then12

foreach (c ∈ C) do13

switch c do14

case UserCategory(c)15

Icand ← Icand \ {i | i∈Icand ∧ ¬ designedFor(i, c)};16

case schema:Place(c)17

Icand ← Icand \ {i | i∈Icand ∧ ¬ hasSpatialCoverage (i, c)};18

if (Icand == ∅) then19

Icand ← Iu;20

return Icand;21

the relatedTo relationship in the SCO. If there is an overlapping between the
sets Di and Dr, then the indicator i is added to the set of candidates Icand.

In the activity-based indicators refinement, for each activity a ∈ Au extracted
from the user’s profile, the influencedBy relationship in the SCO is used to
retrieve additional candidate indicators.

During the constraint-driven indicators filtering, each indicator i ∈ Icand

is analysed to filter out candidate indicators that are not compliant with the
user’s category catu and are not available for the places Pu where the user takes
actions, which are both extracted from the user’s profile as a set of constraints
C (line 11). Considering the designedFor relationship in the SCO to get the
individuals of concept UserCategory that are semantically related to i, catu is
used to filter out non relevant indicators from Icand (lines 15–16). Similarly,
indicators that are not available for the places Pu are discarded considering the
hasSpatialCoverage relationship (lines 17–18). If the set of candidate indicators
is empty, then it is populated with indicators included in p(u) (lines 19–20). The
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rationale behind this choice is that the set Iu traces past exploration history of
the user providing known, albeit not novel, candidate indicators.

Candidate Indicators Ranking. Once the set Icand has been identified, can-
didate indicators are properly ranked by combining two different criteria: (a) the
similarity with the user’s request r(u) (denoted with Simreq) and (b) the simi-
larity with indicators selected by the user in past exploration activities (denoted
with Simpast). The rationale is that the latter criterion is used to maintain a
certain compliance with usual interests of the user, as represented through the
set Iu of indicators in his/her profile. On the other hand, only relying on past
choices of the user would penalise user’s new interests. This can be viewed as
a variation of the cold start problem [11] that affects recommendation systems
and is balanced by the first criterion.

Specifically, for what concerns (a), the similarity measure is calculated by
estimating the overlap between the set Dr of domains, included in r(u), and the
domain(s) associated with each candidate indicator icand ∈ Icand. The second
kind of similarity, that is based on the proximity of each icand with respect to
indicators in Iu, is computed by measuring the similarity between places and
domains that are shared by the computed indicators.

The ranking function ρ : Icand �−→ [0, 1] is computed as follows:

ρ(icand) = α · Simreq(Dr, Dicand) + β · Simpast(Iu, icand) (1)

where α +β = 1 (in our preliminary experiments we set α = β = 1
2 ), and Dicand

is the set of domains associated with icand ∈ Icand.
The term Simreq is computed by applying the Dice coefficient, which esti-

mates the overlapping between two sets, as follows:

Simreq(Dr, Dicand) = 2 · |Dr ∩ Dicand |
|Dr| + |Dicand | (2)

Regarding Simpast, this similarity is evaluated as:

Simpast(Iu, icand) = MAXiu∈IuSim(iu, icand) (3)

where Sim() combines the similarity coefficients, equally weighted, between the
two indicators according to their domains and their places:

Sim(iu, icand) =
|Piu ∩ Picand |

|Piu | + |Picand | +
|Diu ∩ Dicand |

|Diu | + |Dicand | (4)

where Piu (resp., Diu) is the set of places (resp., domains) associated with the
indicator iu and Picand

(resp., Dicand
) is the set of places (resp., domains) asso-

ciated with the indicator icand. Please note that all these similarity coefficients
are in the range [0, 1].

5 Semantics-Enabled Personalised Urban Data
Exploration

The SCO is used to support both the candidate indicators selection and ranking,
as discussed above, and the exploration of indicators. The latter one is meant as
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an iterative process guided by the SCO organisation of concepts and relation-
ships, and including exploration of both semantic description of indicators and
of actual values accessible through the web-based dashboard.
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Fig. 3. Example of candidate indicator and related properties.

Starting from candidate indicators returned through the selection step, the
users of the platform can further explore other indicators being guided by the
semantic relationships in the SCO. Exploration can be performed according to
different perspectives, given the knowledge structure in the ontology: (a) explo-
ration over the indicators hierarchy; (b) personalised exploration over the indi-
cators dimensions. Let us explain how this can be done in our framework by a
simple demonstration scenario.

Let’s consider the user John in the motivating example, who is the manager
of three buildings (namely Building 1, Building 2 and Building 3) located
in two districts of the city. In particular, Building 1 is located in the city down-
town, while Building 2 and Building 3 are located in the modern district of
San Polino. Since John is interested in monitoring buildings, during the registra-
tion to the platform he specifies the activity Monitoring in his profile. Moreover,
he specifies what are the administered buildings and associates them with the
districts they are located in, as part of his profile. Buildings are also inserted
into the SCO and linked to the districts by means of the schema:containsPlace
relationship. In order to have an insight on the status of the buildings he adminis-
ters, for instance to evaluate whether replacing standard lamps with less energy-
demanding LED ones, John logs in to the platform and asks for consumption
indicators, specifying the keywords Kr = {energy, consumption}. The platform
processes the request as explained in the previous section and returns, among
the others, the indicator NormalizedElectricalEnergyConsumption (NEEC),
which reports electrical consumption normalised with the number of apartments
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in the building. The indicator is selected because it is both compatible with the
keywords given in the request and associated with the activity Monitoring in
the ontology. Semantic description of the indicator NEEC is shown in Fig. 3.

If John decides to explore the indicators hierarchy, he may select the NEEC
indicator and the framework suggests him more specific indicators NEEC Stairs,
NEEC Elevators and NEEC Gardens, which are related to the NEEC indicator
through the hasSubIndicator relationship in the ontology. Since John’s focus
is on evaluating the electrical consumption of the lighting plants of stairs, he
selects NEEC Stairs.

Personalised exploration over the indicators dimensions exploits the seman-
tic relationship schema:containsPlace that relates each others individuals of
schema:Place concept or its sub-concepts. In particular, knowledge on the spa-
tial coverage of indicators is obtained through the hasSpatialCoverage rela-
tionship. Starting from indicators previously selected for the John’s building,
either NEEC or one of its sub-indicators, the containment relationship that relates
John’s buildings with districts is exploited. Therefore, John could choose to visu-
alise the average consumption provided by the indicators for the buildings of
the districts, in order to compare his buildings against other ones having sim-
ilar characteristics or using different lighting solutions. Similarly, indicators for
John’s buildings could also be suggested over several years (boundTo relation-
ship) or over different time granularities (e.g., years, months, days), according
to the hasTimeGranularity relationship. Comparison between indicators may
stimulate John to consider the replacement of energy consuming light bulbs
with modern LED lamps in shared spaces, after analysing the affordability of
the expenses, with respect to the ones sustained by other similar buildings.

6 Three-Layered Framework Architecture

Figure 4 shows an overview of the semantics-enabled data exploration frame-
work architecture. The framework is developed with web-based technologies and
is organised over multiple layers. It has been preliminarily applied in the context
of the Brescia Smart Living (BSL) Italian project. Data on field, collected from
domain-specific platforms through IoT technologies, as well as data from sources
external to the BSL project (weather data, pollution data, etc.) are loaded into
the BSL platform database (BSL Platform Layer). Data is transferred on the
BSL platform using RESTful services, SOAP-based services and MQTT Agents.
The Semantic Layer enables personalised urban data exploration, as described
in Sects. 4 and 5. The User Access Layer includes a web-based Smart City Dash-
board to be used by citizens, PA and other users to explore urban data.

Using the web browser, users can register themselves and update their profile.
Within each layer of the platform, proper Web Services, implemented in Java and
deployed under the Apache TomEE7 application server, elaborate the incoming
requests from users to retrieve the set of recommended indicators. The Smart

7 http://tomee.apache.org/.

http://tomee.apache.org/
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Fig. 4. Web-based architecture of the semantics-enabled data exploration framework.

City Ontology is deployed in OWL using Stardog8, a NoSQL graph database
based on W3C Semantic Web standards. The Stardog Platform supports domain
experts in order to maintain the ontology (concepts, relations and individuals,
including the insertion of new indicators individuals), interacting with the web-
based administration console provided by the platform.

In this section, we introduce the main Web Services, located within the layers
of the framework, invoked to process users’ requests for indicators recommen-
dation and exploration. Here, we present only the services and their composing
modules at a high level, without lingering much on technical details, showing
the interaction flow triggered by the user (either a citizen or PA) when issuing a
request to the framework. The sequence diagram of Fig. 5 illustrates the interac-
tions (i.e., invocation of methods and exchanged parameters) between the main

8 https://www.stardog.com/.

https://www.stardog.com/
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modules of the framework in order to perform the indicators recommendation
step. These modules are implemented as services described in the following.

Citizen
PA

Request
Processor

Module

WordNet-based
Disambiguation

Module

Query 
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Module

Indicators
Selection
Module

Indicators
Ranking
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Visualisation
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Kr
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Dr, Iu, Icand
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Visualise indicator value

Request Processing Service Semantics Service

Ranked indicators

Ranked indicators

loop [for each 
selected indicator]

Visualisation Services

Indicators
selection

Get indicators properties

Fig. 5. Interactions between the main modules of the architecture.

Request Processing Service. This service is in charge of processing the incoming
users’ requests, starting from the set of keywords Kr and the user’s profile p(u).
It is composed of the following modules: (i) the Request Processor Module, that
routes the requests to the other services of the platform, handles partial results
and returns the set of recommended indicators to the user; (ii) the WordNet-
based Disambiguation Module, that looks up WordNet database to accomplish
the semantic enrichment and disambiguation of the keywords contained in the
query.

Semantics Service. The modules embedded in this service operate on the Smart
City Ontology, to retrieve and select the candidate indicators, compliant with the
user’s request. Specifically: (i) the Query Ontology Module queries the ontology
through the API provided by the Stardog Platform; (ii) the Indicators Selec-
tion Module, performs the selection of candidate indicators; (iii) the Indicators
Ranking Module implements the techniques exposed in Sect. 4 to rank the set of
candidate indicators. The Query Ontology Module, embedded into the Seman-
tics Service, is in charge of issuing SPARQL queries over the SCO; specifically,
it handles two different types of queries: (i) selection queries and (ii) boolean
queries. The former ones (also known as SELECT queries) are used to retrieve
individuals from the ontology (e.g., to collect the set of indicators apt to citi-
zens) whereas the latter ones (also known as ASK queries) are useful to query
the ontology to get true/false answers (e.g., to check whether the NEEC indicator
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is available for citizens). SPARQL queries can benefit from the underlying rea-
soning engine, provided by the Stardog Platform, to enrich their results when
computing hierarchies (e.g., to build the lineage of an indicator, up to its topmost
ancestor) or to infer additional background knowledge.

Visualisation Services. This group of services comprises legacy modules that
lie in the visualisation engine of the platform. Each indicator has a link which
triggers a proper Web Service inside the platform, that enables the visualisation
of the indicator values onto the Smart City Dashboard, retrieving the data from
the BSL platform database.

7 Preliminary Experiments

Preliminary experiments on the proposed framework aim at demonstrating its
effectiveness in supporting candidate indicators selection for a given request r.

To this aim, we compared our framework against a baseline keyword-based
approach, where keywords have been properly expanded with synonyms using
WordNet lexical system. In particular, given a request r, precision P (r) (i.e.,
the number of relevant indicators compared to the total number of returned
indicators, in the context of a search operation) and recall R(r) (i.e., the number
of relevant indicators returned among the search results, compared to the total
number of relevant indicators) are measured for quantifying the effectiveness of
the candidate indicators selection. To measure precision and recall, we used a
SCO composed of 57 concepts (and, among them, 30 indicators), 104 individuals,
207 object and datatype properties. Table 1(a) reports average precision and
recall values of our approach compared to a keyword-based search. Precision and
recall values have been computed on two kinds of requests: (a) requests where the
user specified a set of keywords to identify desired domains and indicators, and
the user’s profile does not contain any activity or preferential indicator (rA); (b)
requests where the user presents a richer profile (containing category, activities
and preferential indicators), but specifies a few keywords in the keyword set Kr,
that only correspond to individuals of the Domain concept (rB). Five requests
for each type have been issued and average values have been computed.

The second kind of request is used to demonstrate how relationships within
the SCO are effective in improving precision and recall for indicators selection.
In fact, with respect to the keyword-based approach, our framework enables a
better precision by refining the set of candidate indicators based on the user’s
category, the specified domain(s) and other ontological relationships. On the
other hand, recall is increased by exploiting the relationships between other
elements of the user’s profile (i.e., activities and preferential indicators) and
the available indicators in the ontology, thus including among search results
candidate indicators that are not described with the keywords specified in the
user’s request or with keyword synonyms as extracted from WordNet. Since both
the compared approaches use WordNet to perform keywords disambiguation and
the same keywords across the approaches have been used during tests, difference
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Table 1. (a) Average precision and recall values obtained for the preliminary evalua-
tion; (b) average execution time (in msec) for indicators recommendation.

Keyword-based search Ontology-based search
P (rA) 0.49 0.99
R(rA) 0.97 0.98
P (rB) 0.33 0.94
R(rB) 0.27 0.93

(a)

Request type Indicators selection Keywords disambiguation Ranking Total
rA 1454 1105 805 3361
rB 269 1056 880 2205

(b)

in average precision and recall is due to the knowledge structure provided by the
ontology.

The formulation of the request as a set of keywords, instead of asking the
user to specify required properties and constraints, enables more flexibility, since
it does not demand for a detailed knowledge of the ontology, its concepts and
relationships. Furthermore, the processing time required to expand keyword sets
with the use of WordNet is affordable and acceptable for the considered explo-
ration scenarios. Table 1(b) contains average execution time (in msec) for indica-
tors recommendation (including time spent for the WordNet-based disambigua-
tion of keywords and for ranking) in the preliminary evaluation. Tests have been
performed on a Windows-based machine equipped with an Intel i7 2.00 GHz
CPU, 8 GB RAM, SSD storage.

Usability tests are being performed to check the capability of the framework
in facilitating user’s access to urban data through the suggestion of candidate
indicators. To perform usability tests, we considered a population of users using
metrics such as the number of exploration steps needed to obtain desired data,
number of fails, number of successful explorations. Usability experiments are
being carried on within the Brescia Smart Living project until September 2018.
Currently, the framework is being tested, with satisfaction, by a sample of users
in two districts, a modern one (San Polino), where new generation smart meters
have been installed, and a district in city downtown, more densely populated and
presenting older buildings. The framework will be also used by other partners
involved in the project as representatives of PA (in particular, the Municipality
of Brescia, Italy), utility and energy providers.

8 Conclusions and Future Works

In this paper, we described a framework for enabling personalised exploration
of urban data. The framework relies on the knowledge structure provided by a
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Smart City Ontology (SCO) and the information contained within the citizens’
profiles. The SCO is used to properly represent indicators in terms of concepts,
hierarchies and semantic relationships, thus they can be used to facilitate explo-
ration by exploiting the knowledge structure. Moreover, the concept hierarchies
in the ontology allow exploration at different granularity levels. Candidate indi-
cators are recommended if compliant with user’s profile, ensuring a personalised
selection and exploration over the set of available Smart City indicators. The
semantics-enabled personalised urban data exploration is articulated over two
steps: (i) indicators are properly recommended taking into account both explicit
requirements of the user as expressed in a search request and the user’s profile;
(ii) recommended indicators are exploited as starting point to set up interac-
tive exploration of urban data. Future efforts will be devoted to perform further
experiments (e.g., comparing [22] with other matching techniques) and to extend
the set of semantic relationships in the SCO as follows: (a) further relationships
between indicators will be identified (e.g., to assert that two or more environ-
mental indicators must be jointly monitored due to their harmful impact on
the ecosystem); (b) strategies to promote the users’ virtuous behaviours will
be studied and implemented on top of the relationships, providing advices for
healthy activities that should be practised by users. This will be accomplished
by collecting and formalising additional knowledge about users’ lifestyle, and
then enriching the SCO with specific background semantics. Finally, support to
the insertion of indicators individuals, that is currently performed by domain
experts given their skill in the application context, will be further developed as
well.
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Abstract. Business Process Management Systems (BPMS) provide
automated support for the execution of business processes in modern
organisations. With the advent of cloud computing, the deployment of
BPMS is shifting from traditional on-premise models to the Software-
as-a-Service (SaaS) paradigm with the aim of delivering Business Pro-
cess Automation as a Service on the cloud. To cope with the impact of
numerous simultaneous requests from multiple tenants, a typical SaaS
approach will launch multiple instances of its core applications and dis-
tribute workload to these application instances via load balancing strate-
gies that operate under the assumption that tenant requests are stateless.
However, since business process executions are stateful and often long-
running, strategies that assume statelessness are inadequate for ensuring
a uniform distribution of system load. In this paper, we propose several
new load balancing strategies that support the deployment of BPMS
in the cloud by taking into account (a) the workload imposed by the
execution of stateful process instances from multiple tenants and (b)
the capacity and availability of BPMS workflow engines at runtime. We
have developed a prototypical implementation built upon an open-source
BPMS and used it to evaluate the performance of the proposed load bal-
ancing strategies within the context of diverse load scenarios with models
of varying complexity.

Keywords: Business Process Management System
Software-as-a-Service · Load balancing · Workflow engine · Scalability

1 Introduction

As a leading exemplar of process-aware information systems, Business Process
Management Systems (BPMS) are dedicated to providing automated support
for the execution of business processes in modern organisations. In recent times,
the advantages offered by cloud computing have triggered an increased demand
for the deployment of BPMSs to shift from traditional on-premise models to the
Software-as-a-Service (SaaS) paradigm.
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Traditionally, BPMS are installed on-site to serve a single organisation. In
a multi-tenant cloud environment, scaling up a discrete BPMS to serve simul-
taneous demands from multiple organisations is challenging given the limited
capacity of a single deployment. Thus it has become necessary to reshape the
architectures of BPMS so that better support can be offered to clients seeking
the benefits offered by cloud-based implementations. A review of the existing
efforts towards a generic architecture for a scalable BPMS in the cloud reveals
that this aim has not yet been achieved.

In cloud computing generally, to deal with the increasing load from multiple
clients, a SaaS approach often deploys multiple instances of its core applications
and distributes workload (of tenant requests) to these application instances via
a load balancing strategy [4]. This approach assumes that the tenant requests
are stateless, but a business process execution is stateful and often long-running,
and so existing load balancing strategies designed for handling stateless requests
are not suitable for handling the execution of process instances. Rather, load bal-
ancing strategies need to take into account the work currently being performed
statefully on each application instance.

In this paper, we propose a design for a multi-tiered approach to devel-
oping load balancing strategies that can better support the stateful requests
and responses associated with the execution of process instances for a multi-
tenant cloud environment, with a focus on supporting scalability. We define a
dual-faceted metric to measure current process engine load, the first component
based on the complexity of a process definition from the perspective of the com-
putational execution engine, and the second on measures taken in real time from
the operational environment. To validate our approach, a prototype has been
developed that deploys multiple instances of a traditional open-source BPMS
in a cloud environment, using a stateful load balancing middleware component
that implements a number of load balancing strategies at various levels of com-
plexity and suitability. A realistic process load is generated via a simulation tool
to demonstrate and validate the applicability of our approach, and demonstrates
improved capabilities for supporting large volumes of work in a multi-tenanted
cloud environment.

The rest of the paper is organised as follows. Section 2 provides the back-
ground and sets out the research problem to address. Section 3 proposes the
design of a suite of load balancing strategies. Section 4 discusses a prototypi-
cal implementation of a scalable BPMS and the load balancing component, and
presents a validation of the approach. Section 5 reviews related work. Finally,
Sect. 6 concludes the paper and provides an outline of future work.

2 Background: A Cloud-Based BPMS Architecture

Business Process Management Systems (BPMS) are systems that aim to support
business process execution by coordinating the right work to the right person (or
application) at the right time. A generic architecture of traditional BPMS, as
depicted in Fig. 1(a), follows the workflow reference model [10] proposed by the
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Workflow Management Coalition. The core component is the workflow engine,
which is responsible for creating, running, and completing execution instances of
business processes. A process instance is also called a case. Each case consists of
a sequence of work items and these are managed by the worklist handler through
which the end users (e.g. staff in an organisation) interact with their own list
of work items, e.g. to check out a work item to start the work, or to check in a
work item when the work is completed. Other operational matters in a BPMS
such as resource administration (e.g. managing the access control of individual
end users) and process monitoring (e.g. tracking the progress of each running
case) are taken care of by the administration and monitoring tools.

In addition, there are also two important data repositories. One is the process
model repository. Before a process can be executed in the workflow engine, it
needs to be defined in the form of a process model using a proper modelling
language. A process modelling tool is used to create process models. It is also
part of a BPMS but is not further considered in this paper, since we are interested
in business process execution (rather than process modelling). Hence, we assume
that a process model has always already been deployed to the workflow engine
from the process model depository. Next, the workflow engine records the (step-
by-step) execution of a process and exports the relevant data in the form of
execution logs. Such data are valuable for process analysis and monitoring.

Fig. 1. BPMS architectures: (a) a traditional BPMS deployed on-premise for a single
organisation vs. (b) a cloud-based BPMS for multiple tenant organisations

However, a traditional BPMS is usually deployed on-premise to serve a single
organisation, and as such it is not designed to address simultaneous demands
from multiple organisations. When deploying a BPMS in a cloud environment
to provide a process automation service to multiple clients, it is necessary to
redesign its underlying architecture so that the resulting system is capable
of scaling up to cope with large volumes of work from these organisations.
Figure 1(b) depicts a generic architecture for cloud-based BPMS. It is a redesign
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of the traditional BPMS architecture shown in Fig. 1(a) following the principle
of a well-established SaaS maturity model [4]. A detailed proposal of the design
of this architecture is presented in our previous work [14].

As Fig. 1(b) depicts, the key component to handle simultaneous requests from
multiple organisations is the so-called scalable workflow engine, which consists
of multiple instances of workflow engines coordinated via a load balancer. The
load balancer further comprises a case distributor, a router and a routing table.
The case distributor is responsible for handling a request for launching a case.
It allocates the case to one of the workflow engines based on a load balancing
strategy (e.g. to identify the least occupied engine) (see Sect. 3.4). Once a case is
distributed to a workflow engine, the case will be executed in a stateful manner,
meaning that all the work items belonging to the case will be handled by the
same workflow engine until the case is completed. After a case is launched,
the router takes over the responsibility of communication to direct work items
between worklist handlers and workflow engines. The routing table records the
necessary information in coordinating each work item between the right workflow
engine and the right worklist handler.

Figure 2 shows a UML sequence diagram capturing the sequence of interac-
tions between a worklist handler, a case distributor and the workflow engines for
launching a case. Upon receiving a request to launch a case, the case distributor
will (1) ask each workflow engine for its current busyness status in a certain time
period, (2) invoke a load balancing algorithm to decide on an appropriate engine
to allocate the case, (3) communicate with that engine to launch the case, and
(4) record in the routing table the information necessary for correctly routing
the work items belonging to the case.

Worklist
Handler

ack(engine_workload)

Case
Distributor

launchCase
(processID, sessionID)

Workflow 
Engine/s

(1 ... n instances)

checkWorkload

for each engine; check its workload

[ parameter: engineID, timePeriod ]

Workflow  
Engine

ack

launchCase(processID, caseID)

ack(caseID)

invoke loadBalancingAlgorithm
   input: list (engineID, engine_workload)
   output: engineID

generate(processID): caseID

record@RoutingTable(processID, caseID, sessionID, engineID)

(engineID)

select engine and launch case

retrieve(sessionID): worklistHandlerID

Fig. 2. A UML sequence diagram capturing the interactions of launching a case
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3 Design of Load Balancing Strategies

This section focusses on the design of several load balancing strategies that may
be applied to handle stateful management of process instances and to achieve an
even distribution of the load across an array of process engines in a cloud-based
BPMS. It covers a definition of the load balancing problem to address within
the scope of this study, an initial proposal for measuring load complexity and
resource occupation, and a specification of different levels of capabilities to be
achieved for a complete load balancing strategy.

3.1 Problem Definition

A key objective of our load balancing strategies is to ensure a uniform distribu-
tion of system load among multiple instances of workflow engines deployed in
a cloud-based BPMS. We assume that the number of workflow engines in the
system is fixed and known a priori, and also that all these engines are of similar
(computational) efficiency and capacity. Below, we define the problem of load
balancing among multiple workflow engines.

Definition 1 (Balanced workload distribution among engines). For a
cloud-based BPMS, G denotes a set of workflow engines deployed in the system,
C a set of cases executed in the system, T a set of timestamps, and T D a set of
time durations. Let W ⊆ R

+ ∪ {0} be a set of values representing the amount of
workload.

– ∀g ∈ G, ωg : T → W specifies the amount of workload carried by a given
workflow engine g at any point of time.

– γ : C → G specifies the workflow engine to which a case is allocated, i.e. each
case c ∈ C is allocated to only one workflow engine to support the stateful
execution of the case.

Given a point of time t ∈ T and a time duration d ∈ T D, [t, t + d] defines a
time interval, and

∫ t+d

t
ωg(t) represents the accumulated amount of workload of

a workflow engine g during the time interval [t, t+d]. Hence, let G = {g1, ..., gn},
given any time period [t, t + d],

∫ t+d

t
ωg1(t) ≈ ... ≈

∫ t+d

t
ωgn(t) demonstrates a

balanced distribution of work load among the group of engines (specified by G).

3.2 Complexity of Process Instances Measure

One important fact to consider is that process instance definitions may have
varying computational complexity, thus imposing workloads of varying capacities
on process engines. In light of this, we introduce a new case attribute, namely
the Case Complexity Indicator (CCI ), as a quantifiable measure to capture the
complexity of a process specification.

Interestingly, while there have been many complexity metrics proposed for
process models (see [16] for a survey), every one of them is aimed at measuring
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complexity from the perspective of a human reader, i.e. as a tool for commu-
nication and/or manual analysis. There have been no studies or definitions of
complexity metrics of process model instances at runtime from the perspective
of the execution engine, to our knowledge. Nevertheless, for this work we have
made an initial attempt to consider what may be useful ways to measure how
complex a process engine may find a particular case during its execution, taking
into account each of the three main process perspectives: control-flow, data and
resourcing.

As a starting point, we use the Extended Cardoso Metric (ECaM) [11] to
inform the value of the CCI. ECaM can be used to measure the structural
complexity of a process model and it is built on the classic Cardoso met-
ric [3] which is applicable to all processes (or process languages) that support
XOR-, OR-, and AND-splits. ECaM generalises and improves the classic Cardoso
metrics so that they can be applied to all Petri net aligned languages.

However, the ECaM on its own is an insufficient measure for execution com-
plexity. We added consideration for the number of tasks defined within a model,
since that frequency has a direct effect on the frequent calculation of process
state space during execution. These two measures are a first attempt to define
control-flow complexity at runtime.

For the data perspective, we consider the number of user-defined data types,
and the number of data assignments to input and output variables of tasks,
to be indicators of runtime complexity. These attributes are considered to be
useful indicators of data load, because each value assignment invokes a trans-
position that often requires a (re)construction of an explicit data structure to
store instance values. Finally, for the resource perspective, the number of roles
assigned to tasks is considered, since role groups have to be unpacked at runtime
to the contained set of its individual participants, so that work item allocation
to individuals can be achieved.

Using these five input measures, we define a runtime complexity metric below.

Definition 2 (Runtime complexity metric). A runtime complexity metric
RCM of a process model is a tuple (C, T, U, V,R,WC ,WT ,WU ,WV ,WR) such
that:

– C is the extended Cardoso metric
– T is the number of tasks
– U is the number of user-defined types
– V is the number of input and output variables
– R is the number of resource roles assigned to tasks
– WC is a weighting factor for the extended Cardoso metric
– WT is a weighting factor for the number of tasks metric
– WU is a weighting factor for the number of user-defined data types metric
– WV is a weighting factor for the number of input and output variables metric
– WR is a weighting factor for the number of roles metric
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A weighting applied to each measure provides the capacity for an overall,
balanced complexity metric calculation that can be effectively used to contribute
to the measure of load placed on a process engine by a process instance definition
at runtime.

3.3 Engine Busyness Measure

The second component of our measure of engine load is derived for four key
runtime data points related to the operational environment. We define this com-
ponent below.

Definition 3 (Operational busyness). A process engine’s operational busy-
ness measure is a tuple (R,P, I, T,WR,WP ,WI ,WT , LR, LP , LI , LT ) such that:

– R the number of requests processed per second
– P the average processing time per processed request (in milliseconds)
– I the number of work item starts and completions per second
– T the number of worker threads currently executing in the engine’s container
– WR is a weighting factor for the number of requests processed per second

metric
– WP is a weighting factor for the average processing time per processed request

metric
– WI is a weighting factor for the number of work item starts and completions

per second metric
– WT is a weighting factor for the number of worker threads metric
– LR is an upper limit on the number of requests processed per second, repre-

senting a maximum comfortable load for an engine
– LP is an upper limit on the average processing time per processed request,

representing a maximum comfortable load for an engine
– LI is an upper limit on the number of work item starts and completions per

second, representing a maximum comfortable load for an engine
– LT is an upper limit on the number of worker threads currently executing,

representing a maximum comfortable load for an engine

The upper limit attributes should be configurable, to account for different
hardware infrastructures, while the weightings can be set for each so that an
accurate factor for any platform can be established. The final busyness factor
calculation (B) for an engine is given as:

B = ((((R/LR) · WR) + ((P/LP ) · WP )+
((I/LI) · WI) + ((T/LT ) · WT ))/4) · 100

A final metric for the execution load a process engine is currently experiencing
can be defined as the total of all process complexity metrics for currently exe-
cuting cases combined with the total operational busyness factor for the engine.
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3.4 Capability Requirements Analysis

We define a set of specific requirements for a load balancer so that it can reach
different levels of capability in distributing the load of process instances to the
appropriate process execution engine at run-time. The even distribution of load
across all active engines in an array can be supported through the dynamic
calculation of the busyness of each engine using different strategies, leading to
the following four capability levels.

– Level 0: Applying a general work scheduling or resource allocation mechanism
(e.g. random choice) without considering how busy each engine is. This is
essentially equivalent to a default stateless load distribution.

– Level 1: Considering each engine’s busyness at the exact instant of time when
a new case is required to be distributed to an engine for execution.

– Level 2: Considering each engine’s busyness within the time period of a sliding
window looking backward (i.e. a number of time units in the past) from the
time of case distribution.

– Level 3: Considering each engine’s busyness within the time period of a sliding
window looking forward (i.e. a number of time units in the future) from the
time of case distribution.

4 Performance Analysis and Validation

4.1 Proof of Concept

A prototype that implements the conceptual design shown in Fig. 1(b) has been
realised in the YAWL environment [9]. YAWL was selected as the implemen-
tation platform because it is open-source, stable, and offers a service-oriented
architecture, allowing the new load balancing component to be implemented
independent to the existing components. Importantly, absolutely no changes
were required to be made to the YAWL environment itself in enabling support
for an array of YAWL engines in a cloud environment.

The load balancer component manages a set of available engines. It is situ-
ated as a middleware layer that captures all interface calls from external worklist
endpoints and redirects them to the appropriate process engine for processing.
This redirection is achieved by a trivial configuration change in each worklist
so that rather than having a single engine as its remote endpoint, that end-
point instead refers to the load balancing component. The prototype component
currently supports all four load distribution capability levels (0–3) described in
the previous section. The component is extensively configurable, and changes to
configuration values are applied in real time.

Each time the load balancing component receives a request to launch a new
process instance, it will poll each engine for its current busyness factor, in terms
of the currently configured capability level, and then pass the request to the least
busy engine, except when configured to distribution capability level 0 when a
random choice is made. For all other (non-launch case) requests, the routing
table is queried and the request directed to the engine handling the relevant
process instance.
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4.2 Implementation

Whenever the load balancing component receives a request to launch a new
case, it uses a selection algorithm to select the idlest (least busy) engine, based
on the currently configured capability level. The method for engine selection
on case launch is shown in Algorithm 1. The procedure begins with the current
capability level (mode) and the set of active engines (eSet) (line 1). A reference
to the current least busy engine is stored in the idlest attribute, and the lowest
busyness value is stored in the lowb attribute (primed on line 6). Each engine’s
busyness factor is derived, depending on the current capability level (line 8). If it
is less than the current value of lowb attribute, then that value is stored in lowb
(line 10) and a reference to that engine is stored in the idlest attribute (line 11).
Once all engines have been processed, the idlest engine reference is returned.

Algorithm 1. Selection of Idlest Engine
1: procedure IdlestEngine(mode, eSet)
2: if mode.random then � Baseline random distribution
3: return RandomItem(eSet)
4: end if
5: idlest ← nil
6: lowb ← max � Prime lowest load attribute
7: for all e in eSet do � For each engine
8: b ←GetBusyness(mode, e) � Get engine’s load
9: if b < lowb then

10: b ← lowb
11: idlest ← e � This e is current idlest
12: end if
13: end for
14: return idlest
15: end procedure

A different method is used to find the idlest engine at each capability level
on a case launch request, as detailed below.

Capability Level 0. At level 0, a random number, limited by the number of
available engines, is generated in the programming environment and then used
to select an engine from the set.

Capability Level 1. At level 1, each engine is immediately polled for a busyness
factor, comprising the various measures described in Sect. 3.3 that exist for the
engine at that instant, the total complexity metric of all the cases currently
running on the engine, and the configured weightings for each.
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Capability Level 2. When the load balancer is set to distribution capability
level 2, a backward sliding window to smooth factor readings is applied. Level
2 uses an exponentially weighted moving average to calculate engine busyness,
which allows for a configurable weighting factor to be applied in an exponentially
decreasing manner to older readings.

It is calculated recursively:

St =

{
Y1, t = 1
α · Yt + (1 − α) · St−1, t > 1

where:

– α is the weighting factor (a.k.a. the forget factor), between 0 and 1, repre-
senting the degree of decrease for older readings, which diminish more quickly
as values of alpha approach 1.

– Yt is the engine busyness reading at time instance t.
– St is the weighted moving average at time instance t.

Capability Level 3. Level 3 dynamically invokes one of three algorithms,
depending on the current busyness values stored as a time series, which attempt
to predict near-term future values of the series. The three algorithms used are:
single variable regression, single variable polynomial regression, and multiple
variable linear regression1. Each algorithm seeks to extrapolate from the previous
set of busyness measures for each engine a trend line or curve that best fits the
data, then uses that trend to forecast upcoming busyness values. If a threshold
of time series data values has not yet been met, this strategy reverts to capability
level 2.

Fig. 3. Rental Equipment model used for testing

1 The java-based OpenForecast libraries are used to dynamically select the best-
fit algorithm and to perform the calculations (www.stevengould.org/software/
openforecast/).

www.stevengould.org/software/openforecast/
www.stevengould.org/software/openforecast/
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4.3 Validation Environment

We installed the load balancing component and four YAWL engines on the QUT
High Performance Computing platform, using a discrete virtual machine for each
engine, and another for the load balancing component. Each VM ran on a single
core of an Intel Xeon CPU E5-2680 @ 2.70 GHz, and 4 Gb of RAM was available
to each.

A simulation tool was used to launch a new instance of a given process speci-
fication every 3 s for a total of 200 instances. The tool supports the entire execu-
tion of each case by processing work items with resource ‘robots’, i.e. automated
agents that mimic the role of human resources. These agents were configured
to simulate processing of each work item for a randomised period within upper
limit of between 100 and 3000 ms.

Two process specifications were used for testing. The first is a mostly linear
model of an equipment rental process, with a process loop included between the
Select Equipment and Confirm Availability tasks (Fig. 3) to add some variation
between cases. An XQuery function was applied to each XOR-split predicate
to simulate actual behaviour, with the loop actuating on approximately 40% of
Confirm Availability task completions, and each cancellation task occurring in
approximately 10% of cases.

The second test specification was based on the example found in [1], and
models a travel booking process (Fig. 4). Again, an XQuery function was applied
to the OR-split predicates following the register itinerary task so that for each
instance of the specification, one, two or all of the subsequent tasks were exe-
cuted.

Fig. 4. Travel booking model used for testing (from [1])

4.4 Validation Results

The scatter charts in Fig. 5 show the degree to which the load balancer was able
to spread the load across the four engines in our test, for each of the load distri-
bution capability levels, when running simulated cases of the Rental Equipment
specification. Each chart is represented as a time series graph, where the x-axis
specifies a series of equal time slices and the y-axis specifies the number of stan-
dard deviations between the set of busyness factors reported for each engine at
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Fig. 5. Scatter charts showing simulation results using Rental Equipment model at
each load distribution capability level

each time slice. The number of standard deviations is a sound measure of the
uniformity of load distribution, where a lower value represents a better balancing
of engine loads across all engines.

At distribution capability level 0 (i.e. random choice), as expected there is
a wide variance in the busyness values of each engine at any particular time
slice (Fig. 5(a)). Almost half of the values exceed 15 std. devs. and 14% exceed
25 std. devs. These results illustrate the inappropriateness of typical stateless
load balancing algorithms for supporting stateful, possibly long lived process
executions.

Setting the load balancer to distribution capability level 1, which calculates a
busyness value for each engine at the moment a new case start is requested, can
be seen in Fig. 5(b). It is evident that there is an immediate strong improvement
over the level 0 random distribution when each engine’s current busyness is taken
into account, with a narrowing of the range of engine busyness factors at each
time slice. Almost all values are under 20 std. devs., and over 92% are less than
15 std. devs. However, since snapshot values are used for level 1 distribution,
there is still some variance between engines at times, as should be expected.

When the load balancer is set to distribution capability level 2, which uses a
backward sliding window to smooth each engine’s busyness factor readings, the
narrowing of busyness distributions per time unit becomes even more marked,
as can be seen in Fig. 5(c). Capability level 3, which uses a prediction algo-
rithm to envisage future busyness movements, shows a further, but less marked,
refinement (Fig. 5(d)).
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Fig. 6. Scatter charts showing simulation results using Travel Booking model at each
load distribution capability level

A similar set of outcomes for the Travel Booking specification can be seen
in Fig. 6, which shows that the load balancing component is able to ensure a
reasonably even load distribution for models with differing complexity metrics,
especially at the higher capability levels.

Finally, Fig. 7 shows the results of a simulation at each level when a random
combination of the two test specifications were used, that is, when engines exe-
cuted a number of each kind of specification simultaneously. While the overall
shape of each scatter chart is similar to those when only one specification was
used, there is some widening of data points, especially at the lower capability
levels, which may indicate more work needs to be done to fine tune the busyness
measures and weights to better manage concurrent specifications of different
complexities.

It can be seen that the algorithms at each subsequent capability level refine
the ability of the load balancing component to maintain a relatively even load
across all available engines, with levels 1–3 strongly outperforming the typical
stateless load balancing strategy and level 3 with look-ahead prediction perform-
ing best of all. By tuning how the busyness of a stateful process engine can be
measured, real gains can be achieved in ensuring engines avoid being overloaded
to the point where client response times start to suffer. This in turn can help to
guarantee Quality of Service thresholds. From our testing, it is clear that imple-
menting an intelligent load algorithm for stateful process management provides
improved load balancing outcomes over stateless or random-choice approaches.
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Fig. 7. Scatter charts showing simulation results when both test specifications are
combined

5 Related Work

An overview of the related literature shows that most of the existing studies focus
on the provision of cloud-based SaaS that can be executed for multiple tenants on
demand, while the overall stateful process execution is still deployed, operated
and managed locally. For example, in [15] the authors discuss a multi-tenant
BPM architecture, but utilising only a single-instance Apache ODE system in
the cloud and allowing multiple tenants to run their process instances on it.
There is no discussion on performance management, or running more than a
single instance.

There are a few approaches that require a new BPMS to be developed from
the ground up, rather than leveraging existing systems in their entirety in the
cloud as discussed in this paper. For example, in [8] the authors propose a hybrid
architecture that offers distributed process executions across both client and
server sides, although the cloud-based executions are limited to invoked web
services. As another example, the research in [13] focusses on an event-based
distributed process execution environment coupled with SLA models.

Some of the relevant research emphasizes Quality-of-Service (QoS), such as
the generic QoS framework for cloud-based BPMS presented in [12], which com-
prises QoS specification, service selection, monitoring and violation handling.
The authors also present a QoS framework that provides a hierarchical schedul-
ing strategy for costing purposes [20]. Such frameworks guide the design of new
support systems based in the cloud, rather than primarily informing the cloud-
based hosting of existing BPMS.
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Benchmarking BPM systems is an important requirement to determine the
optimal method for load balancing and costing. The work reported in [5–7]
makes use of containers such as Docker to provide a test bed for producing
repeatable and trusted benchmarking results. The authors propose the group-
ing of metrics into three levels: engine (overall throughput, latency, hardware
utilisation), process (utilisation per instance) and feature (language impacts).
Their BenchFlow framework simulates users and interactions to enable mean-
ingful comparisons between BPM systems. The same group of authors have also
performed micro-benchmarking of some of the more common workflow patterns
and have discussed the effects that pattern complexity may have on performance
metrics [18]. While not specifically geared towards cloud-based BPM, this work
will inform the future direction of our research in developing more precise load
balancing capabilities and costing strategies.

Security and privacy issues associated with BPMS solutions in a multi-tenant
cloud is another interesting topic, which will be addressed formally in our future
work. In this space, an overview of the security and privacy challenges when
dealing with multi-tenanted data in the cloud is presented in [2]. The authors also
provide a very broad description of different cloud architectures, but there is no
discussion about load balancing in a multi-tenanted, multi-engined environment.
In [19] the authors put forward an approach that separates process execution
and data management through the use of so-called ‘self-guided artifacts’, thereby
providing data security in a multi-tenanted environment.

Finally, an approach relevant to that presented in this paper is described
in [17], where the authors define an architecture for hosting multiple YAWL
engines in the cloud for multiple tenants, but only offer a basic load balancing
strategy.

6 Conclusion

In this paper, we have detailed a scalable system architecture, with a focus on
the design of load balancing strategies, for deploying BPMS in a multi-tenanted
cloud environment. Further, we have developed and validated a prototype imple-
mentation of a load balancing component that is able to distribute system load
over an array of process engines at different capability levels. We have also
demonstrated that such a load balancing component can successfully handle a
large number of concurrent process instances while balancing system resources,
in particular process engines, in a cloud-based BPMS. Given that our design is
generic and independent of any specific system or environment, it can be used
to serve as a reference for the implementation of specific BPMS in the cloud.

There are several clear directions for future work. One is to develop more
precise load balancing capabilities, by considering more complex and accurate
measures for runtime process model complexity metrics, and indeed for process
engine busyness measures too. Another direction is to develop a further capa-
bility level, one which interrogates process logs to determine actual experiential
measures of past specification executions and uses that data as input into fore-
casting methods. A third future direction is to add support for dynamically
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increasing and/or reducing the number of active process engines at run-time
to achieve better scalability and economy of resources. Finally, consideration of
machine learning techniques to gradually tune the load balancing algorithms
for maximal load smoothing across multiple workflow engines will be another
interesting focus of future work in this area.
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Abstract. The development of the Semantic Web of Things (SWoT) is
challenged by the nature of IoT architectures where constrained devices
are connected to powerful cloud servers in charge of processing remotely
collected data. Such an architectural pattern introduces multiple bottle-
necks constituting a hurdle for scalability, and degrades the QoS param-
eters such as response time. This hinders the development of a number of
critical and time-sensitive applications. As an alternative to this Cloud-
centric architecture, Fog-enabled architectures can be considered to take
advantage of the myriad of devices that can be used for partially pro-
cessing data circulating between the local sensors and the remote Cloud
servers. The approach developed in this paper is a contribution in this
direction: it aims to enable rule-based processing to be deployed closer to
data sources, in order to foster the implementation of semantic-enabled
applications. For this purpose, we define a dynamic deployment tech-
nique for rule-based semantic reasoning on Fog nodes. This technique
has been evaluated according to a strategy improving information deliv-
ery delay to applications. The implementation in Java based on SHACL
rules has been executed on a platform containing a server, a laptop and a
Raspberry Pi, and is evaluated on a smart building use case where both
distribution and scalability have been considered.

Keywords: Distributed reasoning · Cloud-Fog processing
Semantic Web of Things · Cooperative semantic computing
SHACL rules

1 Introduction

The maturity of Internet of Things (IoT) communication technologies is fos-
tering a wide variety of industrial and societal applications with responsiveness
and privacy requirements, especially useful for home automation or industry
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4.0 scenarios. However, the development of IoT service platforms and related
applications faces new challenges emerging from data heterogeneity on the one
hand and real-time decision management on the other. Such challenges can be
addressed by investigating semantic interoperability and automated rea-
soning techniques that respectively allow IoT systems to exchange data with
a shared understanding, and to infer new information from existing data and
formalized knowledge. These requirements, crucial to IoT applications, are fos-
tering the adoption of the Semantic Web (SW) principles and technologies as
interoperability enablers [9]. A new domain has emerged from the interaction
between the IOT and the SW, the Semantic Web of Things (SWoT) [15]. The
number of connected devices [21] and the volume of generated data to be pro-
cessed by SWoT systems are growing substantially, requiring scalability to be
addressed as an additional requirement. Moreover, SW technologies are resource-
consuming, and go beyond the capacities of constrained IoT devices, leading to
centralizing processing on remote powerful nodes. The SW stack components are
often executed on the Cloud, where servers collect and process IoT data before
feeding applications with curated data, analytics results and decision instruc-
tions [16]. In such a centralized architecture, the Cloud becomes a single point
of failure, a bottleneck for communication and a threat for privacy. Storing and
processing a large data volume in a central place induces delay [21] and degrades
quality of service for IoT applications. It may hamper the development of a vari-
ety of applications and inhibit the implementation of time-critical applications.
Our objective is to face these issues by applying the Fog computing paradigm
to the SWoT infrastructure by considering devices located between constrained
sensors and the Cloud as initiated in [13]. Even if constrained, Fog nodes also
provide computation capabilities that are starting to be used to process data
closer to the sources it is generated from [11,13]. These limited computation
capabilities are also leveraged by the development of dedicated SW libraries,
such as μJena1. The purpose here is not to replace the Cloud by the Fog, but
to complement their capabilities to overcome their respective limits, thus
achieving Cloud-Fog cooperative semantic computing.

IoT applications, such as an automatic light manager or a smart city traffic
monitor, exploit data collected by device networks for ad-hoc purposes. These
applications usually consume IoT data from Cloud nodes, processed to provide
high-level information relevant to the application end user [2]. Rules can be used
to capture the specific needs of applications by representing and sharing dedi-
cated deduction intent [19]. Existing IoT architectures mainly process rules on
the Cloud [4]. In this paper we propose an approach in which Fog nodes pro-
duce information of concern for applications directly by applying rules
on sensor observations, instead of simply forwarding raw data to remote Cloud
nodes. Moreover, the diversity of IoT applications implies multiple strategies
for rule deployment: applications may favor response time, privacy, or energy
consumption, and rules should be deployed in the Fog accordingly. For instance,
rules applied on nodes closer to sensors can yield deductions faster compared to

1 http://poseidon.ws.dei.polimi.it/ca/?page id=59.

http://poseidon.ws.dei.polimi.it/ca/?page_id=59
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a centralized approach, both because they receive data earlier and because they
process a smaller amount of observations, reducing the end-to-end reasoning
time [11,22]. Identifying such Fog nodes is a possible rule deployment strategy.
However, identifying which node should process which rule in order to provide
applications with the required results while minimizing resource consumption is
challenging, especially in a dynamic setting which characterizes IoT networks.

Our contribution aims at distributing semantic data processing in the
Fog, according to adaptable rule and data deployment strategies defin-
ing an optimal rule deployment among nodes. We propose Emergent Dis-
tributed Reasoning (EDR), a scalable, strategy-agnostic approach to semantic
processing based on dynamic rule deployment in a device network. The core
approach is based on a deployment technique enabled by dedicated knowledge
representations, and the various strategies are implemented based on modular
rules expressed in SHACL, a recent W3C formalism. EDR relies on knowledge
local to nodes: each node propagates reasoning rules toward the device network
edge. In this paper, EDR is instantiated with a strategy aiming at increasing
application responsiveness, EDRPT , based on property types of observations
produced by sensors (e.g., temperature or luminosity).

The remainder of this paper is organized as such: Sect. 2 describes a smart
factory use case. In Sect. 3, existing approaches are studied and compared to
identify the innovations in EDR. The core contribution is detailed in Sect. 4, with
the associated hypothesis and knowledge representations. EDR and EDRPT are
evaluated in Sect. 5, based on the smart factory use case. Finally, the paper is
concluded in Sect. 6.

2 Motivating Use Case

Let us consider a production plant divided into two floors, processing different
kind of products as illustrated in Fig. 1. These floors are modular: the structure
described thereafter is subject to change to adapt to new productions. Each floor
is equipped with conveyor belts carrying products from machine to machine for
transformation. Devices are organized hierarchically: machines are connected to
conveyors that are connected to the floor gateway, that collects and delivers
data to the factory datacenter. The factory is equipped with sensors to ensure
the safety of workers: each floor is equipped with presence, luminosity parti-
cle and temperature sensors, and the workers are equipped with wearables that
automatically communicate in BLE2 with nearby conveyors. Observations from
the different sensors are used to identify potentially harmful situations, and then
notify the control center, where actions can be taken remotely. Unsafe situations
are described with deduction rules, based on the semantic description of obser-
vations and of the environment. Examples of rules include “the activation of a
machine creating sparks in an atmosphere loaded with particles creates a det-
onation hazard”, or “The presence of a worker near an operating machine in a
low luminosity environment is a personal security hazard”. Some rules are also
2 https://en.wikipedia.org/wiki/Bluetooth Low Energy.

https://en.wikipedia.org/wiki/Bluetooth_Low_Energy
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Fig. 1. Fog-enabled smart factory

dedicated to quality insurance: sensors available in the factory, such as temper-
ature sensors, or sensors integrated to machines and to the conveyor, enable
the continuous control of production quality. Some operations are temperature-
sensitive, and a quality insurance rule is “The detection of a temperature above
a certain threshold is a break in the cold chain”. Adapting the speed of conveyors
to the speed of machines is also part of quality enforcement. All the rules are
summarized in Table 1, and their SHACL representation is available online3.

Safety and quality insurance are time-sensitive applications, which is why
the processing of the rules should be as fast as possible. Moreover, the mobility
of some sensors (workers wearable), combined to the modularity of the factory
floors, are suitable for a dynamic solution adaptative to their evolution over
time.

3 Related Work

As the concern of the proposed approach is to deploy reasoning rules among Fog
nodes to enable the deduction of application-dedicated information from IoT
data, state-of-the-art work dealing with logical rules for the SW, logical rules for
the IoT, distributed reasoning and processing on constrained nodes is presented.

Complementary to domain knowledge representation through ontologies, log-
ical rules can be seen as a paradigm for knowledge modeling dedicated to specific
3 https://w3id.org/laas-iot/edr/iiot/iiot.tar.gz.

https://w3id.org/laas-iot/edr/iiot/iiot.tar.gz
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Table 1. Safety and quality rules

Rule ID Rule core

R1:
Low machine
visibility

Location(l) ∧ Presence(l, o1) ∧ o1 = True ∧ Luminosity(l, o2)
∧o2 < 300L ∧ Machine(m) ∧ Activity(m, o3)
∧o3 = True ∧ locatedIn(m, l) → LowMachineV isibility(m)

R2:
Low conveyor
visibility

Location(l) ∧ Presence(l, o1) ∧ o1 = True ∧ Luminosity(l, o2)
∧o2 < 300L ∧ Conveyor(c) ∧ Activity(c, o3)
∧o3 = True ∧ locatedIn(c, l) → LowConveyorV isibility(c)

R3:
No
supervision

Location(l) ∧ Presence(l, o1) ∧ o1 = False
∧Conveyor(c) ∧ Activity(c, o3) ∧ o3 = True ∧ locatedIn(c, x)
∧SupervisorPost(s) ∧ supervises(s, c) → NoSupervision(c)

R4:
Fire
hazard

Location(l) ∧ ParticleLevel(l, o1) ∧ o1 > 25%
∧SparkMachine(m) ∧ Activity(m, o3) ∧ o3 = True
∧locatedIn(m, l) → Firehazard(m)

R5:
Cold chain
broken

Location(l) ∧ Temperature(l, o1) ∧ o1 > 6oC
∧TemperatureSensitiveMachine(m) ∧ Activity(m, o3)
∧o3 = True ∧ locatedIn(l,m) → ColdChainBroken(m)

R6:
Conveyor
too fast

Conveyor(c) ∧ Machine(m) ∧ onConveyor(m, c)
∧MachineSpeed(m, sm) ∧ ConveyorSpeed(c, sc) ∧ sc > sm
→ ConveyorTooFast(c)

R7:
Low quality
product

Machine(m) ∧ ProductQuality(m, o1) ∧ o1 < 98.5
→ LowQualityProduct(m)

usages. Logical rules are purely used for deduction: if their preconditions are
true, the engine deduces their postconditions. With the goal of facilitating rule
reuse, Linked Rules principles have been proposed [8]. They apply to rules the
basic principles of Linked Open Data and Linked Open Vocabularies: rules are
designated by dereferencable URIs, expressed in W3C-compliant standards, and
they can be linked to each other. Different formalisms are available to represent
logical rules, such as SWRL4 and SPIN5. SHACL6 and its extension7 are the
latest W3C standard for rules representation. SHACL aims to represent con-
straints on an RDF graph, called “shapes”, as well as deduction rules. SHACL
rules, similarly to SPIN, can be based on SPARQL: it is possible to express a
production rule in SHACL as a SPARQL CONSTRUCT query. Rules expressed
in the SHACL formalism are used in the EDR approach we propose to provide
an interoperable rule representation.

Logical rules being explicit deduction representations, they have been con-
sidered in IoT networks to express and share the correlation between sensor

4 https://www.w3.org/Submission/SWRL/.
5 https://www.w3.org/Submission/spin-modeling/.
6 https://www.w3.org/TR/shacl/.
7 https://www.w3.org/TR/shacl-af/.

https://www.w3.org/Submission/SWRL/
https://www.w3.org/Submission/spin-modeling/
https://www.w3.org/TR/shacl/
https://www.w3.org/TR/shacl-af/
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observations and high-level symptoms since early work on the SWoT [20]. [19]
lists numerous works using rules for context-awareness in the IoT. Inspired from
the Linked Rules, the Sensor-based Linked Open Rules (S-LOR)[4] is dedicated
to rules re-usability for deductions based on sensor observations. Deduction rules
are a mechanism similar to Complex Event Processing (CEP) approaches such
as [10], but the rule representation shifts from an ad-hoc rule format in CEP to
a unified format in the SWoT.

In most existing approaches [4,26], rules are handled by Cloud nodes. An
example of Industrial IoT (IIoT) use case enabled by Cloud-based semantic rules
processing is presented in [25]. This paper proposes a self-configuring smart fac-
tory in which conveyors and machines produce data which is processed in a
Cloud where user rules are used to make reconfiguration decisions. Rules are
expressed in SWRL. Such architecture raises multiple issues, such as the cost of
semantic reasoning that increases rapidly with the size of the Knowledge Base
(KB) [11], and the impact on resiliency, since the Cloud node constitutes a single
point of failure. A way of overcoming these issues is to consider Fog computing,
defined by the open Fog consortium8 as a “system-level horizontal architecture
that distributes resources and services [...] anywhere along the continuum from
Cloud to Things”. The applicability of such a paradigm to the IoT, compared
to pure Cloud computing, is particularly studied, e.g., by [13]. This work identi-
fies key IoT requirements tackled by the Fog computing paradigm, namely low
latency, network topology dynamism, and scalability. The constrained
nature of Fog nodes (compared to Cloud nodes) must be taken into account:
processing power or bandwidth are critical resources.

Most approaches for processing on constrained nodes focus on optimizations
enabling such processing for a single node without considering the other, or in
distributed cases processing placement is not dynamic: all nodes execute the
same rules, or each a predefined static rule set. [3] shows how gateways are Fog
nodes capable of enriching data: observations are initially produced by legacy
devices in ad-hoc formats. It is the gateway, communicating with devices using
protocols adapted to constrained environments, such as CoAP, that enriches
the data before forwarding it towards the Cloud. Therefore, observations are
enriched on the edge of the network, and only the Fog nodes in direct contact
with legacy devices have to perform data enrichment. [5] proposes to execute a
different type of rules in the Fog: Event Condition Action (ECA) rules associate
a deduction with an action, which is used to automate the response of the sys-
tem to a stimulus. However, the authors only consider one gateway executing
the rules, and the ad-hoc rule format is not suited for rule exchange. Regarding
processing distribution in existing work, the dynamic nature of IoT networks
should be considered. The topology of a network evolves as devices connect,
disconnect, or move geographically. Therefore, a viable distribution of rules at a
given moment is not guaranteed to remain optimal in the future, and the dis-
tribution strategy should be adapted to the evolution of the network
topology. [11] does not detail the mobility strategy used for its mobile nodes,

8 http://openfogconsortium.org/.

http://openfogconsortium.org/
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and each node applies all the rules regardless of their relevance to the messages
it aggregates. In [22], rule placement is static, in either Cloud or Fog nodes.
[24] focuses on resource placement in a Fog-enabled IoT. The authors compute
optimal deployment of application modules based on the representation of avail-
able resources on the Fog compared to requirements expressed by applications.
Module positions are static, and computed at the time of deployment. Rules are
deployed on gateways in an IIoT context in [7]. The rules themselves are not
expressed using SW formalisms, and they are not dynamically assigned to Fog
devices. However, ad-hoc mechanisms enable rule update at runtime. Rules are
combined to a semantic engine proposed in [6] so that rules are expressed based
on enriched data.

EDR differs from previous proposals in its focus on the dynamic rule deploy-
ment in the SWoT system at runtime, involving all the system’s nodes. EDR
is only based on either common knowledge, or knowledge local to the node
making the decision to delegate processing to another node.

4 Enabling Rule Deployment Based on Their
Representation

EDR is based on rule deployment in the Fog, in order to enable their placement
on nodes according to a deployment optimization strategy, such as the proxim-
ity to the sensors producing the data they consume. The EDR core deployment
technique is agnostic to the chosen strategy, and includes rule and data propa-
gation. Rules are deployed neighbor-to-neighbor between Fog nodes, assum-
ing the nodes are organized in a hierarchical topology as described in Sect. 4.1.
The deployment of rules and the propagation of data are based on node local
knowledge described with a vocabulary on which node functionalities rely. Both
functionalities and the vocabulary are presented in Sect. 4.2. This vocabulary
is embedded in rules as described in Sect. 4.3, where the modularity of rules is
examined.

4.1 Assumptions, Underlying Architecture and Approach Overview

EDR is based on the hypothesis of a hierarchical network topology: nodes are
organized in a tree-like structure, and only communicate with neighboring nodes.
This assumption is made because such topologies are frequent in IoT networks,
represented in studies such as [27], [1] (based on the oneM2M standard9), [23],
or [22]. The tree root is the Cloud, leaves are devices, and nodes in between
are Fog nodes. Applications are not part of the Cloud integrated to the IoT
topology: they are executed remotely on personal devices such as smartphones
or laptops. Rules represent applicative needs: when deductions from sensor
observations are required by an application, it injects the rule in the network in
order to be provided directly with the deductions, instead of being forwarded

9 http://onem2m.org/.

http://onem2m.org/
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raw data by the network and applying the rules itself. It is assumed therefore
that Fog nodes can communicate with applications directly. Rules are initially
submitted by applications to the Cloud node, so it is the only node they know
a priori. The Cloud provides a unique permanent interface to the network, and
the dynamic Fog topology underneath is therefore transparent for applications.
Finally, we assume that since IoT data is strongly bound to a spacio-temporal
context [14], the distribution of Fog nodes reflects the distribution of features
observed by sensors. EDR is suitable for rules exploiting this spacio-temporal
locality by correlating data sharing an identical context, for instance the activity
of a machine and the level of particles in the same room needed in rule R4 of
Table 1.

To ensure decentralization, the EDR approach is executed in parallel on each
node able to perform reasoning in the topology, i.e. Cloud nodes and semantic-
computing-enabled Fog nodes. EDR is a neighbor-to-neighbor approach: each
node only communicates with its direct neighbors within the IoT network, i.e.
its parent and children in the hierarchical topology. A parent node propagates a
rule to its child if the parent considers that the child is empowered to apply the
rule, based on the associated strategy. In the same way, a node n sends back a rule
r to its parent if n considers it can no longer apply r. To enable the deployment of
rules, nodes exchange messages describing their capabilities, e.g., their location
or the type of data they observe. When a node makes a new deduction based on
a rule, it sends the result to all the nodes interested, including the application
that submitted the rule. A functional representation of an EDR node is provided
in Fig. 2: each node has a local KB, where the information it has about its
neighbors in the network topology is stored as well as the observations of the
environment. The KB also contains the rules that have been sent to the node
by either applications or other nodes, and these rules are used by the inference
engine to update the KB. How the node functionalities are related to the KB in
the core EDR mechanism to enable the propagation of observations and rules
is first described in Sect. 4.2. The modular rule representation embedding the
deployment strategy, and the updates of the KB they trigger, are detailed in
Sect. 4.3.

Fig. 2. EDR node functional overview
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4.2 A Core Deployment Mechanism Based on a Dedicated
Vocabulary

The hierarchical nature of the topology is captured in the EDR vocabulary10.
The relation between a node np and its child nc is expressed with the triplet
<np,lmu:hasDownstreamNode,nc>

11, based on a nomenclature presented in ear-
lier work [18]. The inverse relation exists, to express the connection between a
node nc and its parent np: <nc,lmu:hasUpstreamNode,np>.

Fig. 3. Relation between node functions and rules modules

Node behavior is made quite simple on purpose, to decorrelate the rule
application-specific deployment strategy, e.g., response time reduction or pri-
vacy enforcement, from the core deployment technique on which EDR is based,
which is application-agnostic. The node functionalities are represented in Fig. 2,
and their relation with the EDR vocabulary and the rule modules is shown in
Fig. 3. Each functionality relies on dedicated triplets, and the node implements
its behavior based on the description held in its KB. The first functionality of
a node is to apply rules. When a node n receives a new observation, either
from its own sensors or lower nodes, n executes the rules r stored in its KB if
the description of rule r contains <r,edr:isRuleActive,true>. If processing the
new observation with rule r by node n leads to a deduction δ, δ is sent to the
nodes n′ when <n′,edr:consumesResult,r> in the KB of n: this is the rule result
delivery functionality. Especially, the application that submitted the rule to the
network, known as the rule originator, is a consumer of rule results, in order to
enable deduction delivery to applications. Moreover, if the upper node of node n
(denoted un) has declared its interest for the type of the new observation αt, the
observation if forwarded toward un. Observations are exchanged lazily: if a node
n receives an observation of type αt, and knows no other node interest in such
type, the observation is not forwarded. Such interest is represented in node n KB
with the triplet <un,edr:isInterestedIn,αt>. Similarly, node n has to explicitly
notify its children that it consumes the data type αt to receive observations of

10 Used namespaces: edr:<https://w3id.org/laas-iot/edr>, lmu:<https://w3id.org/
laas-iot/lmu>, sh:<http://www.w3.org/ns/shacl>, ex:<http://example.org/ns>.

11 Individuals such as n − p and nc are identified with a URI in the triplets.

https://w3id.org/laas-iot/edr
https://w3id.org/laas-iot/lmu
https://w3id.org/laas-iot/lmu
http://www.w3.org/ns/shacl
http://example.org/ns
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this type. This active advertisement is denoted as the data consumption func-
tionality: when node n has a triple in its KB such that <n,edr:interestedIn,αt>,
it forwards this interest to its children. Finally, when a rule r is present in the
KB of node n in a triplet <r,edr:transferrableTo,n′>, r if forwarded to node n′

by n. This is the rule transfer functionality.
These core node functionalities are agnostic of the rule deployment strategy:

they are solely based on the representation of themselves and their neighbors by
nodes. How the triplets triggering node behaviors are injected in the knowledge
base, and their relationship with the rules is detailed in Sect. 4.3.

Fig. 4. Rule modules

4.3 Rule Representation and Deployment

EDR rules are composed of several modules, as represented on Fig. 3. Each of
these modules enables some node functionalities: therefore, the intelligence is
located in the rules, and not in the nodes. The deployment technique can there-
fore be parametrized at a fine granularity, for each rule (Fig. 4).

Rules are represented in SHACL, and the modules are based on SHACL
advanced features named “SHACL rules”. Each module is composed of two
parts: a SHACL rule, that inserts deductions into the KB, and a SHACL shape
that determines whether the rule is applied or not. An example rule is pro-
vided online12. In the remainder of this section, EDR is instantiated with a rule
deployment and data propagation strategy enabled by rule modules referred to
as EDRPT . EDRPT extends the work initially proposed in [17], that does not
consider the genericity of EDR. Therefore, in this previous work, no distinction
is made between the generic EDR approach and its refinement with EDRPT .
EDRPT is based on the property types of data produced by nodes in order to
reduce deduction delay for applications. EDRPT , dedicated to a specific strategy,
is an instantiation of EDR. These properties can be either environmental proper-
ties captured by sensor observations (e.g., luminosity) or higher level properties
deduced by other rules (e.g., safety).

12 https://w3id.org/laas-iot/edr/iiot/r1.ttl.

https://w3id.org/laas-iot/edr/iiot/r1.ttl
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The self-representation of nodes (stored in their KB) includes, but is not
limited to, the types of property it observes. A node directly produces observa-
tions on a property if one of its children is a sensor dedicated to this property.
Moreover, indirect observation of a property is enabled by a proxying mecha-
nism. EDRPT relies on a proxying mechanism such as in [12], where reasoning
nodes act as proxy for the capabilities of legacy nodes unable to process enriched
data. In EDRPT , each reasoning-enabled node n has a similar role, with respect
to both its sensors and lower nodes that are proxied toward its parent. This
mechanism makes a node aware of the types of properties produced by any node
below its lower nodes while communicating only with its lower nodes, therefore
ensuring the locality of its decisions. The production of observations by node
n for a property type ρt is denoted <n,edr:producesDataOn,ρt>. When a child
node connects to its parent, it includes such triplets in its self-description. If the
parent node n was not a producer of the property type ρt, it includes a new
triplet in its KB <n,edr:producesDataOn,ρt>, and forwards this triplet to its
own parent. If node n was already a producer for rhot, its capabilities remain
unchanged, and the information propagation stops. A similar proxying mecha-
nism is used to propagate interests: when a node n receives a message from its
parent n′ containing a triple <n′,edr:isInterestedIn,ρt>, n sends a message to its
children producing rhot (if any) containing a triple <n,edr:isInterestedIn,ρt>.
The knowledge of nodes about their environment is therefore limited to their
neighborhood, enabling purely local decisions.

The knowledge of property types observed by remote nodes is used for
rule deployment in EDRPT . The operational part of the rule, containing the
application-dedicated inference, is referred to as the rule core module. It is in
this part of the rule that the properties observed by the node are exploited to
make deductions. The rule core has a structure similar to other rule modules,
with a conditional shape and a deduction SHACL rule. The condition of the
rule core only tests that the triple <r,edr:isRuleActive,true> is in the node’s
KB. To materialize the property types featured in rule core in the following, we
use the notations body t(rx) = {γ1, ..., γn′} and head t(rx) = {δ1, ..., δm′} where
γi designates the property type of Γi, and δj the property type of the deduction
Δj . It should be noted that not all Γi or Δj used in the rule are relevant to the
EDRPT approach. For R1, an illustrative rule introduced in the use case Sect. 2,
body t(R1) = {luminosity, presence, machine state}, and head t(R1) = {low
machine visibility}. When a node receives a rule, or when the knowledge it has
on its neighbors is updated, it triggers a reasoning step to process rule modules.

The rule transfer module determines on which remote nodes the rule
may be deployed. A child node n′ is considered for the forwarding of a rule r
from node n if, ∀ρt ∈ bodyt(r), <n′,edr:producesDataOn,rhot>. This condition
is expressed as a SPARQL query as part of the SHACL rule being the condi-
tional part of the rule transfer module. The deduction part of the module infers
<r,edr:transferrableTo,n′>, enabling the rule forwarding mechanism of the node.

The activation module detects if the current node is suitable to apply the
rule itself. To apply a rule r, a node n must be the lowest common ances-



418 N. Seydoux et al.

tor to the producers of property types in the rule body. Such node has a
set P of children partially producing the rule head. Individually, none of the
children produce all the elements of the rule head, but combined, their pro-
ductions enable the processing of the rule. It is characterized as such: ∃P,
such as ∀n′ ∈ P, <n,lmu:hasDownstreamNode,n′> and ∃{ρt, ρ

′
t} ⊆ body(r),

<n′,edr:producesDataOn,ρt> and ¬∃ <n′,edr:producesDataOn,ρ′
t>, and ∀ρt ∈

body(r),∃n′ ∈ P, <n′,edr:producesDataOn,ρt>. If the conditional part of rule
r activation module determines that the current node is suitable to apply
r, some deductions are inferred. The activity of rule r is made explicit by
the triplet <r,edr:isRuleActive,true>, and the nodes n′ ∈ P are identified
by <n′,edr:partialDataProvider,ρt>. The interest of the rule originator o is
also denoted with <o,edr:consumesResult,r>. These inferences enable both the
rule application and the rule result delivery mechanisms as described in
Sect. 4.2.

The result delivery module enables the forwarding of deductions to other
nodes that are not the originator of the rule, such as the parent n′ of a
node n if n′ applies a rule r′ that consumes the deductions made by a rule
r applied by n. In EDRPT , the condition of the result transfer module checks
if a node expressed interest for the type of deductions yielded by the rule. If
there exists a triple <n′,edr:interestedIn,ρt>, with n′ a remote node and ρt an
element of the rule r’s head head(r), then the result transfer module infers that
<n′,edr:consumesResult,r>.

It is worth noting that rule modules only need to be evaluated when the
rule is received, or when the topology evolves, e.g., with new productions by
children or new consumptions by parents. On the other hand, the rule core must
be computed each time a new observation is received by the node. To reduce
the computation load, and to only process rule modules when needed, a SHACL
functionality is used: the reasoner does not consider shapes or rules r such that
<r,sh:deactivated,true>. The modules of a rule r are therefore only activated for
a reasoning step when r is received, or when the topology evolves.

5 Experiments

To evaluate EDRPT , the smart factory use case described in Sect. 2 is simu-
lated on a setup detailed in Sect. 5.2. The purpose of the EDR (instantiated by
EDRPT ) approach we propose is to directly feed rule deductions to applications.
However, for comparison purposes, multiple deduction delivery mechanisms are
proposed and compared in Sect. 5.1.

5.1 Deduction Delivery Mechanisms

Unlike rule deployment strategies, deductions delivery mechanisms are decorre-
lated from the rules: they are variations of the “Forward rule result” functionality
described in Sect. 4.2. Therefore, the propagation of rules, the deductions they
yielded and data is described as intended according to ad-hoc strategies (here,
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EDRPT ) through the EDR vocabulary. However, for experimental purpose, this
propagation can be altered at the node level, preventing rule deployment or
rerouting deduction delivery. Five deduction delivery mechanisms are compared
in our experiments:

• Cloud-Indirect-Raw (CIR) is the baseline approach: the rules are only
kept in the Cloud, and raw observations are forwarded neighbor-to-neighbor
from the nodes that collect them toward the central node. The Cloud then
delivers deductions to applications. Applications are notified by the Cloud,
and not by Fog nodes, in all the following strategies except the last one.

• Cloud-Direct-Raw (CDR) is also an approach where rules are not
deployed, and only processed in the central Cloud. However, the interest prox-
ying mechanism presented in Sect. 4.3 is altered: node that are not the upper
node in the hierarchy propagate the interests they receive without proxying
them. Therefore, the observation producers directly send raw observations to
the Cloud node, where they are used for rule-based deductions.

• Cloud-Direct-Processed (CDP) is a hybrid approach, where rules are
deployed in the Fog to be processed as far as possible in the hierarchy, but
where deduction are delivered directly to the Cloud instead of sending them
to applications. To do so, when forwarding a rule it has received, the Cloud
node declares itself as the originator instead of the application. Deductions
can also be propagated in the Fog if a node explicitly expressed its interest.
Processing rules in the Fog means that the propagation of observations is
limited to the Fog nodes applying rules consuming such observations.

• Cloud-Indirect-Processed (CIP) is another hybrid strategy for EDRPT :
rules are processed in the Fog, and the results are propagated neighbor-to-
neighbor towards the Cloud before being delivered to applications. To modify
the result delivery behavior, whenever a node propagates a rule, it declares
itself as the originator of the said rule.

• Application-Direct-Processed (ADP) is the purely decentralized strat-
egy that we propose for EDRPT , where rules are processed in the Fog and
deductions are delivered directly to applications that submitted the rules. In
this case only, a deduction that has been inferred in the network will not be
hosted by the Cloud before being delivered.

5.2 Experimental Setup and Implementation

Variations of a reference building’s device network topology, described in the use
case in Sect. 2 and displayed in Fig. 1, are simulated. The root node at depth 0
is the Cloud server while other nodes are Fog nodes. Sensors, not represented on
the figure, are arbitrarily connected under nodes. Each sensor pushes a random
observation to its parent every two seconds. To assess the distributed nature of
EDRPT , and its suitability for constrained Fog nodes, the experimental setup
includes a Raspberry Pi 3, a laptop and a server, described in Table 2. Each
physical machine hosts multiple virtual nodes, composed of an HTTP server, a
KB, a SHACL-enabled SPARQL engine, and a code base13.
13 The code is available at https://framagit.org/nseydoux/edr.

https://framagit.org/nseydoux/edr


420 N. Seydoux et al.

To measure the responsiveness of applications enabled by EDR, the response
time between the reception of the piece of data and the deductions they
triggered is measured. Precisely, the response time for the processing of a rule is
characterized as the time difference between the moment when the most recent
data used in the body of the rule is produced, and the moment when the rule
head is received by the application. A dedicated timestamp is associated to each
observation once it has been enriched, to avoid any impact of the enrichment
process on the measure. For instance, if a conveyor speed observation measured
at t1 and a machine speed observation measured at t2 trigger a deduction by R7
received by the originating application at t3, the response time for this particular
deduction will be t3 − max(t1, t2).

Table 2. Experimental
setup

RAM Cores CPU

Server 32GB 32 3.0GHz

Laptop 16GB 8 2.6GHz

RPi 3 1GB 4 1.4GHz

Fig. 5. Simulation topology s*

Experimental measures showed that, for each simulation, the number of
deductions is consistant between centralized and distributed approaches: there
is no knowledge loss when applying EDRPT under our assumptions of bound
between the Fog topology and the correlation between data.

5.3 Scalability of EDRPT

To assess the scalability of the proposed strategy for EDR, performances have
been measured on three topologies, denoted s1, s2 and s314, and collectively as
s*, as represented on Fig. 5. All s* topologies mimic the use case architecture
presented in Fig. 1, with variations in the number of floors. A floor is constituted
of two conveyors, each of which supports two machines, with sensors distributed
as shown on a JSON blueprint provided online15, leading to a total of 30 nodes
(including both reasoning nodes and sensors). The rules described in Sect. 2 are
used. The number of nodes is increased by duplicating floors: s1 has one, s2 two,
and s3 three floors, for a total number of respectively 31, 61 and 91 nodes. After
presenting deduction delay measures, a deeper analysis of the causes for these
delays is provided.
14 Topology representations are available at https://w3id.org/laas-iot/edr/iiot/

scala syndream/clone f 〈0,1,2〉.ttl respectively.
15 https://w3id.org/laas-iot/edr/iiot/clone f 0 blueprint.json.

https://w3id.org/laas-iot/edr/iiot/scala_syndream/clone_f_<0,1,2>.ttl
https://w3id.org/laas-iot/edr/iiot/scala_syndream/clone_f_<0,1,2>.ttl
https://w3id.org/laas-iot/edr/iiot/clone_f_0_blueprint.json
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Due to scaling issues, results are separated in two figures: on Fig. 6, results
are shown on the left for deduction propagation strategies CIR and CDR, where
observations are sent to the Cloud where they are processed according to rules,
and on the right for deduction propagation strategies CIP, CDP and ADP, where
EDRPT is implemented and rules are distributed in the network.

Fig. 6. Scalability measures

The gain in scalability provided by the decentralized approaches appears in
the results. In topology s1, the discrepancy between response time for distributed
and centralized approaches is reduced, with a median around 0.65 s for CIR and
CDR, and 0.065 s for CDP, CIP and ADP. However, in topologies s2 and s3, the
gap between centralized and distributed approaches increases dramatically. An
increase is also observed for distributed deduction strategies, but it is smaller.
Approaches promoting direct communication, i.e. CDR and CDP, perform bet-
ter that their indirect counterparts, respectively CIR, CIP. This is an expected
result, as direct communication reduces the number of hops required for a mes-
sage (be it an observation or a deduction) to reach its target.

To analyze closely the cause for the increased delay, the journey of a message
has been broken down in discrete timestamped events. The first event related
to a message is its construction, either by enrichment of an observation or by
achieving a deduction. In order to be propagated in the network, a message might
be sent from a node n to another node n′, which is identified as two events: the
sending from node n, and the reception by node n′. Multiple hops are registered,
from the first node responsible for the message creation toward any node that is
interested in the message content for deduction. When a message is received by
a node n, n starts a reasoning step where it tries to make new deductions based
on the rules in its knowledge base. Events are logged at the beginning and at
the end of reasoning. To detail the delay for each deduction, the journey of the
most recent observation leading to the deduction is reconstructed. This journey
is built by identifying all consecutive events related to the piece of data leading
to the deduction, from its initial enrichment to its processing leading to the
deduction, and the delivery of said deduction to the application. The average
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composition of delays is broken down in Fig. 7, after normalization: each bar
represents the share of the delay type in the global delay. Three types of delay
have been characterized:

– Transfer delays, measured between the emission and the reception of a
message. This delay is both impacted by the quality of the network link
between two nodes, but also by the processing speed of the recipient: the
transfer is considered completed when the recipient declares the reception at
the software level, and it is not measured at the network layer. When the
message is transferred through multiple hops, the delays are summed.

– Reasoning delays, measured between the beginning and the end of a reason-
ing step. To prevent multiple deductions with the same message in distributed
cases, the reasoning step is applied before propagation, and the observation is
marked with the rules it has been processed by. Reasoning delays are summed
if the same message is processed with different rules across the topology.

– Idle delays, measured between the reception of a message and its processing,
or between the reasoning step and the propagation of deductions.

Fig. 7. Breakout of delays (normalized)

A trend that can be observed in the breakout is the increase of the share
of transfer time in centralized strategies compared to decentralized ones. An
explanation for this phenomenon is the saturation of the network link, combined
to an overhead on the central node induced by the necessity to perform all the
reasoning. The central node has less CPU time available to declare reception of
messages, and therefore the time between the emission event and the reception
event is increased. Overall, the limited increase of delays and the balance of the
delays breakdown in the distributed settings support our claim that EDRPT is
a scalable approach to rule-base reasoning in the Fog.
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6 Conclusion and Future Work

In this paper, we presented EDR, a distributed rule deployment technique for
cooperative semantic computing associating Cloud and Fog resources for smart
heterogeneous IoT networks. The elaborated solution leverages the Cloud and
Fog complementarity to implement an efficient deployment and propagation app-
roach for data, rules and deductions respectively. Such a solution can facilitate
the development of SWoT systems and the associated semantically-enabled IoT
applications with non-functional requirements related to performance or privacy.
The approach we propose is more general than any specific rule deployment strat-
egy chosen by applications according to their requirements: in our contribution,
rule deployment strategies are embedded in the rules themselves. We instan-
tiate EDR by EDRPT with a deployment strategy dedicated to scalability and
response time. EDRPT allows rules to be executed on Fog nodes close to the
sensors producing the type of data these rules consume.

The scalability of EDRPT is studied based on a smart factory use case,
where seven rules are propagated across three instances of a reference hierarchi-
cal tree-like topology according to five different deduction delivery mechanisms.
The results, when measuring responsiveness from an application standpoint, sup-
port the performance superiority of the partially or totally distributed deduction
delivery mechanism, where rule computation is balanced between Cloud and
Fog nodes, compared to the centralized ones, where the whole computation is
achieved on Cloud resources.

In future work, we will consider situations where direct communication
between Fog nodes and the Cloud or applications is not possible. It is espe-
cially interesting in deployments where nodes communicate over ad-hoc net-
works where border gateways connecting networks can be used as relays to for-
ward observations and deductions. In such a topology, the Application-Direct-
Processed and Cloud-Direct-Processed delivery mechanisms cannot be applied,
and proposing a new approach derived from Cloud-Indirect-Processed may allow
the relaxation of our hypothesis requiring direct communication between the Fog
and application. The deployment of rules in the Fog can also be driven by pri-
vacy requirements, a predominant concern in the IoT community16. Shifting the
paradigm from the concentration of data in remote centralized nodes to the
propagation of processing close to data producers and consumers enforces the
locality of data processing. We intend to elaborate a privacy-aware deployment
strategy, to measure how the overhead of traffic, compared to the solution pro-
posed in the present paper, impacts performances, and how to find a trade-off
between privacy and performances.

16 https://www.slideshare.net/kartben/iot-developer-survey-2018.

https://www.slideshare.net/kartben/iot-developer-survey-2018
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Abstract. Business Process Management is a powerful approach for
the automation of collaborative business processes. Recently concepts
have been introduced to allow batch processing in business processes
addressing the needs of different industries. The existing batch activity
concepts are limited in their flexibility. In this paper we contribute dif-
ferent strategies for modeling and executing processes including batch
work to improve the flexibility (1) of business processes in general and
(2) of the batch activity concept. The strategies support different flex-
ibility aspects (i.e., variability, looseness, adaptation, and evolution) of
batch activities. The strategies provide a systematic approach to catego-
rize existing and future batch-enabled BPM systems. Furthermore, the
paper provides a system architecture independent from existing BPM
systems, which allows for the support of all the strategies. The architec-
ture can be used with different process languages and existing execution
environments in a non-intrusive manner.

Keywords: Batch activities · Business processes · Flexibility
Flexibility strategies · Separation of concerns · Modular architecture

1 Introduction

Business process management (BPM) and the automation of business processes
allows organizations to execute their own as well as collaborative business pro-
cesses more effectively and efficiently. The main artifact of BPM are process
models which help to document, analyze, improve, and automate/execute busi-
ness processes [6]. A process model represents a blueprint for a set of process
instances whereby each process instance represents the execution of a single
business case [35]. Each process instance has “an independent existence and
typically executes without reference to each other” [26]. However, a common
phenomenon in operational business processes is batch processing [29]. Batch
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processing implies that several cases are collected at specific activities to process
them as a group to reduce costs or processing time [12]. For example, in the
administration, several invoices are collected first before they are approved and
checked [1], or in logistics, several individually ordered goods are processed and
packaged as one batch by a package delivery service.

Recent research efforts have introduced batch activities [12,14,19] to model
and automate batch work in business processes. A batch activity as presented by
Pufahl et al. [19] provides several parameters, such as an activation rule, a max-
imum batch size etc. to allow for configuration of a batch activity individually,
which then can be executed automatically by a BPM system. A prototypical
implementation of the concept for batch activities in such an existing system is
described in [17]. Existing implementation concepts of batch activities are static
and limited in their flexibility. Once a process model with a batch activity and
its batch configuration is deployed on a BPM system, it can only be adapted
by changing the process model and re-deploying it. However, in practice, more
flexible approaches are needed. For instance, in the SMile project1, innovating
the last mile logistics of parcels, batch processing is used for the consolidation of
parcels during the last mile delivery. Parcels are provided in batches to different
carriers whereas different variations of batching are required depending on the
individual carrier (e.g., batch size). Also the adaptation of batches is important
in case of exceptions, such as the sudden unavailability of a carrier.

Flexibility is besides time, cost, and quality, one important performance
dimension [6] and multiple research efforts focus on enabling the flexibility of
business processes. These efforts fall into one of the following groups according
to the flexibility needs they address: variability, looseness, adaptation, and evo-
lution, which were proposed by Reichert and Weber [23]. In order to address the
need for flexibility, in this paper we introduce the so called flexibility strategies
for batch activities – the modeling, deployment, and execution strategy. Inspired
by the principle of separation of concerns [5], the flexibility strategies for batch
activities presented prescribe different levels of modularity for the design of the
business processes that comprise batch configuration.

Our contribution regarding flexibility is twofold: on the one hand we improve
the flexibility of batch activities in business processes by specifying different
strategies for their possible adaptation during modeling and execution. On the
other hand, by introducing the flexible batch activities we contribute another
mechanism for process adaptation and therefore enhance process flexibility in
general.

The presented flexibility strategies for batch activities contribute a system-
atic approach for evaluating and categorizing batch capabilities of existing BPM
systems in terms of both architecture and implementation. For each of these
strategies, we identify the degree of flexibility supported, the requirements they
impose on a BPM system for enacting individual strategies, the corresponding
advantages, and challenges. Furthermore, each strategy is compared to existing
research works. Finally, we contribute a generic architecture of a supporting sys-

1 http://smile-project.de/.

http://smile-project.de/
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tem, which can guide the realization of all three or only some of the strategies
for a concrete implementation depending on the individual requirements.

In the remainder of the paper, first related work in Sect. 2 regarding batch
processing in business processes and existing support for process flexibility in
service-oriented environments is discussed. After the batch activity concept is
revisited in Sect. 3, the three flexibility strategies are introduced and discussed
in detail in Sect. 4. Based on the BPM system requirements described in each
flexibility strategy, a generic BPM system architecture for flexible batch process-
ing is presented and discussed in Sect. 5. Finally, the paper concludes in Sect. 6
and highlights directions for future work.

2 Related Work

The related work overview will focus on several aspects. We will review related
works in batch processing, works focusing on addressing flexibility needs, and
we will present some of the approaches investigating how flexibility, modularity
and reusability can be enhanced by using different strategies.

Batch Processing in Business Processes. The need for batch processing in busi-
ness processes was discussed by several works, such as by Reijers and Mansar [24]
as redesign heuristic, by Aalst et al. [2] as an escalation strategy to avoid dead-
line violations, by Fdhila et al. [7] as an instance-spanning constraint, or in
process mining by Martin et al. [13]. A first proposal to integrate activities with
a batching behavior is the Compound activity by Sadiq et al. [27], which is mainly
manually driven by the task performers. Concepts to model batch activities in
business processes and execute them automatically can be found in the works of
Liu et al. [12] and Natschläger et al. [14] having certain limitations, such as the
focus on single resources, the merge of instances during the batch execution, and
no proof-of-concept implementation. The batch activity concept by Pufahl [17]
is designed based on a requirement analysis, and also provides a prototypical
implementation in Camunda2, an open-source, java-based BPM system. This
concept will provide the basis for the work of this paper.

Although flexibility of batch activities is mentioned in the requirements anal-
ysis on integrating batch processing in business processes [20], none of previous
mentioned batch activity concepts provide sufficient means to support different
flexibility needs. Pflug and Rinderle-Ma [16] provide a sequential batch process-
ing approach for activities with long waiting queues with a dynamic classification
of instances at runtime. Still, the critical activity and the clustering algorithm
has to be selected at design time. The work by Pufahl et al. [18] provides a
concept for flexible batch activity configuration. This approach allows adapt-
ing the configuration of a batch activity during runtime if certain events occur.
This work focuses only on the adaptation of batch configurations; variability,
looseness, and evolution aspects are not targeted.

2 www.camunda.org.

www.camunda.org
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Flexibility of Business Processes. Multiple research efforts have focused on
enhancing the flexibility of business processes. Reichert and Weber [23] distin-
guish four major flexibility needs, namely (a) variability, i.e., the need to have
different variants of a process model to handle different customer groups, prod-
uct groups etc., (b) looseness, which is the need to leave some aspects unspecified
during modeling because cases are unpredictable etc., (c) adaptation as the need
to react to exceptions or special cases by adapting the process, and (d) evolu-
tion being the need to change process models over time due to changed business
processes and which also involves the migration of instances. Regarding the flex-
ibility need variability introduced by [23] the survey presented by [25] gives an
overview of available approaches and recommendations as about which approach
can be applied for specific context. The looseness need has been addressed in
works like [4] using the so called node activities, [28] using the concept of pock-
ets of flexibility, [9] using parameterized service compositions, and [10] where
Semantic Web Services are dynamically discovered during process deployment
or execution and others. The adaptation need has been the subject of abundant
literature; some examples are for choreographies [22,23,33]. As for the evolu-
tion need, interesting results have been published in works such as [3,30,32] and
others.

In related work dedicated to adaptation of processes in service-oriented envi-
ronments, several approaches have been introduced that specify different strate-
gies for modularization of process models and as a result enhancements in flexi-
bility in the different process life cycle phases. For example, in [31] four possible
service binding strategies (i.e., the way of selecting services in workflows have
been identified and mapped to the process life cycle), and their impact on the
modular structure of the workflow-based applications, the service middleware
and its architecture have been discussed. The strategies allow for static service
binding and three flavors of dynamic binding: (1) traditional binding where the
service middleware/bus selects the endpoint, (2) dynamic binding with service
deployment and (3) with software stack provisioning. The concept of Seman-
tic Service Bus (SSB) [10] was introduced with the purpose of enabling service
selection at deployment or runtime of processes based on semantic information.
Both approaches enable flexibility on the functional dimension of processes and
the improved modularity of the process model facilitates the enhancement of
the flexibility of the processes. The adaptation of the control flow of processes
has been in the focus of the BPEL’n’Aspects approach by Karastoyanova and
Leymann [8]. This work introduces a non-intrusive approach for adapting the
control flow of processes during their execution and on per-instance basis. The
adaptation operations supported are: insert, delete, and skip activity or activi-
ties. Inspired by the separation of concerns principle, the adaptation steps are
enabled by modular process models that specify adaptation steps separately
from the control flow logic. This allows for dynamically switching on and off the
adaptations that need to be performed on process instances, even after they have
been started and as long as the change happens (in some cases) at the wavefront
of the process instance or after it, i.e. elements in the process that have not been
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executed yet. Note that the approach can be extended with these adaptation
operations so that they can be performed on part of the control logic that has
already been executed, i.e. before the wavefront, by using the so called rewind-
ing of processes [33]. The advantages of BPEL’n’Aspects over other approaches
sum up to (1) runtime adaptation of processes and specification of the adapta-
tion is enabled on a per-instance basis (2) in a generic manner since adaptation
operations are mapped to WS operation calls rather than any other language-
specific implementation; (3) a general purpose mechanism to specify when and
how a process and an adaptation operation are connected; (4) the approach and
the infrastructure can be used with legacy process models and process execu-
tion environments. The approach we introduce in this work is inspired by these
works on process adaptation and are applied and transfered to the problem of
insufficient flexibility of batch processing.

3 Background: The Batch Activity Concept

In this section, we revisit briefly the batch activity concept presented in [17,19]
as it is the basis for the rest of the paper. Batch activities can be used to collect
several process instances and to process them as a group in order to reduce costs
or processing time.

For example, Fig. 1a shows a health care process with two batch activities as
a BPMN process diagram [15]. In this process, a blood sample is taken from a
patient, if a blood test is needed. Then, the sample is brought to the laboratory
where the blood sample is prepared for testing. The actual test is conducted
by a blood analysis machine. After the test, the results are published in the
central hospital information system where they are accessible by the physicians
for evaluation in the respective ward. There are two batch activities in this
process. The activity Transport sample and order to lab models the fact that a
ward nurse does not bring each blood sample separately to the lab but instead she
delivers several samples together to save transportation time. The second batch
activity is the sub-process which consists of two activities: it collects multiple
blood samples before a test on a blood analysis machine is started to save some
machine costs.

As the health care process presented above, a process model consists in gen-
eral of nodes that can be activities, events, or gateways and edges [35]. Each
process activity can be a task (i.e., non-decomposable activity) or sub-process
(i.e., an activity with internal behavior). Different types of tasks exist, such as
user task where a task performer gets a work item via worklist manager pro-
vided, or a service task where a service is called. For integrating batch activities,
conceptually activities are extended by a so-called batch model [17] as shown in
Fig. 1b comprising different batch configuration parameters. A process designer
can specify which instances are grouped in a batch (groupedBy), when a batch is
started (activationRule), what is the maximum allowed size of a batch in num-
ber of instances (maxBatchSize), and how the batch is executed: in parallel or
sequential (executionOrder). In the case of the batch activity Transport sample
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Fig. 1. Batch activity concept and an example process with batch activities from the
health care domain.

and order to lab, the blood samples are grouped into batches based on their
hospital ward where they were requested (i.e., Order.ward). A batch is initial-
ized if at least 20 blood samples are collected or at most after 1 hour waiting
time. At maximum 150 blood samples can be processed in one batch and the
batch is executed in parallel which means that all blood samples of a batch
are transported at the same time to the laboratory. In contrast, in sequential
batch execution the activity instances are still executed one after another but it
is used to save setup costs or time.

If an activity has a batch model assigned, its enabled activity instances are
disabled at runtime, i.e., their execution is paused in order to collect/assign
them in/to batches clusters based on the groupedBy-parameter. Batch clusters
(see Fig. 1b) are responsible for the batch execution. Each batch cluster has at
least one activity instance assigned or at most the maxBatchSize. A batch cluster
is enabled as soon as the activation rule is fulfilled, after which it is provided
to the responsible task performer or service. As long as a batch cluster is not
started, activity instances can be added to it. After the termination of a batch
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cluster, the process instances continue with their individual process execution,
thus regaining their autonomy.

4 Flexibility Strategies for Batch Activities

In order to enhance the flexibility of batch processing and also be able to use
batch processing as an adaptation mechanisms we identify three possible strate-
gies for process modeling and execution: (a) Modeling strategy, (b) Deployment
strategy and (c) Execution strategy. This section is used to describe each of
the strategies, to identify the requirements they impose on the BPM systems in
terms of architectural components and the necessary interactions between them,
as well as to highlight their advantages and disadvantages. For each strategy we
consider only the relevant process life cycle phases, i.e., design time, deployment,
and execution time (a.k.a. runtime phase).

4.1 Modeling Strategy

The modeling strategy postulates that a batch activity is specified in a process
model at design time (Fig. 2). During deployment this process model is parsed,
transformed into the BPM system internal representation and added to the pro-
cess repository of the system.

Fig. 2. Modeling Strategy

If the BPM system is capable of execut-
ing batch activities as described in [20], then
anytime a batch activity is reached in a pro-
cess instance, it will be executed following
the execution semantics and under consider-
ation of the batch model that specifies the
batch activity. The requirements, this strat-
egy poses on a BPM system are that (a) it
has to be able to parse, transform and store
process models containing batch activities
and their corresponding configuration infor-
mation into an internal representation, (b)
the execution engine has to implement the
execution semantics of a batch activity and
extend the life cycle management function-
ality to be able to deal with instances that
belong to a batch cluster: pause the instances
in their execution, assign them to a cluster, and execute the specific batch behav-
ior as soon as the batch cluster is enabled.

The main advantage of the modeling strategy is its simplicity. It only requires
the implementation of the parsing and execution of batch activities. However, if
there is any change needed in the batch configuration, then the complete pro-
cess model has to be redesigned and re-deployed. Using this strategy neither
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improves modularity of the processes nor their flexibility. Despite these disad-
vantages, existing works on adding a new modeling element to business processes
to model and execute batch activities, such as [12,14,19] support only this strat-
egy because of its simplicity. In the case of commercial BPM systems, which
do not provide batching support yet, the deployment strategy is considered the
most feasible and easy to implement.

4.2 Deployment Strategy

The deployment strategy calls for a modular design and requires keeping the
process model and the batch model (batch activity configuration) separate. For
the process designer, the modeling of batch activities (i.e., at design time) would
not change. What changes is the way the process model and the batch model
are stored by the business process modeler. If a batch activity is included in
a process model, then its specification, the batch model, is stored in an extra
deployment artifact as shown in Fig. 3 as well as a connector describing to which
process activity a batch model applies.

Fig. 3. Deployment Strategy

This means that the batch activity con-
cept is extended by a connector which real-
izes an m-to-n relationship between a pro-
cess activity and a batch model as shown in
Fig. 4. Since one batch model can be assigned
to multiple activities, and one activity can
have multiple batch models, the connector
specifies the process context to which a batch
configuration applies.

During deployment, the process model as
well as its batch models and connectors are
deployed on the BPM system, all as a bun-
dle. As a result, the process model is stored
in the process repository, whereas the batch
model and connector are stored as config-
uration artifacts of the BPM system. If an
update on the batch model or process model
is necessary, all three artifacts – the process model, the batch model, and the
connector – have to be deployed again together as bundle.

The BPM system requirements we identify are: (a) the process modeling tool
should be able to produce separate files/artifacts for the batch model, the process
model, and the connector showing which process and which batch configuration
go together, as well as the process bundle and a deployment descriptor; (b) the
deployment component of the execution environment has to be able to accept
the bundle as input and parse, transform and store it accordingly; (c) the exe-
cution environment has to support the execution behavior of batch processing.
Depending on the implementation approach, the actual connection between the
process model and the batch model can be realized either already at deployment
time or during the instantiation of processes. The actual redeployment is done
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by the user. If there is a need to keep track of versions of process and batch
models, then the BPM system has to enable this. Similarly, it is an implemen-
tation and domain specific concern if the redeployment would lead to process
instance migration to the new versions or not, and what would happen with the
currently running instances. Existing work on this topic like [3,30,32] present
different ways of addressing this issue. It is out of the scope of the strategy
definitions to prescribe which approach to use.

Through the concept of separation of concerns (i.e., separating the batch
model from the process model), the advantages of the deployment strategy are
that it improves the modularity, reusability, and also the flexibility of process
artifacts. It addressed the variability need [23], and allows the batching over
several process models. In the following, these two aspects are presented in more
detail:

1

n

m

1

Activity

-type_a: Enumeration
-type_t: Enumeration

Batch Activity Connector

-conditions: List<Data Value>
-trigger: Event
-validity: Time

Batch Model

- groupedBy: List<Data Attribute>
- activationRule: ActivationRule
- maxBatchSize: Integer
- executionOrder: Enumeration

Fig. 4. Batch activity concept with
connector

– Batch activity variability : Several variants
of a batch configuration can be defined for
a batch activity which is valid for differ-
ent resources or case types. For instance, a
premium customer group can require that
its members are only handled optionally
as batch, whereas for all other customer
groups the batch processing mechanism is
always applied [21]. Hence, the connector
includes the conditions, a set of data val-
ues which the process instances have to
fulfill, under which a batch model is con-
nected to a specific process activity. Please
note, the other shown parameters of the
batch connector are relevant for the exe-
cution strategy presented in the following
sub-section.

– Multi-Process Batching : Batch processing
across multiple business processes is enabled by this strategy if one batch
model is assigned to several, similar activities in different process models.

As stated, the deployment strategy improves the modularity, maintainabil-
ity, and reusability which are crucial characteristics from software engineering
perspective. However, quick adaptations on the batch model to react on changes
in the business environment on per-instance basis are not possible with this
strategy, since a redeployment is required.

Currently, this strategy is partly supported in the work of [20] in which
the batch model is centrally stored in an object life cycle3 independently from
a process model. Independent of the batch processing, a deployment strategy
is supported by most BPM systems supporting service orchestrations with or

3 Object lifecycles complement process models and describe allowed actions of business
processes on data artifacts across the process-model boundaries.
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without flexibility support, like e.g. [8,10,31,33] that are based on open source
versions of ActiveBPEL4 and Apache ODE5.

4.3 Execution Strategy

Fig. 5. Execution Strategy

The execution strategy allows for assigning a
batch model to one or more (or all) running
instances of a process model dynamically
at execution time. Similar to the deploy-
ment strategy, at design time, the process
modeling tool has to be able to generate
three artifacts for a business process involv-
ing batch activities: the process model, the
batch model, and the connector. However,
the execution strategy postulates that at
deployment time, these artifacts are not
deployed together as a bundle, but rather
independently from each other. It allows for
deploying a process model to which only at
a later point in time of its life cycle, deploy-
ment or execution, a batch model can be
designed and/or an existing one assigned by
using a separate artifact specifying the connector between them.

The connector is used to define the exact process instances that will be
affected by batch processing. For this, several parameters in the connector shown
in Fig. 4 can be defined. The conditions consisting of a list of data values defines
for which type of process instances a connector between an activity and a batch
model is valid. Furthermore, a trigger might be given to define under which
circumstances a batch model is activated. Therefore, an event is specified that has
to occur to activate the corresponding batch model; for instance, the scheduling
of a maintenance on the blood testing machine used in the above presented
blood testing process. If no trigger is specified, the batch model is immediately
activated upon its deployment until its validity ends. The validity might be used
to specify a point in time or a duration when the assignment of a batch model
to an activity or a set of activities ends.

Deleting the assignment of a batch model to instances can also be done at
any time during the execution phase. This will affect all process instances which
are not yet assigned to a batch cluster or in a batch cluster which is not yet being
executed. The clusters that are already in state running will still be executed as
described by the batch model. Additionally, an update of the process model is
possible independently of the batch model and the connector, and updates of a
batch model or connector are possible at any time independently of the process
model since all these are separate artifacts. When updating the process model,

4 http://www.activebpel.org/.
5 http://ode.apache.org/.

http://www.activebpel.org/
http://ode.apache.org/
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all possible adaptation mechanisms are allowed at any stage for which abundant
literature exists. If a change on the batch activity configuration is necessary, then
only the batch model has to be adapted and re-deployed. Same as in the case
of deleting an assignment of a batch model; this affects all batch clusters which
have not started with their execution yet. The change on the batch configuration
can be done manually or triggered automatically.

The BPM system requirements are more extensive. Conceptually, the model-
ing tool is not much different from the one needed for the deployment strategy.
The deployment component of the system has to be able to parse, transform
and store processes, batch models and connectors. The execution engine has to
implement the functionality that will support the dynamic assignment of batch
models to process models and/or instances and ensure that the batch processing
is activated and performed for exactly these process models and/or instances.
Similarly, the functionality enabling the dynamic undeployment of connectors
has to be realized. Additionally, the execution environment needs a component
dealing with the life cycle management of the batch models and connectors.

In addition to batch activity variability and multi-process batching, the exe-
cution strategy supports also the flexibility needs evolution, looseness and adap-
tation which will be explained in the following:

– Evolution: By separating the deployment of a batch model from the process
models, the ability to update the process model or a batch configuration due
to changes in the business is further facilitated.

– Looseness and Process Adaptation: Batch work does not need to be specified
before process execution. A batch configuration can be flexibly assigned and
deleted during the execution phase of a business process. Thus, looseness
where aspects can be unspecified during modeling is supported. Furthermore,
the adaptability of processes is improved since we introduce and allow the use
of batch processing as a new runtime adaptation mechanism.

– Adaptation of Batch Activity : The batch activity concept itself is also made
flexible since batch configurations can be adapted during execution time in
case of exception or special cases.

The execution strategy is a non-intrusive approach improving flexibility, mod-
ularity, re-usability, and maintainability of process models and also their batch
activities due to the separation of concerns. It will allow batch processing inde-
pendently of the functionality of a BPM system by providing it as an extension
functionality. More details on this are discussed in the following section on the
architecture. The disadvantage of the execution strategy is that it is much more
complex to implement and requires higher effort in terms of investment in tech-
nologies and skills of the software implementation team.

To the best of our knowledge this strategy is only partly supported by the
work of Pufahl et al. [18] in which adaptation of running batch clusters can
be applied by defining batch adaptation rules explicitly which are triggered by
external events. In the same work, the BPM system includes explicit functional-
ities for the batch execution and the adaptation of batch clusters. The approach
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is less modular and does not support the evolution of batch activities or pro-
cess models. The execution strategy is realized for control flow adaptation of
processes by the BPEL’n’Aspects approach [8]; however it has not been applied
for batch processing and does not consider human users as participants in the
activity execution but rather only conventional Web Services.

5 Architecture

Based on the requirements on a BPM system identified in the previous section,
this section presents the conceptual architecture of a BPM system that supports
the introduced flexibility strategies for batch activities. We start with a descrip-
tion of the main components of the architecture in Sect. 5.1 and present their
interactions enabling the flexibility strategies in Sect. 5.2. Advantages, disadvan-
tages, and the feasibility of the realization of the architecture are discussed in
Sect. 5.3.

Process Modeling
Tool

BPM Enactment
System

MOM
Controller

Notification
Component

Batch Activity
Management Tool

Wrapper

System Boundary
Web Service Worklist

Manager

Service Bus

Broker

Engine Adapter

Event Publishing System

Process
Execution

Engine

Process
Deployment
Component

Event Publishing
Component Batch Activity

Controller
Batch

Deployment

Batch Cluster

Fig. 6. Architecture for a BPM system realizing the flexibility strategies for batch
activities

5.1 Components and Their Functionality

The components of the BPM System architecture supporting the flexibility
strategies are presented in Fig. 6. In this figure some of the components are
grouped in components on a higher abstraction level (surrounded by red dashed
lines) in order to bring structure to the discussion and to denote their higher-level
functionality. The system supports the complete life cycle of business processes,
namely the modeling, deployment, execution, monitoring and analysis phases;
components used for monitoring and analysis are neither discussed nor depicted.
Next, the components are presented:
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The Process Modeling Tool is used to create process models, batch models, and
connectors. It has to be capable of producing the deployment artifacts necessary
to support the different strategies (see Sect. 4 for specific details), like deployment
descriptor, which typically contains configuration information necessary during
deployment, and deployment bundles, or process models separately from the
batch models and connectors.

The BPM Enactment System is the execution environment that accepts as input
the artifacts produced in the modeling phase. The Process Deployment Compo-
nent parses and stores the models into the system database and prepares the
models for instantiation, typically by generating additional artifacts and deploy-
ing endpoints at which the model can be instantiated and used. How these steps
are performed by the deployment component is strategy- and implementation-
specific. The Process Execution Engine executed the process behavior and tracks
the execution status of all instances of all process model elements. It also dele-
gates the invocation of activity implementations to a corresponding middleware,
called the Service Bus; we do not show this connection here for brevity.

The Service Bus is the middleware responsible for the interaction with services,
including discovery and invocation, and the interactions with the Worklist Man-
ager, which allows for human users to participate in the processes and perform
certain tasks.

The Event Publishing System contains an Event Publishing Component directly
connected to the BPM Enactment System that observes the execution of each
process instance and sends a notification about each state change to a message-
oriented middleware (MOM) supporting point-to-point interaction via queues.
The MOM allows in turn for filtering and reacting to only relevant state changes.
The Controller component participating in the event publishing system is a
generic component that defines an interface allowing to implement plug-ins for
different process extension functionalities that should not be hard-coded in the
process language/engine itself [11]. It helps to improve system modularity. An
example of such an extension is the runtime adaptation functionality presented
in the BPEL’n’Aspects approach [8] that supports inserting new activities in
the control flow of a process or deleting activities while process instances are
running. For enabling batch processing, a new controller is introduced, called
Batch Activity Controller which keeps the batching functionality separate from
the Process Execution Engine. For enabling the interaction between the BPM
Enactment System and the batch activity implementation, the Batch Activity
Controller is part of the Broker component.

The Broker is a complex component responsible for: (1) enabling the publishing
of events of interest from and to the BPM Enactment System so that a reaction
upon such events can be defined, (2) notifying the batch implementations (either
services or a Worklist Manager) to execute a batch and return the results via
the Notification Component to the Service Bus, and (3) implementing a reaction
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to events through the Batch Activity Controller. The Batch Activity Controller
implements the behavior as specified in [19], which reacts to the ready state
of activity instances of batch activities. This means that the Batch Activity
Controller will subscribe itself only to those state changes that are pertinent to
activities that have a batch model assigned. To enable this, the Batch Activity
Controller stores the batch model and the connectors between the batch model
and process model, i.e., it possesses the information about the batch configura-
tion. For the modeling and deployment strategy, the configuration information is
provided by the Process Deployment Component of the BPM Enactment Sys-
tem, because the batch configuration is either in-line in the process model, or a
part of the process deployment bundle. In the case of the execution strategy, the
configuration information is provided by the Batch Activity Management Tool.

The Batch Activity Management Tool is used to interact with the process mod-
eling tool to create and edit the batch activity models and connectors, and with
the Batch Activity Controller to delete, deploy, and undeploy the batch config-
urations also during process execution. The operations that these architectural
components support are described in the following: Deploying a batch configu-
ration means that a connector is created that assigns a batch model to process
activities; the undeployment operation deletes the connector. Assigning batch
models to activities using the connectors results in interpreting the batch model
together with the connector, i.e., the batch configuration, and creating or delet-
ing a subscription to process instance events (produced by the execution engine).
In addition, the controller checks the parameters of the connector definition, like
condition, validity and the trigger, and performs an activation step in the case
the trigger is evaluated to true. Since the trigger identifies an external event the
controller has to be able to subscribe to such events.

5.2 Component Interactions

Regarding the interaction of the components for realizing the flexibility strate-
gies, in Fig. 6, all interactions are depicted by a bi-directional arrows to denote
the bi-directional nature.

After a batch configuration is deployed, the Batch Activity Controller initi-
ates a subscription to events of activity instances whose activity is assigned to
a batch model, more precisely the events indicating that an activity instance
is ready for execution. If such an event is received, the Batch Activity Con-
troller informs the engine via the Engine Adapter to pause the respective activity
instance of the batch activity and assigns it to an existing or new batch clus-
ter according to the batch configuration. As described in the Sect. 3, the batch
cluster itself checks regularly whether its activation rule is fulfilled and in case
a batch cluster is enabled the batch execution is started. This functionality is
implemented by the Batch Activity Controller for all three strategies.

For the batch execution, the Broker deals with the bi-directional communi-
cation between the Process Execution Engine and the Service Bus. Therefore,
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it interacts with the Service Bus using notifications and delegates to it the exe-
cution of the batch clusters through service invocations, or to humans via the
interface provided by Worklist Manager. Additionally, it takes care of returning
the results of batch executions via the batch activity controller to the concrete
process instances.

The communication between the Batch Activity Controller and the Web Ser-
vices or the Worklist managers is enabled in terms of a pub/sub infrastructure.
The actual service calls are done by the so-called wrappers. Wrappers are (1)
forwarding batch clusters to the right service invocation or the worklist manager
and (2) returning the results of a batch execution back to the Batch Activity
Controller. For each of the deployed batch configurations the Batch Activity
Controller creates a topic and there is one wrapper that consumes the messages.
Upon publication of a message to the topic the wrapper executes the service
invocation [11] or delegates the batch cluster to a worklist manager. Upon a
batch implementation response, the wrapper publishes the message on a sin-
gle topic which collects the responses of all batch implementations. The Batch
Activity Controller is a subscriber to this topic and processes the responses of
the batch implementations as described above.

5.3 Discussion

Recalling the related work, batch processing functionalities are currently
designed and implemented as inseparable part of the BPM system. In the modu-
lar BPM system architecture we propose here, this functionality is outsourced to
support all three proposed flexibility strategies for batch activities. Even though
the execution strategy caters for highest degree of flexibility, modularity and
maintainability, still in some cases the requirements on a solution do not call for
as much flexibility, or the effort and budget requirements to implement such a
system would not allow its development. Specifically, the effort related extend-
ing the Process Modeling Tool and Process Deployment Component of a BPM
System are increasing for each strategy: while for the modeling strategy only a
new modeling element has to be added to the modeler, which needs to be parsed
by the deployment component, for the deployment strategy different modeling
artifacts have to be handled by both components, and for the execution strategy
the Batch Activity Management Tool is additionally necessary to (un)deploy
batch models during process execution. Still, even in the case of the simple mod-
eling strategy, the advantage of the modular batch activity component is that
it allows for improved maintainability and flexibility at a later point in time if
requirements change.

For enhancing an existing BPM system with the Batch Activity Controller
functionality two things have to be available: (1) the implementation of the
Batch Activity Controller and (2) a mapping between the event model of the
process engine and the event model of the presented architecture. The architec-
ture we presented here is designed from its onset with the objective to allow for
and encourages the reuse of the Batch Activity Controller implementation as
described in [17]. The minimum remaining prerequisite for being able to use the
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batch processing functionality is the mapping between the event model of the
process engine with the event model used in the Controller component. Even
though this brings certain implementation complexity, such an approach has
been successfully applied for example in the work [11] on a pluggable, generic
architecture for enabling extending behavior of BPEL engines and in works like
[8] and [34] that separate the control flow adaptation functionality from a process
engine for service compositions and choreographies.

6 Conclusion

In this paper, we presented an approach that has the goal to improve the flexibil-
ity of batch activities in business processes, while also improving the flexibility of
processes in general and increasing the degree of modularity and the maintain-
ability of process artifacts. To this end, we introduced the concept of flexibility
strategies for batch activities, namely the modeling, deployment and execution
strategies. These strategies help to realize in a systematic way batch processing
in business processes with different flexibility degree: from simply allowing batch
activities, through batch activity variants and multi-process batching, to flexi-
ble batch activities as a dynamic process adaptation mechanism. The individual
strategies address one or more flexibility needs for batch work in business pro-
cesses. Each of the three strategies imposes different requirements on the BPM
system and exhibit different advantages and disadvantages. Based on the identi-
fied requirements, a conceptual architecture for a BPM system was contributed
to support all introduced flexibility strategies.

While we recommend to use the execution strategy for highest degree of flex-
ibility and modularity, we also advise to select the strategy that fits best the
business context and the existing BPM system in an enterprise. Our approach
can support such a decision since it provides the systematic framework to com-
pare the strategies based on the requirements they impose and the advantages
they give.

Our plan for future work is to focus on several aspects. On the one hand, we
will work on finalizing the proof-of-concept prototype supporting the flexibility
strategies introduced in this paper. In addition to that, we will work towards
enabling the monitoring of processes and batch processing, and will consider
the different strategies. So far our focus was on the runtime adaptation of a
batch configuration targeting batches which have not been started yet. In future,
runtime adaptation of batches even after their execution has been started is of
particular interest. Since this topic is closely related to the type and properties
of participating resources, we will investigate how a resource management can
be incorporated into the presented approach in terms of concepts, realization
and optimization mechanisms. In this respect, the life cycles of resources and
batch activities have to be identified, and the way they intertwine with the life
cycle of processes and their instances researched.
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Abstract. Cloud Computing is gaining more and more attention among
enterprises thanks to its high performance and low operating cost. Partic-
ularly, Cloud resources are used to deploy enterprises’ business processes
which are constrained by hard timing requirements. Similarly, Cloud
providers propose resources in various pricing strategies based on tempo-
ral perspective. Taking into consideration both the time constraints and
the variety of Cloud pricing strategies helps enterprises to achieve cost-
effective process execution plans. Basically, to minimize process costs,
stakeholders need to decide the execution time of process activities that
overlaps with the temporal interval of the cheapest pricing strategy. In
this paper, we present an approach to optimally schedule activities with-
out violating their temporal constraints and capacity requirements. To
do so, we use a mixed integer programming model with an objective
function under a set of constraints. Our approach has been implemented
and the experimental results highlight its performance and effectiveness.

Keywords: Business process · Cloud resource · Pricing
Optimization · Scheduling · Time

1 Introduction

Cloud Computing builds upon advances on virtualization and distributed com-
puting to support cost-efficient usage of computing resources, emphasizing on
resource scalability and on demand services [1]. The adoption rate of Cloud
Computing is currently driving a significant increase in both the supply and
the demand side of this new market for IT utilities [2]. For this reason, Cloud
providers are diversifying their pricing strategies (PSs for short) to attract more
clients and reduce their unused resources’ expenditure. For example, Amazon,
one of the largest players in this field, has currently three PSs in place: on-
demand, reserved and spot instance charged variously. The cost of each PS
depends on some parameters such as time, region, etc. Consequently, enterprises
will look to minimize their spending based on less expensive PSs.
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This technological trend has attracted organizations that seek cost-effective
ways to deploy and execute their business processes (BPs for short). The latter
are influenced by a wide range of temporal constraints, which rise from legal,
regulatory, and managerial rules [3]. Time perspective is a critical dimension
to consider as it is closely related to customer satisfaction and cost reduction.
The temporal constraints need to be viewed from multiple perspectives namely,
the relative and absolute temporal constraints [4]. Absolute constraints can be
inflexible (i.e. tied to a specific time point) or flexible [5].

To optimize their expenses, enterprises look to allocate cheaper Cloud
resources (CRs for short) to run their BPs. Since activities’ temporal constraints
can be flexible, one can define the process activities start and finish times to over-
lap with the less expensive CRs temporal availabilities while respecting process
requirements and resource constraints. In other words, one needs to define a
scheduling execution plan to minimize the process deployment cost.

Many research works have been made in the context of resource allocation
and management in the BPM field [6–9]. Whereas, few works deal with task
scheduling in Cloud [10,11]. To the best of our knowledge, optimally scheduling
BP activities with a wide range of temporal constraints while combining different
PSs is not yet handled.

The variety of Cloud providers PSs and the activity requirements (tempo-
ral, RAM, vCPU, penalty violation, etc.) makes the optimization problem more
complex. Therefore, we define an approach to derive a scheduling execution plan
for activities that can be optimally executed using CRs. Concretely, given: (i)
a BP with its set of activities’ requirements (time, RAM, vCPU) and (ii) a set
of CRs delivered from a set of Cloud providers having different PSs properties,
our approach provides the optimal scheduling of BP activities that results in the
minimal CR allocation cost.

The remainder of this paper is organized as follows: in Sect. 2, some pre-
liminary concepts related to BP and CRs are presented. Section 3 motivates
the problem with a real case from France Telecom Orange labs. Next, Sect. 4
details our proposed mixed integer program. Section 5 evaluates the experimen-
tal results. An overview about related work is given in Sect. 6. Finally, we present
our conclusions and future works in Sect. 7.

2 Preliminaries

This section introduces the main concepts and definitions related to BPs, CR
and Cloud provider PSs. Besides, we present the temporal constraints of both:
CRs and process activities.

2.1 Cloud Resource

The Cloud Computing delivers three important types of resources which are:
computing, networking, and storage [7]. For the sake of simplicity, in this
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paper, we consider just computing resources. The latter have specific capaci-
ties expressed in terms of memory amount RAM and a virtual core number
vCPU .

Definition 1 (Cloud resource). A CR is a tuple (id, Cap) where:

• id is its unique identifier;
• Cap is a tuple that defines the resource capacities, Cap= (RAM, vCPU) ∈
N × N

2.2 Cloud Providers Pricing Strategies

Each Cloud provider defines a set of PSs to sell its resources. For exam-
ple, Microsoft proposes prepaid subscription PS. Google proposes a per-minute
billing strategy. While, Amazon has three PSs: on-demand, reserved and spot.
On-demand instances are purchased at a fixed cost per hour. With reserved
strategy a customer can save up to 30% in resource cost compared to on-demand
strategy cost when he reserves a resource capacity for 1 or 3 years [12]. However,
bidding for spare unused Amazon instances offers to consumers spot instances
with a significant discount up to 90% compared to on-demand instances. The
bid price is the price to pay per instance hour based on the spot price history
available via the Amazon EC2 API and the AWS Management Console [12]. If
the spot price overcomes the bid price, the spot instances will be interrupted.
Therefore, Amazon proposes spot instances with predefined durations in hourly
increments up to six hours in length [8] without an interruption risk.

In the following, we consider Amazon PSs as they are the more expressive
(other Cloud provider’s PS can expressed using Amazon’s PSs) and Amazon is
the most popular Cloud provider (see Definition 2).

Definition 2 (CR pricing strategy). A CR PS St is defined as a triplet
St=(type,TC,c):

• type is St strategy type;
• TC defines the temporal constraints imposed by the strategy St;
• c is the unit hour cost proposed by strategy St, c ∈ R

We denote by:

– R = {Ri | 1 ≤ i ≤ n} the set of CRs. For a resource Ri ∈ R, we write
Ri = (idi, ti, Capi);

– Pri = {Prij ,∀j ∈ {1, · · · , p}} the set of CR providers (where ∀i ∈
{1, · · · , n});

– S = {Stijk | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ s} the set of Cloud PSs of each
Prij . For a specific strategy Stijk ∈ Stij , we write Stijk=(Tijk, TCijk, cijk).

The temporal constraints of Cloud PSs are:

– Relative temporal constraints: specify the time duration allowed for using
an instance expressed in terms of a time interval [MinAvRi, MaxAvRi] with
1 ≤ MinAvRi ≤ MaxAvRi.
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– Absolute temporal constraints: specify the start and finish times of
resource temporal availability. For that, we propose the following temporal
constraints :

• Start Using No Earlier Than (SUNET (Ri)), Finish Using No Earlier
Than (FUNET (Ri))

• Start Using No Later Than (SUNLT (Ri)), Finish Using No Later Than
(FUNLT (Ri))

We refer the reader to [8] for more details about the pricing temporal constraints.
We present in Tables 1 and 2 a set of CRs R={R1, R2, R3, R4, R5} proposed

by Amazon and Microsoft whose instance operating system is Linux and the
availability zone of the instances is us-east-1a. Each resource Ri is characterized
by a RAMi and a vCPUi and different PS costs. For example, R2 = r3.large is an
Amazon instance, its memory RAM2 = 15 GB, and vCPU2 = 2. The cost of R2

defined by Pr21 = ”Amazon” in various PSs are c21k (where k ∈ {1, · · · , 4}). For
instance, the PS St213 = (spot, [1h,6h], 0.142$) defines that the unit hour cost
of the spot predefined strategy (T213) is equal to c213=0.142$ and the instance
is temporally available for MinAvR2 = 1 hour and MaxAvR2 = 6 h.

Table 1. Virtual Machine Instance Properties by Pri1 = Amazon EC2

Instances RAM vCPU On-demand

ci11

Reserved (no

upfront)ci12

Spot pred dur

ci13

Spot non-pred dur ci14

R1 =m4.xlarge 16 GB 4 0.215$/h 0.147$/h 0.129$/h [0h,1h] 0.0491$/h [06 pm,01 am(+1)]

0.142$/h [1h,6h] 0.0386$/h [01 am,06 pm]

R2 =r3.large 15 GB 2 0.166$/h 0.105$/h 0.096$/h [0h,1h] 0.0225$/h [03 am,10 pm]

0.102$/h [1h,6h] 0.0381$/h [10 pm,03 am(+1)]

R3 = m3.2xlarge 30 GB 8 0.532$/h 0.380$/h 0.293$/h [0h,1h] 0.0787$/h [10 am,9 pm]

0.372$/h [1h,6h] 0.0863$/h [09 pm,10 am(+1)]

Table 2. Virtual Machine Instance Properties by Pri2 = Microsoft

Instances RAM vCPU On-demand ci21

R4 = A2m v2 16 GB 2 0.128$/h

R5 = D4 v2 28 GB 8 0.387$/h

2.3 Business Process Model

We formally define a process model as a directed graph where nodes are activities
gateways or events and edges are control dependencies. BPs can be constrained
with a wide range of temporal requirements [3,5]. Those temporal constraints
can be relative or/and absolute:

– Relative temporal constraints: are used to specify requirements such as
activity duration and temporal dependency.
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• Activity duration: specifies the turnaround time of a BP activity. We
assume that each activity aq (where q ∈ {1, · · · , r}) has a duration
expressed in terms of a time interval [MinDaq

,MaxDaq
] where MinDaq

(respectively MaxDaq
) specifies aq minimum (respectively maximum)

duration with 1 ≤ MinDaq
≤ MaxDaq

For instance, a1 and a5 dura-
tion is MinDaq

= 1h and MaxDaq
= 2h.

• Temporal dependency: is a relationship between two activities, say al and
aq (where l �= q), in which one activity depends on the start or finish of
another activity in order to begin or end [13]. Four temporal dependencies
(TD(q, l, du)) can be specified such as: Start-to-Finish (SF), Start-to-
Start (SS), Finish-to-Start (FS) and Finish-To-Finish (FF) [5].
For example, a temporal dependency FS[0h,4h] between activities a1 and
a5 is defined expressing that the time lag between the finish time of a1
and the start time of a5 shall be between 0 h and 4 h.

– Absolute temporal constraints: can be specified to define the start and
finish times of process activities. These temporal constraint can be inflexi-
ble (i.e. tied to specific time point) or flexible [5]. The inflexible temporal
constraints (AInT ) are:

• Must Start On (MSOaq
)

• Must Finish On (MFOaq
)

A flexible temporal constraint does not specify a specific time point for a
process or an activity aq, but rather imposes scheduling upper and/or lower
bounds [5]. The flexible temporal constraints (AFT ) considered are:

• Start No Earlier Than (SNETaq
), Finish No Earlier Than (FNETaq

)
• Start No Later Than (SNLTaq

), Finish No Later Than (FNLTaq
)

In the business process Fig. 1, we can specify absolute temporal con-
straints for activities. For example, a3 should start at 11 am (MSOa3).

For further details about activities temporal constraints, we refer interested
reader to [5].

Definition 3 (Business Process Model). A BP model is a tuple (N,E,F,ReqA):

• N is the set of nodes. It includes the set of activities A, gateways G and events
Ev;

• F : A −→ T assigns temporal constraints to activities;
• ReqA is the set of activities requested capacities;
• E ⊆N × N is the set of edges;

We present in Fig. 1 a real BP “the service supervision process” from France
Telecom/Orange labs. Table 3 shows its set of activities A, temporal constraints
T and activities requested capacities ReqA.

While activities and some PSs have temporal constraints, it is necessary to
ensure the matching between their temporal constraints. For that, in work [8],
we proposed an approach to verify formally that CR allocations in a given BP
are temporally consistent before finding the best scheduling execution plan.
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Fig. 1. A service supervision process

Table 3. Process activities requirements

Activities a1 a2 a3 a4 a5 a6 a7 a8 a9

Durations [1h,2h] [2h,3h] [1h,1h] [1h,4h] [1h,2h] [2h,3h] [1h,1h] [1h,1h] [1h,2h]

Penalties 0.7$ 0$ 0$ 0.2$ 0$ 0$ 0$ 0$ 0$

RAM 16 GB 15 GB 16 GB 28 GB 16 GB 28 GB 30 GB 16 GB 15 GB

vCPU 4 2 4 8 4 8 8 2 2

Activities need a set of resources capacities ReqA, expressed in terms of
RAMaq

and vCPUaq
. Table 3 shows the activities requested capacities (see

Sect. 2.3). For instance, activities a1 and a3 require a virtual machine having
a capacity of 16 GB memory and 4 cores. Furthermore, some process activities
are critical. So, a penalty cost [8] pq (where q ∈ {1, · · · , r}) should be added
when the activity will not be executed properly. For example, in Table 3, activ-
ity a4 has a penalty cost p4 = 0.2$. The latter is added if a4 is performed by a
resource bought using a spot instance strategy with an interruption risk.

3 Optimal Resource Allocations in BPs

Enterprise’s big challenge is to minimize its expenditure. Thus, it should use
the suitable CR to run the activities at an optimal cost while respecting all the
process constraints. For the process presented in Fig. 1, we note that more than
one resource, in Tables 1 and 2, can satisfy activity requested capacities, shown
in Table 3. For example, R1 and R5 have sufficient amount of RAM and vCPU
to perform a1, a2, a3, a5, a8 and a9. But, it is difficult to decide which is the
best CR to allocate for each activity.
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Besides, due to the variety of PSs the same resource has different cost values
and cheapest one may have a limited temporal availability [8]. Moreover, there
are critical activities which have penalty costs if they are interrupted. So, in
some cases it may be better to select more expensive PS than a cheaper one
with a risk of interruption.

In Table 4, we present different process scheduling execution plan computed
based on the process start time and activities’ durations. Then, we apply our
previous work [6] (see Sect. 6) to find from the set of PSs, the ones that guarantee
to the enterprise to have the minimal cost without violating temporal constraints
of both: activities and Cloud provider PSs. For instance, for the second execution
choice, R2 is assigned to a2 as a spot instance with non predefined duration.
Whereas, a spot instance with a predefined duration is allocated for a2 in the
third execution choice. This is due to CR temporal availability specified for
each PS. Consequently, activity start and finish times can lead to select more
expensive PSs to respect activities temporal constraints. Thus, we need to match
activities execution time with the temporal interval of cheapest instances.

Table 4. Activities Start and Finish Times and Assigned Instance

Activities First execution choice Second execution choice Third execution choice

Start Finish Instance Start Finish Instance Start Finish Instance

a1 02 am 04 am R1Spot 02 pm 04 pm R1Res 00 am 02 am R1Spot

a2 04 am 07 am R2SpotNo 04 pm 07 pm R2SpotNo 02 am 05 am R2Spot

a3 04 am 05 am R1Res 04 pm 05 pm R1SpotNo 02 am 03 am R1Res

a4 07 am 11 am R3Spot 07 pm 11 pm R3Spot 05 am 09 am R3Spot

a5 08 am 10 am R1SpotNo 08 pm 10 pm R1Spot 06 am 08 am R1SpotNo

a6 05 am 08 am R5 05 pm 08 pm R3SpotNo 03 am 06 am R5

a7 05 am 06 am R3Res 05 pm 06 pm R3Res 03 am 04 am R3Res

a8 11 am 12 am R3SpotNo 11 pm 00(+1) am R4 09 am 10 am R4

a9 11 am 01 pm R2Spot 11 pm 01(+1) am R2Spot 09 am 11 am R2SpotNo

Process cost 3.887$ 3.12$ 4.016$

As a consequence, the challenge is to find for each activity: (i) the CRs that
fulfill its requested capacities and (ii) its start and finish times to be able to use
the best PS without violating temporal constraints, and with a minimization
of penalties costs. The optimal scheduling should ensure: (i) minimization of
CR expensive cost while guaranteeing activities requirements in terms of time
constraints and requested capacities and (ii) minimization of critical activities
penalties costs. To solve this problem, we present in the next section an approach
based on MIP.

4 Mathematical Formulation of the Linear Program

We formulate the activity assignment and scheduling problem for resources pro-
posed by Cloud providers in various PSs as a Mixed Integer Programming (MIP)
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model. Indeed, mathematical programming, especially MIP, because of its rig-
orousness, flexibility and extensive modeling capability, has become one of the
most widely explored methods for process scheduling problems [14].

We introduce first the necessary inputs and the decision variables. Then,
we present our MIP (objective function and constraints). In this manner, a
scheduling execution plan and an optimal allocation will be provided.
The inputs include:

– The set of activities A, the set of the activities’ requirements, ReqA =
{Reqaq

, aq ∈ A} and the set of activities temporal constraints TA={Taq
, aq ∈

A}=AFT ∪ AInT ;
– The set of CRs R = {Ri,∀i ∈ {1, · · · , n}} needed by activities A
– The set of CR providers (∀i ∈ {1, · · · , n}) Pri = {Prij ,∀j ∈ {1, · · · , p}} and

the set of Cloud PSs Stij of each Prij .

In the following, we present the decision variables of our mathematical problem:

– Xijkq ∈ {0, 1} is a binary decision variable for the assignment of a resource i
from provider j in strategy k to activity q.

– Vq ∈ {0, 1} is a binary decision variable that indicates if activity aq uses a
spot instance with non-predefined duration and its penalty cost is not null.

– Saq
(respectively Faq

) is an integer decision variable used to define the start
(respectively finish) time of each activity aq ∈ A. Saq

and Faq
represent aq

flexible absolute temporal constraints (Sect. 2.3).

The objective function (Eq. (1)) of the model minimizes the CRs cost to run
the BP. It seeks to: (i) select for each activity the CR that has the required
capacities (ii) select the suitable Cloud PSs for each CR and (iii) define the start
and end times of each BP activity to overlap with the cheaper PSs temporal
constraints.

MinC =
|R |∑

i=1

|A|∑

q=1

p∑

j=1

s∑

k=1

dqcijkXijkq +
|A|∑

q=1

pqVq (1)

The total execution cost includes two terms. The first minimizes the sum of
resources costs. Minimizing this quantity is done by deciding the start and end
times of activities to be able to allocate the cheapest Cloud instances satis-
fying all the constraints. This quantity is given by the multiplication of the
activity duration dq (where dq ∈ [MinDq,MaxDq]) by the resource Ri hourly
unit strategy cost cijk defined by the provider Prij . The second term minimizes
the penalty cost pq values added when critical activities are performed by spot
instances with an interruption risk.

In our work, we assume that the transferred data size between instances is
small. Therefore, the data transfer time is about some seconds which is negligible
compared to activities duration expressed in hours.
The objective function is subject to the following sets of constraints:

1. Process Temporal constraints: The following four constraints are used to
ensure the respect of BP temporal constraints. For instance, Eq. (2) guaran-
tees that the start time (Sal

) of each activity is after the finish time (Faq
)
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of all its predecessors. Equation (3) ensures the respect of inflexible temporal
constraints. Equation (4) ensures that the time lag between the end and start
times discovered by our MIP for each activity should respect activities tem-
poral durations. Equation (5) limits the process execution temporal duration
t defined by the enterprise (deadline).

max(Faq
) + TD(q, l, du) ≤ Sal

,∀al ∈ A and q �= l (2)

Saq
== MSOaq

& Faq
== MFOaq

,∀aq ∈ A (3)

0 ≤ Faq
− Saq

≤ dq,∀aq ∈ A (4)

Saq
≥ 0 & Saq

≤ t & Faq
≥ 0 & Faq

≤ t,∀aq ∈ A (5)

In our example (Fig. 1), a2 and a3 are the successors of a1 then, they can
start after the finish time of a1 (Eq. (2)), i.e., Fa1 ≤ Sa2 and Fa1 ≤ Sa3 . In
addition, if we assume that a1 must start at MSOa1 = 08am and a4 must
finish at MFOa4 = 05 pm then we have inflexible temporal constraints for
those two activities. That is why, in the MIP solution, we should have: Sa1 =
MSOa1 = 08am and Fa4 = MFOa4=05 pm (Eq. (3)). Furthermore, a2 has a
maximum duration equal to dq=3 h. Then, the time lag between the start
and finish times of a2 shall be between a2 temporal duration value (Eq. (4)).
The process has a temporal duration that should be respected. Therefore,
the start and finish times of activities should be limited. For instance, if the
process should finish in one day, then t= 24 and all the start and finish times
of activities should be included in the temporal interval [0,24] (Eq. (5)).

2. Resource constraints: Equations (6) and (7) ensure that the resource’s
capacities in processing and memory satisfy the activity requirements.

|R |∑

i=1

p∑

j=1

s∑

k=1

min(RAMi)Xijkq ≥ RAMaq
,∀q ∈ {1, · · · , r} (6)

|R |∑

i=1

p∑

j=1

s∑

k=1

min(vCPUi)Xijkq ≥ vCPUaq
,∀q ∈ {1, · · · , r} (7)

For instance, activity a1 should be assigned to a resource Ri that can satisfy
its requirements. Indeed, the minimal RAMi and vCPUi of the selected Ri

should be equal or grater to RAMa1 and vCPUa1 (Eqs. (6) and (7)).
3. Pricing strategies constraints: To restrict the time span allowed to use

a resource Ri ([MinAvRi,MaxAvRi]), Eqs. (8) and (9) are used. Whereas,
Eqs. (10) and (11) guarantee that an activity aq should be performed when
its required resource Ri is available.

|R |∑

i=1

p∑

j=1

s∑

k=1

MinAvRiXijkq ≥ dq,∀q ∈ {1, · · · , r} (8)
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|R |∑

i=1

p∑

j=1

s∑

k=1

MaxAvRiXijkq ≥ dq,∀q ∈ {1, · · · , r} (9)

|R |∑

i=1

p∑

j=1

s∑

k=1

SUNET (Ri)Xijkq ≤ Saq
Vq,∀q ∈ {1, · · · , r} (10)

|R |∑

i=1

p∑

j=1

s∑

k=1

FUNET (Ri)Xijkq ≥ Faq
Vq,∀q ∈ {1, · · · , r} (11)

Each activity has temporal constraints that should be respected by the tem-
poral constraints PS of its allocated resource (Eqs. (8) and (9)). For exam-
ple, a1 has a minimum duration equal to 1 h and maximum duration equal
to 2 h. Ri is a spot instance with a predefined duration can be assigned
to a1. Thus, its temporal duration values should be grater than d1 i.e.,
MinAvRi ≥ d1 and MaxAvRi ≥ d1. When defining activities start and end
times, one has to select the resource type, the provider and the PS having
the cheapest cost while ensuring the respect of PSs constraints. For exam-
ple, R1 from Pr11 in strategy St114 = (spot non predefined, [01am, 06 pm],
0.0386$) will be allocated for a1, then Sa1 ≥ SUNET (R1) = 01am and
Fa1 ≤ FUNET (R1) = 06 pm (Eqs. (10) and (11)).

4. Interruption constraint: When the instance has an interruption risk
(strk = 1), and the activity has a penalty cost so pq should be added
(Eq. (12)).

|R |∑

i=1

p∑

j=1

s∑

k=1

Xijkqstrk = Vq,∀aq ∈ A, pq > 0 and strk = 1 (12)

In the process Fig. 1, some activities have penalties costs. Thus, the latter will
be added when the activity execution is interrupted. For instance, a1 penalty
cost is not null, therefore, if the resource assigned to a1 is a spot instance with
non predefined duration, a1 penalty cost will be considered when computing
the optimal cost (Eq. (12)).

5. Assignment Constraint: Eq. (13) ensures that each instance type, one
Cloud provider and one PS is used by one activity.

|A|∑

q=1

Xijkq = 1,∀i ∈ {1, · · · , n},∀j ∈ {1, · · · , p},∀k ∈ {1, · · · , s} (13)

6. Placement constraint: This constraint is used to guarantee that each task
uses an only one instance type, Cloud provider and PS.

|R |∑

i=1

p∑

j=1

s∑

k=1

Xijkq = 1,∀aq ∈ A (14)
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For instance, a1 can use only one Cloud instance R1 from Pr11 = Amazon
from St113 = spot strategy and this R1 performs only a1 then X1131 = 1
(Eqs. (14) and (13)).

7. Binary constraints: Eqs. (16) and (15) impose that the decision variables
Xijkq and Vq should be either 0 or 1 (binary variables).

Xijkq ∈ {0, 1}, ∀q ∈ {1, · · · , r}, i ∈ {1, · · · , n}, j ∈ {1, · · · , p}, k ∈ {1, · · · , s}
(15)

Vq ∈ {0, 1}, q ∈ {1, · · · , r} (16)

5 Evaluation

To evaluate our approach, we implemented our Mixed Integer Program (MIP)
using IBM-ILOG Cplex Optimization Studio V12.6.3 on a laptop with a 64-
bit Intel Core 2.3 GHz CPU, 8 Go RAM and Windows 10 as OS. We start
by demonstrating the feasibility of our proposed MIP for scheduling process
activities (Fig. 2) (Sect. 5.1). Then, we study the impact of varying the process
structure on the cost (Sect. 5.2.1). Next, we analyze the scheduler performance
while varying the number of process activities, the maximum number of CRs
proposed by each Cloud provider in different PSs (Sect. 5.2.2). Moreover, we
study the effect of inflexible temporal constraints (Sect. 5.2.2) and evaluate the
impact of deadline constraint (Eq. (5)) (Sect. 5.2.3). Finally, we compare the
performance of our approach against two resource allocation methods (Sect. 5.3).
Due to space limitation, more experimental results and implementation details
can be found at {http://www-inf.it-sudparis.eu/SIMBAD/tools/BPpricing}.

5.1 Approach Feasibility

We present in Fig. 2 the scheduling plan of the BP (Fig. 1) presented as moti-
vating example. The inputs are: (i) the set of activities described in Table 3 and
(ii) the set of Cloud resources presented in Tables 1 and 2. Indeed, the execution
periods are depicted as green rectangles with a tag on it defining activity name
and the allocated resource is mentioned in red colour.

5.2 Performance Analysis

For our experimental evaluation, we generated a set of data defined randomly
from the ranges presented in Table 5.

5.2.1 And Split/Join Constraints
The process structure is one of the factors that can have impacts on the schedul-
ing execution plan and then on the process deployment cost. In our work, we
consider that BP models have only the AND split/join branching. So, we vary
the number of this branching on the process models. The results are shown in
Fig. 3. We note that usually the process cost is less expensive when the number
of AND is higher: most of activities are executed in parallel (AND). We deduce
that the parallelism usually helps to reduce the objective function.

http://www-inf.it-sudparis.eu/SIMBAD/tools/BPpricing
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Fig. 2. Gantt chart of the service supervision process

Table 5. Data input ranges

Information Type Range

Providers’ number integer [1, · · · , 2]

Amazon strategies’ number integer [1, · · · , 4]

Microsoft strategies’ number integer [1, · · · , 1]

vCPU number integer [2, · · · , 10]

RAM amount double [15, · · · , 30]

Compute price double [0.01$, · · · , 0.532$]

Requirement in vCPU integer [2, · · · , 10]

Requirement in RAM double [15, · · · , 30]

Activities’ number integer [2, · · · , 20]

Activities’ durations integer [1, · · · , 5]

Penalty cost double [0$, · · · , 1$]

5.2.2 Temporal Flexibility Constraint
The search space of our MIP can be limited if the process have some inflexible
temporal constraints. For that, in a first experiment we evaluate the Cplex time
and objective function when all the temporal constraints are flexible, and when
the rate of temporal constraints is about 50% while varying the number of process
activities and the maximum number of CRs proposed by each Cloud provider
in different PSs. In Table 6, we present the experimental results. We note that
the objective function and the response time values are not very high and they
have lower values when the temporal constraints are all flexible. In fact, the
convergence to optimal solutions is faster and the cost value is cheaper while the
research space is restricted.

In the second experiment, we vary the rate of inflexible temporal constraints.
Figure 3b shows the total process cost values. The cost increases when the num-
ber of inflexible temporal constraints increase. Indeed, we obtain the highest
cost is when the rate is 75% because the start and finish times of activities are
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defined before the resolution of our MIP. Therefore, our MIP does not have a
large flexibility to define activities’ scheduling in order to choose the cheapest
CRs. This led to raise the process cost while those temporal constraints should
be respected.

In both cases, we conclude that our method performs better when the inflex-
ible temporal constraints rate is low.

5.2.3 Deadline Constraint
In our MIP, we use a deadline constraint that limits the end times of activities (in
Eq. (5)). Thus, we investigate the Cplex time and objective function values when
this constraint is removed. As depicted in Table 6, without deadline constraint,
we can notice that the objective function is higher and the CPLEXs computa-
tional time is considered as a good indicator of the importance of Eq. (5). In
fact, the latter limits the research domain of our MIP and gives faster and bet-
ter solutions. Finally, we conclude that the deadline constraint helps to converge
rapidly to optimal solutions.

Fig. 3. AND Split/Join Variation

Table 6. Experimental Results

Nb

Activities

Nb

Providers

Nb

Strategies

Nb VM

Types

100%

Flexibility

50%

Flexibility

MIP without

deadline constraint

5 2 14 5 ob=2.24$ ob=3.4$ ob=3.83$

tcp =0.42s tcp =0.58s tcp > 1 h

10 2 14 5 ob=3.85$ ob=5.12$ ob=6.38$

tcp =2.4s tcp =4.9s tcp > 1 h

20 2 40 17 ob=5.63$ ob=6.95$ ob=7.59$

tcp =22.6s tcp =29.8s tcp > 1 h

40 2 60 20 ob=10.05$ ob=11.8$ ob=13.02$

tcp =35.1s tcp =42s tcp > 1 h

80 2 170 50 ob=18.9$ ob=20.5$ ob=23.8$

tcp =51.03s tcp =57s tcp > 1 h
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5.3 Comparison with Other Approaches

In this experiment, our approach is compared to two other approaches. The first
one is our previous work [6]. Using a Binary Linear Program (BLP) we derive
the optimal allocation cost based on the fixed and predefined activities start
and finish times. The selection of the best CR allocation and the best PS is
done while respecting the set of temporal constraints and resources properties
(described in Sects. 3 and 6). The second is a priority based scheduling algorithm
(“Priority+FCFS” [15]). The priority scheduling algorithm is a non-preemptive
algorithm and one of the most common scheduling algorithms. Its basic idea is
straightforward: a priority is assigned for each activity. Activity with highest
priority is to be executed first and so on. Equal-Priority activities are scheduled
in FCFS (First Come First Served) order [15]. Priority can be decided based on
different factors such as memory requirements, time requirements or any other
resource requirement. In our case, priority is based on the process control flow.
In other words, the highest priority is given to the first activity and the lowest
one is given to the last activity. We assign, in the order of decreasing priority, for
each activity only one instance that respects its different requirements and has
the cheapest cost. For example, an activity a is the first activity (i.e., has the
highest priority) in the process, needs an amount of RAM and vCPU capacities,
has a MinD and MaxD and a penalty cost not null. This activity will take
the less expensive instance R that respects its required capacities and temporal
constraints. We note that each instance is assigned to one and only one activity.

Figure 4 represents the performance of the evaluated methods with respect
to the whole process cost. Results show that the cheapest process cost is given
by our proposed MIP. Consistent with our expectation, Binary Linear Program
(BLP) [6] gives an optimal allocation cost but it can be more minimized when
activities start and finish times are defined based on the temporal constraints
of the cheapest CRs. This is because the PSs are chosen based on predefined
activities start and finish times. In fact, if the instance is temporally available it
will be assigned to the activity.

Fig. 4. Approaches Comparison
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While “Priority+FCFS” scheduling algorithm performs worse than our
scheduling approach because it tends to assign less expensive instances based
on the arrival time of each activity while respecting its required capacities and
temporal requirements. This is because CR allocation is done after the schedul-
ing of process activities. However, using our MIP we define the scheduling plan
at the same time of CRs and PSs selection. Finally, we note that our MIP saves
up to 40% in process cost in comparison with both methods.

6 Related Work

There is a wealth of prior work in time-based CR optimization. Wang et al. [16]
propose an approach to optimize the data-center net profit with deadline-
dependent scheduling by jointly maximizing revenues and minimizing electricity
costs. Other approaches are proposed to optimize not only the CRs cost but
also the processing time [10,11,17]. Indeed, based on the number of available
VMs and their properties, the set of tasks and their requirements, etc an opti-
mal resource assignment and scheduling is provided. However, authors do not
deal with CRs allocated from different PSs to run processes where the temporal
constraint are more complex than the simple deadline. While in our approach,
we schedule process activities in order to overlap with temporal constraints of
cheaper PSs. In this way, we optimize the CR costs under a set of constraints.

Mastelic et al. [18] define an approach that predicts the BP execution path,
estimates and optimizes the allocated CRs cost based on process metrics and
resources properties. In [19], authors propose an algorithm, that takes as inputs:
the process structure, the amount of resources, the activities requirements and
VM cost, to allocate CRs for a dynamic workflow. In [20], authors present an
algorithm based on the meta-heuristic optimization technique, particle swarm
optimization (PSO), to minimize the total workflow execution cost. However,
authors do not take into account the different PSs of the CRs.

Employee scheduling is concerned with the allocation of employees to spe-
cific shifts (time-slots) in order to satisfy certain types of work demand based
on employees’ qualifications [21]. Indeed, different approaches based on mixed
integer programming (MIP) model are developed. For instance, Al-Yakoob
et al. [21] and Afilal et al. [22] propose MIP models to allocate human resources
under a set of constraints such as employee availability. Havur et al. [23] offer
an approach for automated resource allocation in BP that relies on Answer Set
Programming (ASP) to find an optimal solution. While our purpose is to define
activities start and finish times to use the cheapest computing resources having
different PSs.

There has been various types of scheduling algorithm in distributed comput-
ing system such as First Come First Served (FCFS), Round Robin scheduling
algorithm (RR), Min-Min algorithm, Max-Min algorithm and priority schedul-
ing algorithm. The main advantage of job scheduling algorithm is to achieve a
high performance computing and the best system throughput [15]. However, our
purpose is to derive the best scheduling execution plan for process activities to
optimize the resource allocation cost.
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Compared to [6] where the execution plan is given as input, our objective
is to schedule BP activities to overlap with the temporal constraints of the less
expensive PSs in order to optimize more deployment cost. In fact, the outputs of
our approach are: an optimal allocation cost and an optimal scheduling execution
plan while respecting a set of temporal constraints and requirements. Further-
more, in the current work we enrich the set of constraints considered in [6] with
a deadline constraint (Eq. 5). Then, we evaluate the influence of this constraint
on the objective function value and the Cplex time.

Huang et al. [9] propose a mechanism in which the resource allocation opti-
mization problem is modeled as Markov decision processes and solved using rein-
forcement learning. Li et al. [10] propose a method to solve the issue by applying
stochastic integer programming for optimal resource scheduling in Cloud com-
puting. In [11], authors propose a MIP to optimize the Cloud resources cost and
the total processing time.

We argue that serverless computing has emerged as a new compelling
paradigm for the deployment of applications services. This paradigm has advan-
tages for both consumers and providers. The consumer pays only for what
resources he uses without servers or resources’ provisioning and management
needs. The Cloud providers are able to control the entire development stack,
reduce operational costs by efficient optimization and management of CRs [24].
However, Cloud providers impose certain limits on the amount of resources that
can be consumed. For example, AWS Lambda offers just 512 MB as a temporary
disk space. Therefore, it will be better to allocate standard VMs and use our
approach to optimize the process cost deployment in CRs than using serverless
computing.

7 Conclusion

In this paper, we propose an optimal scheduling of BP activities performed in
CRs, using a Mixed Integer Program (MIP). Indeed, we mapped the problem to
deriving the suitable CR, its cheaper pricing cost and a process activity execu-
tion timing. Our MIP is defined through an objective function which minimizes
the process cost under a set of constraints. The latter includes activities require-
ments, CRs capacities and PSs temporal constraints. The experimental results
show the effectiveness and performance of our approach.

Some potential threats to validity exist in our work. First, since we have
assumed that a BP model has only the type of branching ANDsplit, we need
to consider other branching types such as ORsplit and XORsplit. Second, we
evaluated our work using solutions provided by IBM-ILOG Cplex Optimization
Studio. In future work, we intend to test and analyze our approach using a
simulation environment, i.e., CloudSim [25]. Moreover, in this work we assumed
that the spot price is not full dynamic and is known at the process design time.
Thus, we aim to study deeply the dynamic fluctuation of the spot instance cost
and to analyze the impact of this aspect on process cost deployment at runtime.
Finally, in the evaluation we consider that the process activities number is about
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100. So, we aim in the future to deal with processes composed of huge number
of activities such as scientific workflows.
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Abstract. Modern information systems can log the executions of the business
processes it supports. Such event logs contain useful information on the per-
formance and health of business processes. Event logs can be used in process
analysis with the aid of process mining tools. Process mining tools use various
diagrams to visualize the output of analysis made. Such diagrams support the
visual exploration of the event logs, facilitating process analysis, and usefulness
of process mining tools. However, designing such diagrams is not an easy task.
Oftentimes neither the developer nor the end-user know how to visualize the
outputs created by process mining algorithms, nor do they know where the
interesting information is hidden. Designing diagrams for process mining tools
require taking design decisions that, on the one hand allow flexible exploration,
and on the other hand, are simple and intuitive. In this paper, we investigate how
existing process mining outputs are visualized and their underlying design
rationale. Our analysis show that process diagrams, the most common type of
diagrams used, are designed with next to no guidance from data visualization
principles. Based on our findings, we propose a framework to support devel-
opers when designing visualization for process mining outputs. The framework
is based on data visualization theory and practices within process mining
visualization. The effectiveness and usability of the framework is tested in a case
study.

Keywords: Process mining � Process visualization � Process diagram design
Framework

1 Introduction

Data is an essential resource for organizations. The ability of a business to analyze and
interpret data and make informed business decisions based on analysis results is crucial
for a company to survive. The availability of vast amounts of data from various
resources makes it hard for analysts to identify interesting or problematic aspects.
Visualizations are crucial for process analysts and decision makers to explore and
analyze complex data and make informed decisions. Such visualizations are however
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oftentimes created by developers with little knowledge about how to design useful and
easy to use visualizations.

One area which is facing this challenge is process mining [1]. In process mining,
knowledge is retrieved from execution logs and analyzed from different perspectives
such as control flow, resources, and data [2]. Designing visualization of process mining
outputs is a complex task [1]. Developers are faced with numerous design questions
when composing process diagrams where little or no visualization standards exist.
They are also oftentimes left alone when making critical decisions about how to design
such visualizations since there is a lack of proper support and guidance. Useful tips are
scattered in various resources that process mining developer might or might not be
aware about. Moreover, most available resources are presented in a generalized way
covering aspects of holistic diagram design [3–5]. This makes such approaches hard to
use for developers in the context of process mining due to the necessity to adjust them
to the specifics of this domain. Such adjustments are also time-consuming and difficult
for developers, who are not professional designers.

For this work we followed a design science approach [6]. We address a real-life
problem creating a framework for process mining developers, who are tasked with
designing process diagrams. The framework identifies common design issues when
visualizing process maps and proposes ideas for solutions. It includes topics related to
visual encoding as well as interaction. The framework is based on process mining
visualization practices and data visualization theory that is adjusted to process mining.
We then conduct a formative evaluation in a real-life project to assess the feasibility of
our proposed framework and to identify means for improvement. For the evaluation we
recruited developers, who were designing a process diagram as a part of developing a
process mining tool. Results of this evaluation point towards the usefulness of this
framework for developers of process maps and provide hints for its improvement.

This paper is organized as follows. Section 2 presents the state of the art of visu-
alization within the field of process mining. Section 3 presents our proposed frame-
work. Next, Sect. 4 presents the evaluation of the framework while Sect. 5 concludes
the paper.

2 State of the Art

We conducted a review to answer three research questions. The first is “which process
mining techniques use visualization”. The second is “how are current process mining
techniques visualized” and finally, “how do developers decide on how to design
visualizations”. We searched for related articles on Scopus and Web of Science using
the keywords “visual”, “process”, and “mining”. These electronic libraries were chosen
as they constitute the main venues for publication within the field of process mining.

The search yielded more than 2000 results which was filtered in three rounds. In the
first round, duplicates were removed. In the second round, papers clearly out of scope,
such as those on coal mining or data mining, were excluded. The remaining papers
were examined and filtered based on the following criteria. Papers less than 3 pages,
not accessible, not in English, or older than 10 years were excluded (exclusion criteria).
The remaining list of papers further examined and included if they fell within the
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domain of process mining, introduced a visualization technique, and mentioned design
choices for visualization (inclusion criteria). The final list consisted of 28 papers1. Data
about the paper (meta data), process mining technique, proposed visualization, platform
or tool where visualization is implemented, design process of the visualization, and
evaluation of the visualization were extracted from each paper.

2.1 Process Mining Techniques Using Visualization

To answer the first research question, we examined the extent to which visualization is
used to communicate the output of different process mining techniques. Our review
showed that visualization was mostly used for process discovery (generating process
models from event logs), process performance (measuring cost, time, and quality
aspects of process executions), and process comparison (comparing several processes
or checking a model against its event log). Visualization was also used for predictive
monitoring (predicting future outcome or upcoming execution paths of a process
instance), organizational mining (discovery of organizational structures and commu-
nication between units), model repair (improving discovered models based on event
logs), deviance mining (uncovering causes of deviant executions of a process), com-
pliance monitoring (surveillance of compliance or violations against regulations in the
process execution), and concept drift (changes in the process execution over time). We
did not identify any studies visualizing process optimization (identifying improvement
opportunities) or process decomposition (clustering models into high-level functions).

A total of 13 papers used visualizations for only one process mining output (single
purpose visualization). A few notable examples are process comparison [7, 8], orga-
nizational mining [9, 10], performance analysis [11], predictive monitoring [12], and
deviance mining [13]. Several studies (a total of 10) concurrently visualized several
outputs. An example is the InterPretA tool [14] that visualizes outputs from deviance
mining and performance analysis. Another example is “Event Streamer” [15] that
visualizes both discovery of declarative processes and concept drift. The remaining
studies (5 papers) did not mention any specific process mining technique. Instead, they
proposed methods for general exploration of process logs. For example, the tool Event
Explorer [1] can be used when an analyst does not know a priori, which specific
analysis technique to select.

2.2 Visualization of Process Mining Techniques

The second research question aimed at identifying how process mining outputs are
visualized. Our review revealed that node-link diagrams is the most commonly used
method for visualizing process mining outputs. For instance, node-link diagrams were
used to show the relationship between activities (process diagram) [7, 16] or connec-
tions between resources (social network diagrams) [9, 10]. The second most common
type of diagrams used were bar-, pie-, and line charts. Such diagrams were often used
for visualizing process performance [17, 18]. Performance was also visualized using

1 The list of papers is available at https://babook.cs.ut.ee/pmviz_framework/.
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box plots for value distribution [14] and gauge charts [19]. Hierarchical process rela-
tionships, such as medical treatment processes and their sub-processes, were commonly
visualized using tree maps [1]. Scatterplots were used to visualize correlations of care-
process parameters, such as correlation of number of treatment activities and patient’s
length of hospital stay [18]. Other chart types used were stream graphs [2] for visu-
alizing live process instance flows and turtle graphic trace map [20] for detecting flow
differences amongst process variations.

The charts used followed prevalent and conventional styles. For instance, when
using stacked bar charts, the length represented the value and the color hue distin-
guished the sub-groups [14]. In the case of node-link diagrams, we noted a greater
variability in how outputs were visualized. The variability was expressed by unique
combinations of visual and interactive elements. In addition to portrayal of the base
topology, other visual channels such as shapes, colors, and sizes were utilized to
represent additional data elements. The extend of the variability seems to indicate a
lack of visualization standards. In summary, we identified eleven different types of
diagrams (not necessarily complete) used in the 28 studies reviewed (see Table 1).

2.3 Methods for Visualizing Process Mining Outputs

The noted variety of visualization designs prompted us to identify how design choices
were reached. We noted that most papers focused on the proposed algorithm and as
such, presented the algorithm outputs without presenting a rationale for design choices
taken. Although the identified studies did not explicitly follow a systematic method, they
drew inspiration and used input from mainly four sources. These sources are (1) existing
practices, (2) domain expert input, (3) visualization theory, and (4) argumentation.

The first input source refers to critical analysis based on a reviewing process mining
related literature and tools. An example is Bachhofner et al. [11] who noted that existing
solutions only visualize one performance metric on process diagrams. To address this
limitation, they proposed a tool that allows for concurrently representing several

Table 1. Diagrams used for process mining visualization

Diagram type Number of studies References

Node-link diagram 24 [1, 7–11, 14–31]
Bar/triangle chart 7 [12, 16, 18, 19, 22, 25, 30]
Pie chart 4 [11–13, 17]
Line/area chart 3 [1, 14, 15]
Tree-map 2 [1, 18]
Scatterplot 2 [13, 18]
Parallel coordinate plot 1 [32]
Box plot 1 [14]
Gauge chart 1 [19]
Instance stream graph 1 [15]
Turtle graphics trace map 1 [33]
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performance metrics. Domain expert input refers to cases where design choices were
based on real-life task requirements or user feedback. A notable example is a tool
specifically built for users in a hospital by Basole et al. [18]. The involved domain
experts provided feedback to the proposed visualizations. This iterative process resulted
in the first versions of visualization being discarded. One study stood out as it employed
a systematic design framework based on visualization theory. Wynn et al. [16] modified
design science methodology by using process mining knowledge, visualization prin-
ciples, and evaluation of visualization as input for design choices. For instance, Wynn
et al. [16], in using size of diagram elements to express continuous variables, grounded
this decision in research conducted by Moody [34]. The most common rationale for
design choices however, is argumentation. Arguments behind design decisions were
generally along the lines of “by watching the displays’ content and simultaneously
performing selection on the business process model,…differences in the selected sets of
data become intuitively visible…”. [19] or “we chose this representation because it
makes comparisons more natural for the user” [14]. The argumentation was not
grounded in common practices, supportive theory, or the result of comparing alternative
choices. One could deduce that the arguments were somewhat arbitrarily chosen.

2.4 Summary

Our literature review has shown that most process mining techniques use visualization
to present their output. The process mining use cases not using visualization are
decomposition and optimization. Decomposition relies on algorithmically re-
structuring of processes and thus do does not require visualization. Optimization is
commonly based on metrics where weaknesses in existing process executions are
identified. Such weaknesses might not require specific visualization. Nevertheless, it
thus appears that visualization is an integral part of most process mining techniques.

Our review also revealed that a variety of diagram types are used to visualize process
mining outputs. The most common is by means of node-link diagrams. The listing of
various visual and interactive elements overlaid with node-link diagrams however, seem
to indicate a lack of standard or structured way of making design choices. Our review
also showed that developers of process mining techniques did not employ a systematic
or structured method when making design choices. Design choices are rather oftentimes
reached arbitrarily. This is somewhat surprising considering the crucial role visualiza-
tion plays when exploring and analyzing complex data. Taken together, these results
reveal a gap in the visualization design practices within the process mining field. There
is thus a need for a specifically tailored visualization framework that supports developers
to design useful visualizations for the output of process mining techniques.

3 Framework

This chapter describes our proposed framework for guiding developers of process
mining techniques in composing process diagrams. The first part sets the foundation of
the framework. The second part moves on to describe its development process and the
final part presents the structure and content of the framework.
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3.1 Foundation

We propose a framework that is specifically tailored for process mining techniques.
The framework serves to support a developer when designing diagrams, it is not a tool
that offers suggestions when given requirements as an input. The primary audience is
thus developers of process mining algorithms, who do not have professional experience
in the design field. The framework aims to aid the aforementioned developers in
making informed design decisions. Hence, the output of the framework is a set of
decisions options that a developer can decide on to compose a visualization, not a
ready-made composition or a mock-up. It should be noted that in this context, design
refers to the structure (requirements) of the visualization of process mining output and
not for instance its appearance.

The framework focuses on process diagrams because our review showed that they
are the most prolific type of diagram. Most process mining techniques require an
understanding of the topology of processes, which is usually supported by node-link
diagrams, i.e. process diagrams. Moreover, far too little attention has been given to the
design of the visualization of process mining tools, resulting in limited guidance in
designing process diagrams [1].

Our framework is based on the literature analysis describe in Sect. 2. While the
identified studies provided a plethora of aspects to consider, they did not provide a
sufficient foundation to shape a framework. There is, therefore, a need for a founda-
tional data visualization theory to build upon. To this end, we chose Munzner’s
visualization theory [3] for two main reasons. First, Munzner’s work [3] proposes an
overarching framework for designing and analyzing data visualization. The framework
considers all aspects of the visualization process, from domain and data analysis to
validation. Furthermore, the core of Munzner’s work, how to visualize data, is well
aligned with our purpose. Secondly, Munzner’s work is based on well-accepted aca-
demic work on data visualization theory (c.f. [35–37]). Other frameworks such as those
by Few [38], Ware [39], Cairo [40], Wilkinson [35], and Tufte [36] were considered
but found not appropriate for our purpose. They either mostly focused on dashboards
[38], considered presentational rather than explorative data visualization [40], focused
on how visualization is perceived [39], or discussed theoretical foundations rather than
practical implementation of visualization [35, 36]. Munzner’s work in contrast is user-
centric, considers representation and interaction, is systematically categorizied and
organized, and addresses specifics of network data and node-link diagrams.

Munzner presents the data visualization process as a nested model where the output
of one layer serves as an input to the next. Munzner considers four layers, domain si-
tuation, data/task abstraction, visual encoding and interaction idiom, and algorithm [3].
The question of “how to visualize”, which is the focus of our framework, lays in the
third layer – visual encoding and interaction idiom. Munzner breaks this part into
several questions which are then decomposed further into additional sub-questions.
Together, the questions form a hierarchical design tree for design choices [3].

The structure of Muzner’s framework is generic. It can therefore be used for a wide
range of data visualization cases. This characteristic of the framework enables
designers, who aim to expand their awareness of different visualization possibilities, to
explore data visualization for a multitude of contexts. However, its generic nature
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makes it unsuitable for developers who face design choices when visualizing process
diagrams. The wide spectrum and the vast materials to consult when designing process
diagrams, will most likely be more confusing than constructive for a developer. To
address this limitation, we propose a framework that is adjusted and specialized for the
context of designing process diagrams within the domain of process mining techniques.

3.2 Development

The framework was developed in three steps. The first step was to identify questions
that should be considered when designing process diagrams and set them into a logical
sequence. During the second step, the questions were enrichened with alternative
answers. The third step addressed understandability aspects of the framework. For this
step, we developed illustrations to improve the understandability of the used concepts
and terminology.

The aforementioned design questions were extracted from Munzner’s theory [3]
and mapped against process mining visualization practices. We only included questions
that were applicable to process mining techniques. Complementary questions were
included where Munzner’s theory failed to cover design aspects essential to process
mining techniques. For instance, most process flow diagrams within process mining are
directed whereas Munzner’s theory does not cover directed node-link diagrams suffi-
ciently. Therefore, we added for instance, the question of “how is the sequence of the
process shown?” This question is derived from process mining practice and not from
Munzner’s visualization theory. The final selection contained 62 questions which were
considered relevant for our framework.

We then structured the questions using a top-down approach. We identified two
main areas – encoding and interaction. Each of these areas was divided into two
subcategories. Encoding was divided into arrange and map and interaction was divided
into reduce and change (see Fig. 1). The remainder of the questions were structured
along these four subcategories. After dividing the questions, we identified the depen-
dencies between the questions i.e., one question cannot be answered before some other
decisions have already been made. For example, the decision about the basic elements
of a diagram must be taken before designing the details of that same diagram. These
dependencies defined the sequence and hierarchy of the questions. In cases where there
did not exist dependencies, the questions were ordered according to Munzner’s visu-
alization theory [3].

In the second step, the questions were enriched with alternative options. When a
developer has to take design decisions, they are not served with alternative options. To
address this limitation, our framework proposes alternative solutions for each question.
The alternative solutions were extracted from the visualization theory we selected as
foundation [3]. For instance, the first question in the framework is “what is the base
diagram?”. Munzner lists three alternative solutions to this question, which are all
included in our framework – node-link diagram, adjacency matrix or enclosure [3]. If
Munzner’s theory did not provide suitable options for the process mining context or if
options were missing, we drew examples from process mining diagrams to identify
suitable options. An example is the answer to the question of “where does the
embedded data appear?”. The options added are pop-up window or pane that appears
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on the diagram itself, covering parts of it [17], or in a separate area next to the diagram
[14]. When required, we searched for additional supporting theoretical material. For
instance, the options to the question of “how are the basic elements ordered” were
taken from Colligan et al. [41] who conducted a comparative study on the effectiveness
of hierarchical versus sequential visualization of care-processes. The strengths and
weaknesses were extracted together with the specific answers from the visualization
theory or inspired by general principles from the theory [3]. In cases, where dualistic
pros and cons were irrelevant, common practices with brief reasoning extracted from
the literature study were listed instead of theoretical trade-offs.

The last step in the development of our framework aimed at improving the com-
prehension of the framework. This was achieved by adding visual illustrations. All
visual illustrations were inspired by examples drawn from state of art studies or data
visualization theory. For example, the illustration next to the question of how to solve
occlusion in animations was inspired by the work of de Leoni et.al. [17], who propose a
process animation tool called Log On Map Replayer (see Fig. 2). Examples were also
inspired by modelling languages, such as using the pool and lane concepts commonly
known from BPMN [42] to give an example of the use of spatial region in process
mining (see Fig. 3).

Fig. 1. Reference model of the framework. (Color figure online)
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3.3 Overview

In this section, we introduce the structure and main contents of the framework. The main
contents of the framework are illustrated in Fig. 12. The model should be read from
inside out as the topics are in a hierarchical order. The topics are divided into two
building blocks – “encoding” and “interaction”. Encoding contains questions about
visual aspects of the diagram while interaction covers questions about how to manip-
ulate the diagram. In encoding, the developer chooses to visualize the frequency and
duration of process activities as two separate layers of a process diagram. In interaction,
the developer decides how the user of the diagram can switch between these two layers.

Encoding is further divided into two sub-topics – “arrange” and “map”. Arrange
covers questions on the basic structure of the diagram, such as which type of base
diagram to use as well as the ordering and alignment of diagram elements. For instance,

Fig. 2. Illustrations in the framework were inspired by existing tools and visualizations. An
illustration for a question about solving occlusion in an animation (upper image) was inspired by
Log On Map Replayer solution (lower image) [17].

Fig. 3. Illustrations used in the framework were also inspired by modeling languages, such as
illustrating the use of spatial region as employed in BPMN [42].

2 The framework and detailed instructions on how to use it are available at
https://owncloud.ut.ee/owncloud/index.php/s/lQxL4P1Iq2Z9ofN .
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when encoding, a developer decides on using a node-link diagram where nodes (ac-
tivities) are ordered sequentially. The direction of the flow of activities is also deter-
mined. The direction can be from left to right with a start event placed on the left-hand
and the end event on the right-hand side of the diagram. When mapping, the focus is on
the aesthetics of the diagram. In mapping, decisions are on which attributes (such as
color and shape) are used in a visualization. For instance, a developer might wish to
visualize the frequency and duration of the process execution with color saturation –

e.g. the darker the shade of the node color, the higher the number of process instances
or duration. As two attributes, frequency and duration, are shown on the same diagram,
the mapping also guides the developer on faceting the diagrams. In this example, the
user can switch between views, one for frequency and one for duration. Using only
color saturation is not enough to convey what the encoding means. To facilitate
understanding, mapping also contains questions on legends and labels.

Interaction also consists of two sub-topics – “reduce” and “change”. Reduce refers
to which data the user can choose to be visualized. The user can e.g. use zoom and pan
(scroll) to highlight specific aspects of interest. Filtering and abstraction allow for select
subsets of the dataset to be visualized. Change on the other hand, refers to changing the
diagram. Change considers what the user can change, how the changes transition from
one image to another, and which user actions trigger changes. In mapping, developers
chose to facet duration and frequency as two separate versions of the same diagram. In
“change”, a developer can determine “how” by considering which is to be the default
view and how to switch between the views.

The reference model depicted in Fig. 1 illustrates the main topics covered in the
framework. The full framework consists of a set of questions, categorized according to
the main components of the reference model. The questions are structured according to
the topic they belong to. For instance, the question of “what is the base diagram” is part
of “arrange” which in turn, is under “encode”. As such, the framework systematically
guides the developer when visualizing process mining outputs through a set of ques-
tions. Table 2 provides an example for questions and their structure. For example, on
the reference model, encoding is divided to two parts – “arrange” and “map”, which
corresponds to the question (level 1) of “how to encode data”. This question is then
further divided to two questions (level 2), namely “how to arrange data” and “how to
map data”. At the third level, the questions are broken down into detailed sub-
questions. The framework also provides further considerations for each alternative
answer of the detailed sub-questions questions.

In Fig. 4, we illustrate an example of alternative answers to a sub-question at the
fourth level, namely for the question of “where does the embedded data appear”. The
available alternatives are “on the diagram” and “off the diagram”. The framework also
indicates further consideration (strengths and weaknesses) of each alternative. Embed-
ding the data in the diagram makes it easier to track but requires space which might
occlude other relevant parts of the diagram. Also, if it is important to see the diagram
while drilling into detailed level of data, “off the diagram” might be a better alternative.
“Off the diagram” refers to presenting detailed information on a separate pane which does
not cover the diagram. The downside is the space required for the pane will come at the
expense of the space allocated for the diagram. Thus, the framework provides the
questions and relevant considerations for each of alternative solutions (Fig. 4).
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4 Evaluation

In order to evaluate the usefulness of the framework we conducted a case study it in a
real-life project. The aim of the evaluation was to identify strengths and weaknesses of
the framework as well as means for further improvement. In the following we will
describe the design of the evaluation (Sect. 4.1) before discussing our findings.

Table 2. Hierarchy of the questions in process visualization framework

Level 1 Level 2 Level 3

How to encode
data?

How to arrange data? What is the base diagram?
What are the basic elements of the
diagram?
How are the basic elements ordered?
How is the diagram aligned?

How to map data? Which attributes are shown on the
diagram?
Which channels express the
attributes?
How is the data faceted on the
diagram?
How does the user know the meaning
of the channels?

How to design
interaction?

How can the user change the
visualization?

What can be changed on the diagram?
How do the changes appear?
What is the default appearance?
How can the changes be triggered?

How can the user reduce
data?

Does the diagram need panning?
Does the diagram need zooming?
Does the diagram need abstracting?
Does the diagram need filtering?

Fig. 4. An example of lowest level of question and its considerations of the framework.
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4.1 Design

The evaluation was designed as a case study since we aimed to explore its usefulness in
a real-life context [43]. Case studies are suitable for answering “why” and “how”
questions, particularly in cases where context can provide insightful information and
the research requires an observational approach [44].

The aim of the framework is to support developers to create visualizations of
process mining diagrams, specifically process maps. It thus has to fulfil the following
four main criteria: (1) it has to be understandable by developers of such visualizations;
(2) it has to be relevant in the given context; (3) it has to be complete in order to support
developers to create visualizations that are useful to and useable by process analysts
and (4) it has to be easy to use by the target audience to ensure a balance between the
time and effort developers spend using the framework when designing visualizations.
The evaluation thus focused on perceived understandability, relevance, completeness,
and usefulness of the framework.

The unit of the analysis was defined as follows:

• The effect of the framework on data visualization design tasks executed by
developers of process mining tools.

The effect was observed through the lens of the following questions that address the
understandability, relevance, completeness and usefulness:

• How is the framework understandable/unclear for developers?
• How is the framework relevant/irrelevant for the process of designing visualizations

for process mining diagrams?
• Which aspects are potentially missing from the framework?
• How easy is it to use the framework?

The case study took place in the context of a project that aims to visualize data from
a queuing management system used to manage border crossing. A group of developers
were building a process mining tool that would help to translate data from afore-
mentioned queuing management system into insightful information to improve and
innovate the queuing process. The focus of development was process discovery, per-
formance analysis, predictive monitoring, and deviance mining. The developers of the
tool used the framework to design visualizations for process diagrams of the tool the
team was developing.

We chose three members (See Table 3) as participants in the case study – a data
scientist and two researchers. All participants have had experience in developing
process mining techniques. The data scientist (P1) was currently working on a PhD
thesis in process mining field and has worked on industry projects related to process
mining. Both of the researchers have about 10 years of experience in developing tools
in the context of process mining. In addition, all the participants have had previous
experience in data visualization. The first participant had been using data visualization
mostly for presentation purposes. The second participant (P2) had become acquainted
with data visualization concepts through practice as well as theory. The third partici-
pant (P3) had developed process mining tools that include visual presentations – some
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lectures s/he holds require familiarity with the data visualization literature. None of the
participants were professional visualization designers.

The procedure of the study was conducted as follows. Each participant was invited
to an individual session, which was divided to three parts. The session started with a
semi-structured interview during which the participants were asked to explain the
project they were working on and their role in the project in more detail. They were
also asked to explain potential issues they were facing during the project. After the
interview the participants were asked to explain their initial visualization ideas before
they were introduced to the framework. The participants were then asked to use the
framework – which they received in a printed form – for their respective visualization
task. The final part of each session was a semi-structured interview during which we
asked the participants for their opinions about the framework and their perspective on
the impact it had on their visualization task. Each session was audio recorded and the
researcher conducting the studies took additional field notes.

4.2 Discussion

The following results are structured along the aforementioned evaluation dimensions of
understandability, relevance, completeness, and usefulness.

Understandability. All participants found the framework to be understandable
(“Definitely it was easy”, P2). This was evident by the participants not struggling with
aspects, such as which questions to answer or the meaning of illustrations or tables.
Also, all participants were able to identify the purpose of the framework (“to get a
better understanding, to formulate a visualization task better”, P1). The participants
reported the framework to be useful for tool improvement, making vague visualization
ideas more concrete and using it as an inspiration point for designing new visualiza-
tions. One participant referred to it as a catalogue of tested ideas (“sort of a catalogue
with some already tested practices”, P2), which can be revisited several times during
the design process. Another participant saw its use in user surveys to identify the
solution that the target users would prefer. Two participants pointed out the potential to
develop the framework into a mock-up tool, which would turn answers to questions in
the framework into sample visualization.

Table 3. Case study participants

ID Experience Field Project focus

P1 4 years Industry projects
Academic research

Predictive monitoring

P2 10+ years Academic research Process discovery and performance analysis
P3 10 years Academic research

Teaching
Deviance mining

Designing Process Diagrams 475



Even though, the basic understandability of the framework was good, all the par-
ticipants highlighted aspects that could be improved. Two participants found parts of
the terminology to be confusing. One participant found the terms easy but added that
this is due to his familiarity with literature on visualization theory. One participant
suggested a glossary (“maybe it would be helpful if somewhere were those [defini-
tions], so that they can be immediately looked up”, P1), where the terms could be
easily looked up. Another issue mentioned by two participants was targeting of the.
Both mentioned two potential reasons for their issues related to the understandability of
the questions: The wording of the questions – it was not clear if the questions are about
existing solutions or prospective preferences. For example, “How is the diagram
aligned?” refers to something that already exists, while wording such as “How would
you like the diagram to be aligned?” is aimed for the designer to think about how s/he
would design a future diagram. The second potential reason for aforementioned con-
fusion was the sequence of topics and transitions (“sometimes it is difficult to follow the
sequence of questions”, P3). The questions move from one topic to another with abrupt
transitions and the user may miss that the target of the question has switched.

Relevance. The participants found the framework relevant for their work in particular
related to developing new ideas or improving and clarifying existing ideas of process
mining visualizations. The purpose of the framework was easy to understand for the
participants and it was found relevant for all process mining visualization tasks which
include tool improvement as well as inspiration and a guidance for making ideas more
concrete. All participants mentioned that the framework helped them to develop new
ideas for their respective visualization task and they would recommend it to their
colleagues who struggle with similar tasks (“yes, I think it helps to put ideas together,
especially in the initial stage of development”, P1).

Completeness. Most of suggestions for adding and changing the framework stem
from aforementioned understandability issues (“I don’t know how complete the idea
gets, maybe you can add even more alternatives”, P3). For instance, examples of real
tools and a glossary of definitions were suggested to improve the clarity of the
framework. Also, the transitions between topics were brought out as a potential place to
improve the comprehensibility of the framework. One participant suggested a solution
for clarifying the targets of the questions by reducing the topics in the framework. For
example, focusing on one of the main topics – representation of data or interactivity –

and allowing users to explore the selected topic in more depth, while discarding the
other. One participant saw a possibility to include more questions specifically about
embedded data – how to visualize data that is shown in the pop-up windows.

All participants also saw a potential to digitalize the framework (“if the framework
was digital, then it would be very comfortable to see the final result”, P1). Two
participants mentioned the potential to develop the questions in the framework into a
mock-up tool that could show an example diagram based on the selected alternatives.
One participant suggested to hide the positive and negative aspects in the default view
and provide the user with a respective option that allows him to reveal them if
necessary.
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Usefulness. One participant estimated the level of required focus high, while two
others thought it required little effort to use it. The participants also mentioned that
terms and targets of questions were the most difficult to understand. The time required
for going through the framework on paper varied from 25 to 45 min. However, two
participants mentioned that it should be used repeatedly during the visualization
development process. All participants thought that time and effort they put into using
the framework was worthwhile. The framework helped them to develop new visual-
ization ideas and make existing ones more concrete in a relatively short time.

4.3 Limitations

The evaluation of the framework had a number of limitations. First of all, the frame-
work was evaluated on experienced developers with familiarity of visualized outputs
from process mining techniques. As such, the framework might require further
instructions for novice developers. Furthermore, the evaluation did not include repre-
sentatives of intended end-users of the visualization such as process analysts. Also, the
evaluation focused on developing new node-linked diagrams. Although visualization
within this field predominantly uses node-linked diagrams, the suitability of the
framework for other types of base diagrams was not covered in the evaluation.

5 Conclusion

During the course of this paper we presented the development and evaluation of a
framework that supports developers in designing process mining diagrams. Our work
showed the importance of visualizations in process mining field and revealed the
complexity of the design tasks developers are facing. Regardless of the importance and
complexity of the visualizations, most of diagrams are currently designed by devel-
opers with little to no training in developing visualizations and with no systematic
support. Design decisions are instead often based on a combination of logical argu-
mentation, existing practices and domain input.

The proposed framework is based on two cornerstones – existing process mining
visualizations and data visualization theory. Majority of the topics covered in the
framework have their foundation in the visualization theory forwarded by Munzner
[27]. However, adjustments were made to the theory to make it relevant to process
mining. The framework consists of questions and alternative answers with strengths
and weaknesses. In addition, illustrations that are specific to process mining, were
designed and added to the framework to increase the comprehensibility through visual
examples.

We evaluated the framework in a case study with three developers. The evaluation
revealed that the developers found the framework relevant and balanced in terms of
how much effort it requires and how beneficial it is to the task at hand. The main value
of the framework was found in making vague ideas concrete, coming up with new
ideas, and improving existing ones. The evaluation also revealed potential means for
improvement such as clarification of terms.
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In the future, we aim to extend the framework to other types of visualizations such
as dashboards used in process mining. Another possible venue is improving the format
of the framework by developing an online tool.
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3 INESC-ID, Rua Alves Redol 9, 1000-029 Lisbon, Portugal

Abstract. Managing and controlling costs is a major concern in every
organization. To cope with costs complexity, enterprise models are
referred in the literature as solutions to understand that partial view
of the reality. Enterprise Architecture (EA) is one of the solutions that is
widely used to cover many of the stakeholder’s concerns and viewpoints.
However, EA lacks a viewpoint for representing costs. In this paper
we present an ArchiMate viewpoint as an extension of any EA model,
allowing costs representation. The proposal is grounded in the Time-
Driven Activity Based Costing (TDABC) method. Our proposed view-
point includes the ArchiMate concepts, their relationships and properties
enabling the calculation and representation of costs in EA according to
TDABC. To validate the usefulness and applicability of the proposal a
well-known Harvard case study related with Heart Bypass Surgery is
used to formulate a questionnaire. Then, it was applied to EA experts
and the results are analysed using a quantitative approach. The paper
concludes that representing costs in the architecture is considered as a
good option for stakeholders to analyse and draw conclusions about the
costs of their business processes and also to enables a better display of
cost information when compared to unstructured representations.

Keywords: ArchiMate · Costing · Enterprise Architecture · TDABC
Viewpoint

1 Introduction

Managing and controlling costs is a major concern for organizations, since it
plays a crucial role for business management [1]. This concern is a priority
because costs are fundamental in any organization [2–4] and according stake-
holders’ opinion, by addressing this concern it could help them to decrease the
costs related to the organisation’ business [5]. This is relevant because in order
to reduce costs, managers need to know the principal determinants of cost. This
is not always obvious due to the complex interplay of the set of cost drivers
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[1], that if poorly understood can compromise the total cost estimation, affect-
ing the quality of the organization’ cost information. According to Kaplan and
Cooper [6] poor cost information about the organization’ cost objects, increases
the likelihood of leading to a bad competitive strategy, which may affect the
organisation’ performance, having direct impact on its results.

EA is considered as a valuable organization’s information basis, that initially
was only used for having a blueprint of organizations in their several domains,
but that over the years evolved into a powerful way to actively managing an
organisation, helping it to cope with a several number of its stakeholder’s con-
cerns and viewpoints [7,8].

However this evolution was mainly focused on EA functional properties leav-
ing aside EA quantitative aspects like cost measures, which are also important.
Although EA is recognised as a viable solution to represent organization’ costs
[5,11], it lacks a viewpoint for representing costs, not allowing to fulfil one of its
stakeholder’s main concern, like the EA costs concern [5].

ArchiMate is an EA modelling language that covers a broad range of aspects
(from technology to business layer), allowing to represent EAs, costs and also
the relation between those costs and their sources (EA elements).

This paper presents an approach for estimate, manage and represent the cost
analysis of EAs. This approach is based on a mapping between ArchiMate and
Time-Driven Activity-Based Costing [9], which allowed us to create an Archi-
Mate viewpoint framing a set of concerns, for supporting EA cost analysis.

Our proposal has one major objective: a specification of the concepts, rela-
tionships and attributes that capture the fundamental information for represent-
ing and reasoning upon costs of an EA description.

The remainder of this paper is structured as follows. Research Methodol-
ogy describes the method used to guide our research. Then, Research Problem
presents the problem that this proposal intends to address, as well the motiva-
tion to solve it. Section 4 presents the theoretical background, followed by the
related work where it is introduced the existing literature regarding the prob-
lem domain. In Sect. 5, we detail our proposal, as well the main objectives that
we want to achieve with its use. To demonstrate our work, in Sect. 6 it is pre-
sented the application of our proposal to a case study. The evaluation process
and criteria are defined in Sect. 7. Lastly, some concluding remarks are given in
Sect. 8.

2 Research Methodology

Design Science Research Methodology (DSRM) [10] was chosen as the research
methodology to be used throughout this research.

This methodology aims at developing solutions (artifacts) to important busi-
ness problems overcoming traditional research methods whose final result was
most of the times merely explanatory and theoretical, not being applicable to
the problem found. Such artifacts include constructs (vocabulary and symbols),
models (abstractions and representations), methods (algorithms and practices)



A Viewpoint for Integrating Costs in Enterprise Architecture 483

and instantiations (implemented and prototype systems) [10]. This IS method-
ology is widely-adopted by researchers due to its appropriateness to researches
that intend to create, evaluate and improve new and innovative IT artifacts,
which is the case of our proposal.

DSRM is an iterative cycle composed of six steps [10]:

– Problem Identification: present and explain the research problem together
with its importance to the relevant community;

– Objectives Definition: describe the solution’ objectives inferred from the
problem definition, in order to solve the identified problem;

– Design and Development: describe the functionality of the artifact that
will be developed as well the models and methods applied to create it;

– Demonstration: demonstrates both the feasibility and the utility of the
artifact to solve one or more instances of the problem. Examples of demon-
strations are experimentations, simulations, cases studies, proofs, or other
appropriate activity;

– Evaluation: measure and classify the usefulness, quality and the effectiveness
of the artifact. It can be done according to several methods (observational,
analytical, experimental, testing or descriptive);

– Communication: communicates the problem and its relevance, the research
proposal (artifact developed), and the utility of the artifact to researchers and
other relevant audiences.

3 Research Problem

EA is a powerful tool, being one of its main purposes to assist managers in the
process of decision making by offering an insight into cross-domain architecture
relations, typically through projections and intersections of underlying models
[7]. In order to provide such support, EA models should be amenable to quanti-
tative analyses of various properties (e.g. performance, cost, etc.), thus providing
a basis for fact-based EA-related decision-making. According to the results of
a survey [5], where several Chief Information Officers (CIOs) (which is the EA
primary stakeholder) were interviewed, the main concern about business, that
they were expecting EA would help them to decide about, is the EA cost related
concern. However, even though costs are fundamental for an organization to
guide their decision making process [2–4] and being EA a crucial instrument to
help stakeholders in this process, there is little or no explicit support to include
cost information on EA, thereby allowing better decisions.

Although ArchiMate, which is a modelling language (used by scholars and
practitioners worldwide) and open standard that can be used for modelling EA
descriptions, allows to model costs through the motivation element “Value” [11]
it is not possible to fully address the EA costs concern. The main reason for
this limitation is because it does not exist a selection of a relevant subset of the
ArchiMate concepts and their relationships that allow to model this concern with
the necessary level of detail regarding all the necessary cost information (how
much cost a resource or what is the capacity of a resource), so that is possible to
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apply a cost model while modelling an EA, adorning the relevant entities, like
resources or activities with pertinent cost information. So there is a challenge
that has to be overcome, which is: the lack of solution to integrate the
knowledge from EA models with cost models. Otherwise EA will continue
to lack an important aspect regarding decision support, that would allow to have
an higher degree of transparency and would help stakeholders, like managers or
CIOs, to perform EA-related decision based on costs more easily.

4 Theoretical Background

This section intends to give a brief overview of the context where this work is
inserted. To do this we start by explaining the main concepts related to identified
problem and also the ones that are going to be used to address it.

4.1 Enterprise Architecture

Enterprise Architecture (EA) allows to describe, design and control several parts
of an organisation’s structure (business processes, applications, technology) by
applying architecture principles and practices to guide organisations to fulfil
their organisational objectives [7]. This way it provides an holistic view of the
organisations, based on views that allows to see the relationship between artifacts
and architectures, as also the existent dependencies between the various layers of
the enterprise [7]. The alignment between the organisation’ layers allow to have
a blueprint of the organization, which is used to manage and align assets, people,
operations and projects to support business goals and strategies, improving the
governance of its processes and systems [12,13].

4.2 ArchiMate

ArchiMate graphical modelling language is a standard from The Open Group
used by scholars and practitioners worldwide [14] to describe, analyse and visu-
alize an architecture representation in its several domains [7]. Thus allowing
EA’ stakeholders to access and communicating the consequences of decisions
and changes within and between the several organization domains by providing
a graphical notation to represent EA over time [7].

The language core defines the elements (concepts and relationships) that
are necessary to model an EA [7]. ArchiMate core has a layered look due to
its division in layers: business, application and infrastructure. Regarding the
aspects ArchiMate distinguishes in each layer the several elements in three groups
according to its characteristics: Active, behaviour or passive structure.

Respecting visualization and according with the Zachman Framework [15],
ArchiMate allows to have a separation of concerns through the use of views.
These views are defined by viewpoints, which is a sub-set of concepts and rela-
tions that allows to model and focus on a certain aspect of the EA. The main
purpose of viewpoints is to serve as a mean of communication about certain
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aspects of an architecture. The aspects and the viewpoint content are based
on the stakeholders’ concerns. So, even though there is only a single EA for an
organization, all of its stakeholders can benefit from it, since through viewpoints,
each stakeholder can view the EA according to its needs.

Extending ArchiMate. ArchiMate is one of the most expressive modelling
notations in the EA domain. Therefore the language’ core, embedded in the
ArchiMate metamodel, contains only the basic concepts and relationships that
serve general EA modelling purposes. However, the language should also be able
to facilitate, through extension mechanisms, domain-specific purposes.

For this purpose ArchiMate allows to extend its core by adding attributes to
ArchiMate concepts and relationships. For example when interested in perform-
ing detailed quantitative analysis using key performance indicators [16].

Since one of the goals of the ArchiMate language [7] is the integration of
detailed design models, together with the characteristics presented before, it is
perfectly suited to address the problem previously identified.

4.3 Costing Method

Generally, there are two possible approaches of estimating costs: bottom-up
or top-down [17]. Top-down approaches are based on resource’s use estimates,
being their results dependent on the quality of the estimate used. Bottom-up
approaches such as activity-based costing (ABC), quantify the amount of each
resource that is used to produce a service and apportion costs accordingly to esti-
mate unit costs [17]. Therefore, the results of these approaches are more feasible,
however, comparing with the top-down, they require more effort to implement
[17]. In spite of its advantages, it has been difficult for many organizations to
implement ABC due to problems related with its implementation and data col-
lection [9].

Time-Driven Activity Based Costing. Due to several criticisms of the ABC,
its authors without fully abandoning the concept (after all it helped many com-
panies identifying important costs [18]) came up with a newer and refined ABC.
This method was the Time-Driven Activity Based Costing (TDABC), that was
simpler, more flexible and easier to implement.

TDABC only requires two estimates: (1) capacity cost rate (CCR) of a
resource (calculated by dividing the cost of a resource by its practical capac-
ity (amount of time that a resource is available to work)), and (2) time needed
to execute each activity. With these two measures it is possible to determine the
cost of an activity, by multiplying the time taken by its unit cost.

To solve the ABC low flexibility problem, due to fact that a small variation
in an activity originated a new one, TDABC introduced the concept of time-
equation, that is a linear equation that represents costs in function of the time
and resources it consumes, allowing to represent conditions and cycles.
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An example of this, is the case of the activity “Process Order” in a logis-
tics department, that for special needs, extra time is needed to finish. In ABC
this would result in two activities, “process normal order” and “process special
order”. In TDABC its simpler because this variation can be expressed in the
same equation (Eq. 1), reducing the number of existing activities in comparison
with ABC. This equation means that processing an order consumes 5 time units
of the logistics department for every order, plus 3 additional time units for each
special order. This way it is possible to consider a greater complexity of the
reality avoiding an exponential growth of the number of activities by grouping
all the activity’ variations in a single time equation.

Order processing = 5 + 3 ∗ [ If special ] (1)

Another advantage of the TDABC is the possibility of measuring the unused
capacity that can give the ability to carry out performance analysis [9].

We decided to focus on Activity-Based methods, like TDABC, since our
objective is to calculate the cost of a service or product, and some of the other
existent costing methods are outdated (e.g. direct costing) or are focused on
value (e.g. Lean) or on quality (e.g. Just-In-Time), and so on. Also, there is a
clear parallelism between the activities defined in Activity-Based methods and
Business Processes in ArchiMate, which will make the connection between the
diagrams and the costing template easier.

5 Related Work

The related work consists of contributions dealing with EA cost analysis. One
of the first initiatives where this non-functional EA aspect was addressed was
[19], where associated to a possible EA scenario was its probable cost. This way
stakeholders would have a criteria to decide about the best scenario to choose.
However this cost may not be entirely representative, since it was estimated
based on unfounded assumptions instead of its absolute value.

In the case of [14] even if it is presented an ArchiMate costs viewpoint to
address the EA costs concern, the way costs are calculated is based on simplistic
traditional cost methods, which may distort the real value of a cost object.

Similar to [14], in [20] ArchiMate is used to model EA’ costs, however even
being a viable solution to represent costs, the cost analysis method used in this
work in some cases may lead to incorrectly estimates due to the way how the
resources’ cost is allocated. For example the cost of a behaviour element (e.g.
business process) is the sum of the cost of all resources used by that element,
however in case we are considering a resource that is used by more than one
business process at the same time, its cost cannot be considered twice, instead
it as to be divided between them according an adequate criteria (e.g. if two
business processes are being performed at the same time, in the same facility,
but in different rooms, the facility cost has to be divided by the two business
processes, using as criteria the space occupied by each one of them). Furthermore,
this proposal does not consider all the relevant kind of resources, not allowing
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to address all the possible cost analysis scenarios. For example, in case of a
human resource, it can be modelled either by a business actor (the only option
considered in [20], which is the most common) or by a business role (in some
organizations an employee can have different costs according the role performed).

In [11] ArchiMate is used to represent the business models of an organiza-
tion using Business Model Canvas (BMC), serving a bigger purpose than only
to address the EA costs concern. The cost analysis method used in this work is
an updated version of [20], overcoming one of its predecessor limitations by con-
sidering all the resources concepts necessary to model all the possible scenarios.
However in BMC only the key resources are considered, leaving aside indirect
resources, which even if not directly linked to a cost object are necessary to run
the business and may have a considerable impact in its final cost.

All approaches previously mentioned, although being a valid option to rep-
resent costs have some issues regarding the way costs are calculated. This is
mainly due to the absence of the use of an appropriate costing method. How-
ever according our literature review there are two approaches [21,22], where EA’
costs are calculated according an appropriate costing method. In these proposal
the authors present a method to apply TDABC in a business process (modelled
in Business Process Model and Notation). Both proposals are valid options to
estimate organisation’ costs, however, even if considering all the different cost
sources, they allocate all those costs to human resources, making difficult to
know what are the resources necessary to realize a certain product or service
and also to distinguish their impact on its the final cost.

All the existing solutions although related to the identified problem do not
solve it entirely, because none of them considers all the relevant aspects necessary
to solve the problem. Some of the key aspects that a solution for the problem
identified in this paper should take into account are: allow cost analysis according
an appropriate cost model (like TDABC, which we believe, that in addition to
its advantages is the costing method most appropriate to use in cases like this),
based on the organisation’ EA (in order to benefit of its advantages) and easy
to analyse and understand (facilitating its use and allowing to communicate
effectively and clearly - with transparency - its results to relevant stakeholders).

6 Proposal

This section presents an ArchiMate viewpoint that allows to apply a costing
method (TDABC) while modelling an EA, making possible to verify the costs
associated to an EA. The aim is to support communication and decision-making
amongst stakeholders during the cost analysis process. The viewpoint specifies
the concepts, relationships and attributes that must be taken into account when
considering the cost analyses of a certain cost object.

6.1 Objectives

The main objectives that we intend to fulfil with the use of this proposal by
improving cost representation in the EA are:
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– Express and reason upon the underlying elements regarding EA costs concern;
– Enable stakeholders to know their EA real costs;
– Aid in the communication and decision-making towards EA costs;

6.2 The Viewpoint

Our proposal is based on two artifacts: a mapping (between TDABC and Archi-
Mate) and an ArchiMate viewpoint (based on the previous mapping, with the
purpose of explaining how to use ArchiMate in order to make possible to apply
TDABC while modelling an EA).

6.3 TDABC-ArchiMate Mapping

So, after selecting the methods and approaches that will be the basis of our
proposal, the initial step to reach our first artifact was to identify the TDABC
main concepts and only then map them in the possible ArchiMate elements (first
column of Table 1).

The ArchiMate concepts suitable to be related with the TDABC concepts,
are not in a single layer, since a cost method in order to be useful needs several
types of information from the different layers (business, technological, etc.) [9].

To define a valid correspondence between the two we started by comparing
the concepts existing in TDABC with the ones defined by ArchiMate. Table 1
shows and motivates the proposed correspondence resulting from this compari-
son. Remind that this is a unilateral mapping relation and not bilateral one.

As can be seen, not all the TDABC concepts have a correspondent ArchiMate
element (these being modelled as other ArchiMate elements attributes), even
being ArchiMate a very rich language. This is due to ArchiMate not consider
the time, which is a vital concept for TDABC (time is used to describe the
resources’ capacity and the unit time estimate of an activity). Thus, the only
way to model time is extending ArchiMate using for that purpose the attributes
of an element. In our case, those elements will be the elements that represent a
resource and the ones that represent an activity.

“Final cost” was the only cost related concept that was modelled implicitly
because there is only one cost for a cost object (what does not have a big impact
on the diagram complexity) and because it is the main result that we aim to
check with the use of this viewpoint.

Regarding TDABC-ArchiMate resources mapping, we based on Technol-
ogy Business Management (TBM) framework1 to name the different types of
resources (as can be observed on Fig. 1). The main reason why we did this was
that the TBM framework provides a standard taxonomy to describe cost sources
and also because one of its main stakeholders be the CIO (same as ours). Thus,
by using this taxonomy we are assuring that the terms used are understood and
mean the same thing for everyone, allowing to create a basis for costs trans-
parency and providing a standard taxonomy for reporting costs.

1 https://www.tbmcouncil.org/learn-tbm/tbm-taxonomy.

https://www.tbmcouncil.org/learn-tbm/tbm-taxonomy
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Table 1. Defining the correspondence between TDABC and ArchiMate

TDABC ArchiMate Justification

Activity Business

Process

An activity [in the TDABC] is defined as any event, unit of work or task with a

specific goal. This definition conforms to the ArchiMate definition of “Business

Process”, since both define it as something with an objective, which this case is to

realize a cost object

Resource

Pool

(Labour,

hardware,

soft-

ware...)

(Resource)-

Business

Actor -

Business

Role -

Application

Component -

Node -

Business

Service

A resource [in the TDABC] is defined as a factor required to complete an activity.

This definition reproduces almost literally the definition of “Resource” ArchiMate

element. Due to this and according with [7], the particular cases of a Resource are:

Business Actor; Business Role; Application Component; Node. Besides these we

considered also the “Business Service” to represent outside resources (e.g. cleaning,

security, maintenance, etc.), which are not directly involved in the production of a

cost object, but without which it would not be possible obtain one. These types of

resource are usually used to serve other resources, assuring their normal usage.

ArchiMate [7] does not consider a “Business Service” it as a resource, but according

TDABC [9] and other authors [23,24], it clearly is one

Practical

capacity

(min)

Resource

Attribute

Practical capacity [in the TDABC] refers to how much a resource can really do

within a given period, being less than its theoretical capacity. ArchiMate cannot

model or express time, remaining as the only solution to use its extension

mechanism and representing it through an attribute, in this case a resource

attribute

Cost of

capacity

supplied

($)

Resource

Attribute

This equivalence was already presented and established in another work. “The only

ArchiMate concept that can be used to model cost is value. Another option is to

specify the costs as an attribute of the architectural elements generating them (e.g.,

a human, technical or informational resource). However, in such case (as opposed to

modelling cost as value), the modelling of cost sources is explicit, while that of

costs themselves is implicit” [11]

Capacity

Cost Rate

($/min)

Resource

Attribute

The resource’s capacity cost rate [in the TDABC] is calculated by dividing its cost

by its capacity, usually expressed as a cost per hour. So, this measure is a cost per

unit of time, thus it is still a cost. So it can be explained by the same reason

presented in the row above

Unity

Time

Estimate

(min)

Business

Process

Attribute

Same reason as “Practical capacity”

Cost

Object

- Business

Process

- Business

Service

- Business

Product

- Stakeholder

-Business

Object

A cost object [in the TDABC] is an item for which costs are separately measured.

There are several types of cost objects, of which we highlight the following three:

Output (which is the most common within an organization, allowing to estimate

the cost of their outputs (e.g. products, services)); Operational (internal to the

organization, allowing to know the cost of performing a certain behaviour (e.g.

process)), or External (extrinsic to the organisation, allowing to determine the cost

of dealing with a certain entity (e.g. customer, order)). The first two types have a

direct match to ArchiMate concepts. Regarding the last type, its first particular

case (customer) is a specialization of the ArchiMate concept “Stakeholder” [7],

whereas the second corresponds to a “Business Object” (see Time Driver row of

this table for more information)

Time

Driver

Business

Object

Attribute

A time driver [in the TDABC] is a factor that influences the duration of activities.

In ArchiMate the element which can be associated to an activity (represented by a

“Business Process” according our mapping) and that can represent an information

asset that are relevant for a business process, in this case influencing its duration

due to its information content, is the “Business Object”. For example the time

required to process an order is proportional to the number of items ordered, which

is described in the order, which in ArchiMate is represented as a Business Object)

Time

equation

Business

Process

Attribute

TDABC estimates the resources demand by a time-equation [9]. Just like “Practical

Capacity” this concept is also related with time, intending to model the time that

an activities took to be performed. By the same reason given for “Practical

Capacity” we choose an attribute to model this concept

Final

Cost ($)

Value Same reason as “Cost of capacity supplied”

Activity

Cost ($)

Business

Process

Attribute

Same reason as “Cost of capacity supplied” and “Final Cost”
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Table 2. Relationship matching

TDABC relationship ArchiMate relationship

is a Specialization

associate Association

is realized Realization

assigned Assignment

serve Serving

has Element attribute

Fig. 1. ArchiMate costs viewpoint

After the most suitable matches for TDABC were found in ArchiMate, we
analysed the relationships between them in order to match TDABC relationships
with ArchiMate relationships. The result of this step is presented in Table 2.
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After completing all the necessary mapping both for concepts and relations
we were able to create the second artifact mentioned in the beginning of this
section, the costs viewpoint (Fig. 1).

6.4 Viewpoint Classification

This viewpoint, like described in Fig. 2, represents the costs of an organisation’s
cost object, according to the EA that supports it, allowing to depict the resources
necessary to create it and the cost of each one of them, and also the cost and
unit time estimate of the activities that are executed to create it. This viewpoint
could benefit many management processes where cost analyses are needed, like
price setting, budgeting or planning, facilitating processes and helping managers
to inform relevant stakeholders easily.

Fig. 2. Costs viewpoint description. Adapted from [26]

7 Demonstration

This section presents an application of our viewpoint towards representing the
costs of an EA. To demonstrate the utility of our proposal we focus on the
healthcare sector due to the cost crisis that is affecting this sector [25]. One of
the main reasons for this crisis is the lack of understanding about how much
costs to deliver patient care [24,25]. This has brought a new necessity to this
sector to gain a deeper understanding of their business costs through real-world
evidence instead of assumptions and self-reported data [2,24,25].

Regarding this worrisome situation, we applied our proposal to this problem
in order to aid managers to have a better view of their costs. For that purpose a
Harvard case study [24] was used to model the EA that was supporting a health-
care service. In this case study [24], the authors describe the several phases of
coronary artery bypass graft surgery (CABG) and their cost. In this demonstra-
tion we have only modelled the pre-operative phase (cost object under analysis),
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Fig. 3. Pre-operative phase of CABG surgery service supporting EA

because we considered that this phase was rich enough to apply our proposal,
being the other ones similar, not adding an extra value to our demonstration.

After modelling the EA (Fig. 3), based on the case study description and
according our viewpoint, next step was to add the attributes, first to resources
(cost of capacity supplied, practical capacity and CCR) and then to the activities.
In the resources’ case, both cost and time-related attributes were withdrawal
from the case study.

Having all the resources’ attributes filled, the following step was to add the
activities’ attributes - unit time estimate and activity cost - to each one of
the activities required to perform the CABG pre-operative service. The first
attribute was obtained directly from the case study, while the second one was
calculated for each activity according Eq. 2. In the activities’ case, only the time
equation attribute was not considered, because the case study description lacks
this information.

Activity Cost = (CCRresource1 + . . .+CCRresourcen)∗UnitT imeEstimate (2)

With the EA modelled and both the resources and activities’ attributes filled
we were able to calculate the average cost for this service (using Eq. 3), obtaining
an average value of 210.67$.

Service Cost = ActivityCost1 + . . . + ActivityCost11 (3)

As it can be seen in Fig. 3, not all the elements modelled in this view have
the same size. This is due to resource’s size be proportional to their CCR and
the activities’ size be proportional to their cost. This way we can easily verify
which are the most expensive activities and resources, facilitating the perception
of the main cost determinants of a cost object.
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8 Evaluation

To evaluate our proposal a generic evaluation model for IS artifacts and evalu-
ation criteria was used [27]. Several evaluation criteria were chosen, taking into
account different evaluation contexts. As an evaluation of an instantiation of
our viewpoint taking into account its goals achievement (efficacy), environment
consistency with people (utility, ease of use and understandability) and also a
structural assessment (simplicity and consistency). To evaluate these criteria,
a quantitative assessment was made by evaluating the answers collected in a
questionnaire about our proposal and the demonstration shown before.

8.1 Questionnaire

The questionnaires were answered by 31 EA experts, with more than six months
experience. Before answering to the questionnaire subjects were introduced
about the context of our proposal in an introductory session.

The object under analysis in the questionnaire was the viewpoint we created.
For that purpose subjects were asked to evaluate an instance of our viewpoint
(view presented in Sect. 7). The questionnaire was pre-tested with EA experts
with between 10 and 15 years of experience in the field. The pre-test resulted in
minor adjustments of the wording.

The questionnaire comprises three sections, including a total of 29 questions.
In order to characterize the respondents’ profile, first section has asked them
to classify their experience regarding our proposal theme (costs and EA). The
second section intended to assess how well respondents comprehended our work
and if the objectives that we defined for our proposal were met. For that pur-
pose respondents had to answer several questions about specifics aspects of the
demonstration used in the questionnaire (Fig. 4). In the last section respondents
have been asked to assess the model’ quality regarding the criteria previously
chosen, on a 5-point Likert scale [28], where 1 is the lowest point on the scale,
and 5 is the highest point on the scale.

Regarding section two, it also helped us performing data cleaning, by ignoring
answers whose results were negative in this section (showing that the respondent
did not understood our proposal) and positive in the last one.

Due to space limitations, only questionnaire’ Sect. 2 is presented (Fig. 4).

8.2 Questionnaires Data Analysis and Results Discussion

In order to draw significant conclusions from the questionnaire results, the con-
fidence intervals statistical method was used based on the given result sample
data. The data used in the analysis correspond to the answers to the question-
naires. All data analysis was conducted in Excel.

According to the answers in the questionnaire’ first section we concluded
that subjects had all some considerable experience in the EA field (45% know
well and 55% know very well this theme). However, as it was already expected,
none of the subjects was familiarized with the cost subject of our proposal, so to
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Fig. 4. Questionnaire Sect. 2

evaluate the cost information relevance and correctness we will have to repeat
the evaluation with a different sample (e.g. costs experts).

Section two’ results revealed that almost 80% of the respondents answered
correctly to most of the questions (see Fig. 4), being the main difficulty question
2.3., related with resource identification (Fig. 4). When asked to identify from a
list what were the different type of resources necessary to perform the service
presented in the questionnaire (which the correct answer was: personnel, equip-
ment, materials, physical space), some of the subjects forget to mark materials
(due to its minimal size, consequence of its low cost) or marked besides the
correct resources, hardware (considering that it was included in equipment).

Regarding last part, the results of the quantitative assessment of our the
proposal’ demonstration based on the aforementioned criteria can be seen in the
diagram 5. The diagram for each question takes the form of a box that spans
the range of values where possible target users will answer to the question,
according a confidence level of 95%. Besides this, it also allows to visualize the
median (line splitting the box) and the maximum and minimum value obtained
for each answer (extremes).

By analysing the results obtained it is verified that an average above of 3
was obtained for every question, which associated to a confidence level of 95%,
makes acceptable to conclude that all target users will answer these questions in
the range of scores, presented by the confidence intervals on Fig. 5.

Based on the previous findings we can assert that our proposal had a positive
assessment from the questionnaire respondents, even without costs experience.
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Fig. 5. Questionnaire results

This provides an initial validation regarding the achievement of the solution’
objectives. This result lead us to believe that our proposal is a valid option to
represent and reason about the costs of an EA, adding an extra aspect to EA,
which is relevant to its stakeholders, but that until now was not being addressed.

9 Conclusions

Costs are fundamental in any organization and according EA stakeholders, esti-
mating and managing costs is one of the major concerns they pretend to address
with the use of EA, since in their opinion, it can help them to decrease the costs
related with business organization. However, so far EA does not support it.

The EA costs viewpoint presented in this paper intends to address this con-
cern by improving cost representation in the EA, allowing stakeholders to know
the costs of their activity, offering them a way to trace the costs of the organi-
sation outputs to each one of the organisation’ resources.

To validate the usefulness and applicability of the proposal a Harvard case
study related with Heart Bypass Surgery was used to formulate a questionnaire.

Based on our findings, we know that our viewpoint is compliant with Archi-
Mate, is a good option to address the problem identified (even for someone with
few experience in the costs domain) and also that is a valid and alternative
option to represent costs when compared to unstructured representations. How-
ever when asked about if someone without experience in the EA domain would
be able to fully understand the information shown on a view like the one used
in the demonstration, results were lower.
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The identified limitations of this research at its current stage are twofold:
this case study despite using TDABC has no information about time equations,
not allowing to assess their applicability. Lastly, even though EA experts did not
qualify this view as complex, it is composed by more than 30 elements, which
according to Horton [29] is the maximum number of elements that a model should
have in order to be easily understood. So in case of a more complex scenario,
eventually it may become unreasonable to comprehend and analyse the view,
specially for non EA experts.

We believe the next steps will include an evaluation of our proposal with cost
experts, so that we can obtain feedback about the view’ cost related information.
We also intend to obtain feedback from the scientific community through submis-
sion of papers to conferences, resume the development of the solution, and then
carry a series of case-studies in order to demonstrate and validate the instantia-
tion of our proposal. Besides this, in order to deal with the complexity issue, we
will take advantage of ArchiMate views, facilitating stakeholder-specific visuali-
sations. Lastly our ultimate goal is to implement our proposal in a commercial
Enterprise Architecture Management Tool.
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Abstract. The deployment of IoT devices is gaining an expanding inter-
est in our daily life. Indeed, IoT networks consist in interconnecting sev-
eral smart and resource constrained devices to enable advanced services.
Security management in IoT is a big challenge as personal data are shared
by a huge number of distributed services and devices. In this paper, we
propose a Cooperative Data Aggregation solution based on a novel use
of Attribute Based signcryption scheme (Coop-DAAB). Coop-DAAB con-
sists in distributing data signcryption operation between different par-
ticipating entities (i.e., IoT devices). Indeed, each IoT device encrypts
and signs in only one step the collected data with respect to a selected
sub-predicate of a general access predicate before forwarding to an aggre-
gating entity. This latter is able to aggregate and decrypt collected data
if a sufficient number of IoT devices cooperates without learning any
personal information about each participating device. Thanks to the use
of an attribute based signcryption scheme, authenticity of data collected
by IoT devices is proved while protecting them from any unauthorized
access.

Keywords: IoT data aggregation · IoT applications
Resource-constrained devices
Constant size attribute based signcryption

1 Introduction

The Internet of Things (IoT) applications are deployed in several fields such as
health care, smart cities, smart monitoring [1,5]. IoT systems connect loosely
c© Springer Nature Switzerland AG 2018
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defined objects, gateways and services that may exchange data about peoples’
body state, life events, habits, location or professional information. In most of
the cases, this data is sensitive and should be processed and managed with high
security measures. Security management in IoT is a big challenge as sensitive
data are shared by a huge number of distributed services and devices. To face
the exponential growth of data being generated by IoT devices and to efficiently
ensure their collection, aggregation and sharing, fog and cloud computing are
usually used to assist IoT devices since these latters are resource constrained.
Although the usage of these environments has clear benefits, it brought new
security and privacy threats as the data might be outsourced to untrusted envi-
ronments. To countermeasure these threats, the data is usually obfuscated before
being outsourced. In addition, the collected data from different IoT devices is
generally aggregated to considerably save the energy resources and extend the
lifetime of the IoT devices. However, the aggregation affects the security prop-
erties that might be provided by the protection schemes. For instance, the data
needs to be authenticated at the aggregation phase to ensure that it is outsourced
from benign devices while preserving their privacy.

Several works have been proposed to ensure data authentication based on sig-
nature schemes. However, these techniques are usually combined with encryption
to provide data contents’ secrecy. This combination incurs heavy computation
and communication overhead due to the cumulative costs of encryption and sig-
nature. Signcryption [18] has been proposed by Zheng et al. as a cryptographic
mechanism combining signature and encryption in only one phase. Signcryp-
tion allows an entity to encrypt and sign the ciphertext while incurring reduced
computation costs compared to executing the encryption and the signature algo-
rithms separately.

Attribute based signcryption (ABSC) is a signcryption primitive that ensures
fine grained access control, data origin authenticity and data confidentiality
thanks to the combination of attribute based encryption and signature in one
logic step. Similar to other attribute based techniques, ABSC introduces one
main drawback related to high computation and storage costs which depends on
the size of used access policies. To mitigate this limitation, thus, attribute based
signcryption schemes with constant computation costs and ciphertext sizes have
been proposed [2].

Contributions. This paper extends our previous work [4] and it introduces
Coop-DAAB, a cooperative privacy preserving attribute based signcryption
mechanism based on the constant-size attribute based signcryption (ABSC)
technique [2]. As such, our Coop-DAAB construction consists on performing the
combined signing and encrypting processes of a set of data devices’ inputs in a
secure collaborative manner. The main idea behind Coop-DAAB relies on the dis-
tribution of the signcrypting operation among different devices, with respect to
selected sub-sets of a general access predicate. That is, each device signcrypts its
input data and sends the partial signcrypted information to an untrusted aggre-
gator. This latter is capable of decrypting the received data only if a sufficient
number of IoT devices cooperates.
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Paper Organization. Section 2 introduces potential applications while identi-
fying major security requirements. Section 3 introduces the network model and
details Coop-DAAB concrete construction. The security analysis of Coop-DAAB
is discussed in Sect. 4. Finally, performances analysis is detailed in Sect. 5 and
related work is discussed in Sect. 6 before concluding in Sect. 7.

2 Motivating Applications and Requirements

The deployment of IoT devices is gaining an expanding interest in our daily
life. Indeed, IoT networks consist in interconnecting several smart and resource
constrained devices to enable advanced services. Security management in IoT
is a big challenge as personal data are shared by a huge number of distributed
services and devices. As reducing the amount of transmitted data can effec-
tively save energy, aggregation services are generally applied to derive succinct
contents. This technique can be an alternative that aims at providing security
enhancement while reducing processing and communication overheads in several
applications, namely vehicular networks, mobile crowd sensing and service level
agreement monitoring.

Intelligent Transport Systems (ITSs). In ITSs, connected cars are respon-
sible for continuously publishing data related to their location and traffic status
among the network. These broadcasted data need to be genuine in order to
avoid injecting false data in the network. However, ensuring data authentication
should not lead to a privacy leakage of personal data. To fulfill tis trade-off,
collected data should be authenticated using privacy preserving techniques. The
most prominent C-ITS solutions today allows the detection of traffic jam based
on received data from the connected vehicles. Each connected car sends a set of
collected data information, based on embedded sensors, to a central node. This
latter needs to make sure that the received data are authentic. Then, to decrypt
data, the aggregator merges received data from different devices and decrypts
the contents to monitor the state of the road and supply the centralized infras-
tructure with necessary information.

Mobile Crowd Sensing. The popularity of increasingly capable human carried
mobile devices such as smartphones and smart-watches involved several embed-
ded sensors. This led to the appearance of the Mobile Crowd Sensing (MCS)
paradigm. MCS is a sensing paradigm able to outsource collected data by sen-
sors to a group of participating users, namely (crowd) workers. MCS is mainly
based on the use of mobiles devices and their resources. Thus, data aggregation
can be an efficient technique to ensure data collection while saving costs at the
crowd worker side. Obviously, privacy preservation of the participating entities
and data authentication should be considered in such environment to ensure the
collection of benign data.

SLA Monitoring. Service Level Agreements (SLAs) are widely used to describe
the agreements between customers and service providers regarding the quality
of the provided services [11]. To measure the providers compliance to the SLA,
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monitoring tools should be setup to collect specific metrics that can quantify the
Quality of Service (QoS). These monitoring mechanisms should run continuously
or periodically but in either cases can generate huge amounts of data. Eventually,
this data is shared with other components responsible for performing analysis,
reporting and executing SLA enforcement measures. The amounts of monitoring
data can be huge and sending it through the wire can be an overkill for any
system. Moreover, in most of the cases, this data is confidential and should be
processed in a secure manner. Consequently, monitoring modules can act as an
aggregator to reduce the amount of generated data. And to protect data from
any tampering, they should be collected, authenticated and aggregated before
being used by SLA services to estimate the QoS.

As described above, it is clear that designing a secure, privacy preserving and
efficient data aggregation solution, for IoT applications has a high importance.
The proposed scheme must fulfill the following properties:

– data confidentiality – the proposed aggregation mechanism should protect
data contents from being accessed by unauthorized users.

– data origin authenticity – the aggregation scheme needs to ensure that
data are created by authorized entities.

– privacy – the secrecy of devices’ access pattern must be protected. Indeed,
the aggregator must be able to verify data origin authenticity without leaking
extra information about signing devices.

– low computation and storage costs – low processing complexities and
storage costs need to be provided, by the proposed mechanism mainly for
resource-constrained devices.

3 Coop-DAAB: Cooperative Attribute based Data
Aggregation Scheme

In this section, we expose our network model then we present a general overview
of Coop-DAAB. Finally, we detail the different phases of the proposed solution.

3.1 Network Model

Coop-DAAB network model relies on five different actors: an attribute authority,
an administrator, a set of IoT devices {di}{i=1,··· ,M}, a set of gateway aggre-
gating entities {Gwj}{j=1,··· ,L} and a selected IoT trusted node. These different
entities are shown in Fig. 1 and defined as follows:

– attribute authority AA – is responsible for bootstrapping the whole system
in the initialization phase. We assume that AA is a trusted entity. It also issues
certified attributes and related secret keys for the aggregating gateways and
IoT devices.

– administrator admin – is the system administrator responsible for generat-
ing the general access predicates used to encrypt data contents. In addition,
admin generates the signing access predicate submitted to the IoT devices to
sign the collected data.
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Dispatch Access Predicates 
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F=0: AP=Genuine)

IoT device
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Fog Network

Aggregator

Attribute Authority
System Administrator

Fig. 1. Network model

– aggregating entity (Gw) – is considered as a local network gateway. It is
responsible of collecting, deciphering and verifying the authenticity of data
contents.

– IoT device (d) – collects, encrypts data then signs ciphertexts before for-
warding to the aggregating entity.

– trusted IoT node (ds) – is a trusted selected IoT device, periodically assigns
to each involved IoT device di a sub-access predicate to be used for encrypting
data.

3.2 Overview

In this paper, we design a new cooperative privacy preserving encryption scheme,
for IoT signed data contents, denoted by Coop-DAAB with constant ciphertext
size. Our proposal relies on the constant size attribute based signcryption pro-
posed by Belguith et al. [2], which has been extended to support collaborative
encryption of a set of data inputs, collected by IoT devices and gathered by an
aggregator with respect to his granted privileges.

Our proposed Coop-DAAB construction involves three phases, namely,
Sys Init, Data SignCrypt and Data Agg.

During the first Sys Init phase, three randomized algorithms are executed.
First, the attribute authority AA performs the stp and keygen algorithms to
generate the global public parameters and derive secret keys associated with
each involved entity’s attributes (i.e., IoT device, gateway). In addition, the
system administrator executes accgen algorithm to generate the general access
signing and enciphering predicates, denoted by Γs and Γe.

The second phase occurs periodically, such that each involved IoT device di

has to signcrypt its collected data content and independently sends the resulting
signcrypted information to the aggregating gateway. Note that the time period
T is specified by the system administrator, during the Sys Init phase. For the
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second Data SignCrypt phase, two algorithms are performed, namely enc and
sign, by each involved IoT device. For this purpose, a trusted selected IoT device
(ds) periodically assigns to each involved IoT node a sub-access predicate. That
is, the general enciphering access predicate is split by ds into a set of dummy
and genuine sub-access predicates. Note that a dummy access predicate refers
to an access predicate such that the aggregating gateway Gw does not satisfy
the required threshold (i.e., generally, the aggregator does not have any required
attributes), while for a genuine access predicate, the gateway may have some of
the required attributes. As such, when an IoT device di is assigned a dummy
access predicate, denoted by γd,di

, it has to encipher and sign its collected data
content. And, when assigned a genuine access predicate, denoted by γg,di

, it
enciphers and signs a neutral group element 1G. Afterwards, each IoT device di

sends the signcrypted result to the aggregating node.
During the Data Agg phase, the aggregating gateway Gw gathers sign-

crypted data contents from involved IoT devices. Note that the aggregating
gateway ignores assigned sub-access predicates, and is only aware of the general
enciphering access predicate Γe, published by the system administrator. Dur-
ing this phase, four different algorithms are run by the aggregating gateway
Gw, namely vrfchunk, agg, dec and vrfd algorithms. As such, Gw first verifies
signed data chunks based on vrfchunk algorithm. Then, it merges the received
signcrypted results, in order to generate a global ciphertext, based on the agg
algorithm, deciphers the resulting global ciphertext, relying on dec algorithm
and checks the authenticity of the received global data content, based on vrfd
algorithm.

3.3 Coop-DAAB Phases

This section details the Coop-DAAB main phases and their algorithms.

3.3.1 Sys Init Phase
This first phase includes three randomized algorithms defined as follows:

– stp—the setup algorithm is executed by the attribute authority AA. The stp
is responsible for generating the public parameters pp and the master secret
key msk while taking as input security parameter ξ. For this purpose, the
trusted authority defines a bilinear setting (ê,G1,G2,G, g, h) of prime order
p such that ê : G1 × G2 → G, g ∈ G1 and h ∈ G2. In addition, It specifies
an encoding function τ such that τ : U → (Z/pZ)∗, where U is the attribute
universe of cardinal n. The function τ is chosen such that for each encoded
attribute values τ(a) = x are pairwise different.
Then, the stp algorithm selects a set D = {d1, ..., dn−1} consisting of n − 1
pairwise different elements of (Z/pZ)∗ (i.e.; dummy users), which must also
be different to the values τ(ai), for all ai ∈ U. Note that for any integer
i lower or equal to n − 1, we denote as Di the set {d1, ..., di}. Finally, the
stp algorithm computes u defined as u = gα·γ and outputs the global public
parameters pp as follows:
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pp = {G1,G2,G, ê, h, u, {hαγi}{i=0,··· ,2n−1},D, τ, ê(gα, h)}
The master key is set to be msk = (g, α, γ) where α, γ are two values randomly
selected from (Z/pZ)∗.

– keygen—the attribute authority executes the keygen algorithm once it receives
a key generation request from any participating entity (i.e.; IoT device,
aggregating gateway). We denote by E, any participating entity, such that
E ∈ {d,Gw}. The keygen algorithm takes as input the participating entity’s
set of attributes, denoted by AE and the master key of the attributes author-
ity msk and generates the corresponding secret key skE .
For any subset AE ⊂ U of attributes associated with E, keygen picks a random
value rE ∈ (Z/pZ)∗ and derives the secret key as follows:

skE = ({g
rE

γ+τ(a) }a∈AE
, {hrEγi}i=0,··· ,m−2, h

rE−1
γ )

= (skE1 , skE2 , skE3)

Remark 1. Communication overhead optimization for IoT devices’ key distribu-
tion—Considering resource constraints of IoT devices, in terms of storage, pro-
cessing and communications, our Coop-DAAB scheme assumes that IoT devices
are pre-configured with corresponding secret keys. That is, the IoT device’s
manufacturer is responsible for contacting the attribute authority to physically
embed the secret keys into the IoT device.

– accgen—the system administrator runs the accgen algorithm. It takes as input
the attributes universe U and outputs the time period T , the access signing
predicate Γs and the general access enciphering predicate Γe. Recall that T
permits to regulate processing and transmitting signcrypted contents by IoT
devices, periodically. Each access predicate is represented by a set of attributes
S ∈ U and a threshold value t, such that at least t attributes need to be
satisfied by an IoT device to sign or encrypt a data message. In the following,
we denote by Γs = (Ss, ts) the access signing predicate, mainly used by IoT
devices to prove the authenticity of their data contents, and Γe = (Se, te)
the access enciphering predicate, mainly used by the aggregating gateway to
decipher the resulting data contents.

3.3.2 Data SignCrypt Phase
The second phase occurs periodically, such that each involved IoT device di

has to signcrypt its collected data content and independently sends the result-
ing signcrypted information to the aggregating gateway. Recall that a trusted
selected IoT device ds periodically assigns to each involved IoT node a sub-access
predicate. That is, the general enciphering access predicate Γe is divided into a
set of dummy and genuine sub-access predicates such that:

Γe =
⋃

{{γg,di
}i=1,··· ,k, {γd,di

}i=k+1,··· ,l}
l represents the number of all participating IoT devices, k is randomly selected
by ds and represents the number of IoT devices that are assigned genuine access
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predicates such that they have to encipher and sign a neutral group element 1G,
while the remaining l − k devices are assigned dummy access predicates such
that they encipher and sign their collected data contents1.

This phase consists of two randomized algorithms, performed by each
involved IoT device, detailed hereafter:

– enc—this algorithm takes as input a message mi and the assigned sub-access
tree γF,di

, where F = 0 presents a genuine sub-access predicate and F = 1
denotes a dummy sub-access predicate. It outputs the encrypted message Cdi

.
Note that each sub-access predicate is presented as γF,di

= (SF , tF ), where
SF is the set of required deciphering attributes by γF,di

, |SF | = sF is the
number of attributes of SF and tF is the threshold value w.r.t. γF,di

.
First, the device di picks a random κi ∈ (Z/pZ)∗ and computes the enciphered
message Cdi

defined as Cdi
= (C1,i, C2,i, C3,i), defined as follows:

⎧
⎨

⎩

C1,i = (gα·γ)−κi

C2,i = h
κiα·∏a∈SF

(γ+τ(a))
∏

d∈Dn+tF −1−sF
(γ+d)

C3,i = ê(g, h)α·(κi+mi) · f(mi) = Ki · f(mi)

where f is a bijective and semi-homomorphic function that is specified by
admin (i.e.; f depends on the use case), supporting the following property:∏

i f(mi) = f(
∑

i mi). For example, f may be the exponential function exp,
where

∏
i exp(mi) = exp(

∑
i(mi)).

– sign—this algorithm is performed by the IoT device di to sign his encrypted
data input, with respect to Γs = (Ss, ts), defined by the system administrator,
where Ss ⊂ U is an attribute set of size s = |Ss| such that 1 ≤ ts ≤ |Ss|.
Let Adi

be the subset of attribute set related to the signing IoT device where
|Adi

∩ Ss| = ts.
For this purpose, each device di uses his secret key skdi

and the aggregate
algorithm aggreg [6]2 to output a signature σdi

. Indeed, di first computes
T1,di

such as:

T1,di
= aggreg({g

rdi
γ+τ(a) , τ(a)}a∈Adi

) = g

rdi∏
a∈Adi

(γ+τ(a))

Then, di defines the polynomial P(Adi
,Ss)(γ) such as:

P(Adi
,Ss)(γ) =

1
γ

(
∏

a∈Ss∪Dn+ts−1−s\Adi

(γ + τ(a)) − B1,di
)

Where B1,di
=

∏
a∈Ss∪Dn+ts−1−s\Adi

τ(a)

1 Assigning sub-access dummy and genuine predicates may be set via activating a flag
F , where F = 0 presents a genuine sub-access predicate and F = 1 denotes a dummy
sub-access predicate.

2 Coop-DAAB relies on the aggregate algorithm aggreg introduced by Delerablee
et al. [9].
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Afterwards, using the element skdi2 , the signcrypting device di derives B2,di

as follows:
B2,di

= h
rdi

P(Adi
,Ss)(γ)/B1,di

In the sequel, di generates the signature σdi
= (σ1,i, σ2,i, σ3,i) defined as:

⎧
⎪⎨

⎪⎩

σ1,i = T1,di
· g

mi∏
a∈Adi

(γ+τ(a))

σ2,i = skdi3 · B2,di
· h

miP(Adi
,Ss)(γ)/B1,di

σ3,i = ê(gα, h)mi

Finally, the signcrypting IoT device di outputs the signcryption of the mes-
sage mi as follows:

Σi = (Cdi
, σdi

, B1,i)

Remark 2. Processing cost optimization for IoT devices’ encryption and signa-
ture algorithms—Considering resource constraints of IoT devices, in terms of
storage and processing, our Coop-DAAB scheme assumes that several elementary
functions (i.e., computation of signcrypted message elements based on public
parameters, such as P(Adi

,Ss)(γ), C2,i
κi

−1
, · · · ) are outsourced to a semi-trusted

device, with sufficient computation capacities [3]. As such, only a few number of
exponentiations and multiplication is required by each single IoT device.

3.3.3 Data Agg Phase
The Data Agg phase involves four algorithms, executed by the aggregating
gateway Gw, defined as follows:

– vrfchunk—before starting the aggregation process, Gw has to verify that each
received signcrypted message mi has been correctly signed by a related device
di. The vrfchunk algorithm takes as input the set of received signcrypted
messages {Σi}{i=1,··· ,l} and the public parameters pp. It outputs a boolean
value b ∈ {0, 1}, where 0 means reject and 1 means accept. For this purpose,
the aggregating gateway Gw has to check the following equality:

σ3,i
?= ê(u−1, σ2,i) · ê(gα, h)−1 · ê(σ

1
B1,i

1,i , h
α·∏a∈Ss∪Dn+ts−1−s

(γ+τ(a))) (1)

Note that the aggregating gateway Gw performs the following algorithms
of Data Agg phase relying on correctly signed data contents. That is, Gw
withdraws inaccurate signatures.

– agg—this algorithm takes as input the set of signcrypted data chunks
{Σi}{i∈[1,l]}, where l is the number of participating IoT devices3. It out-
puts an aggregated signcrypted data message Σ w.r.t. a global message
M =

∑l
i=1(mi), as follows:

3 For ease of presentation, we consider that all received signcrypted contents are cor-
rectly verified.
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⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

C1 =
∏l

i=1 C1,i

C2 =
∏l

i=1 C2,i

C3 =
∏l

i=1 C3,i =
∏l

i=1 Ki · f(mi)
σ3 =

∏l
i=1 σ3,i

– dec—This algorithm is executed by the aggregating gateway. It takes as input
the aggregated signcrypted message Σ, the set of attributes AGw, the secret
key skGw of the aggregating gateway and the enciphering access predicate Γe.
It outputs the message M , such that M =

∑l
i=1 mi. Indeed, any aggregating

gateway Gw having a set of attributes AGw where |AGw ∩ Se| = te can verify
and decrypt the signcrypted message under the access policy Γe = (Se, te).
Then, for all a ∈ AGw, Gw has to aggregate its secret keys related to the
required attributes such as:

A2 = aggreg({g
rGw

γ+τ(a) , τ(a)}a∈AGw
) = g

rGw∏
a∈AGw

(γ+τ(a)) (2)

Afterwards, Gw defines the polynomial PAGw
(γ) such as:

PAGw
(γ) =

1
γ

(
∏

a∈Se∪Dn+te−1−se\AGw

(γ + τ(a)) − BGw)

where BGw =
∏

a∈Se∪Dn+te−1−se\AGw
τ(a)

Afterwards, Gw uses the aggregated secret key A2 and the skEGw
key element

to compute:

[ê(C1, h
rGwPAGw

(γ)) · ê(A2, C2)]
1

BGw = e(g, h)(
∑l

i=1 κi·α)·rGw

Then, the aggregating gateway Gw deduces the deciphering key K =
∏l

i=1 Ki

such as:

K = ê(C1, skGw3) · σ3 · ê(g, h)
∑l

i=1 κi·rGw·α

= ê(g, h)α·(∑l
i=1 mi+κi)

Finally, the aggregating gateway Gw recovers the message M =
∑l

i=1 mi as
follows:

M = f−1(
C3

K
) = f−1(f(

l∑

i=1

mi)) =
l∑

i=1

mi

– vrfd—to verify the authenticity of the signature of the resulting message M ,
the gateway Gw uses the retrieved message M and the aggregated σ3. That
is, Gw verifies the correctness of following equality:

σ3
?= ê(gα, h)M (3)
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4 Security Discussion

In this section, we analyse the security resistance of the proposed cooperative
aggregation scheme Coop-DAAB with respect to the threat model presented in
Sect. 4.1 while proving the fulfillment of the security challenges defined in Sect. 2.

4.1 Threat Model

In order to design a relevant aggregation scheme to secure IoT assisted appli-
cations, we define two potential attackers: malicious IoT external device and
honest but curious aggregating gateway, defined as follows:

– honest but curious aggregating gateway – this aggregating gateway is honest in
term of executing the protocols included in our proposed Coop-DAAB scheme.
However, it may be curious about the participating entities sensitive data.

– malicious IoT device – this IoT device may be an external device trying to
access aggregated data, to forge the signed data contents or to transmit false
inputs. This adversary aims at persuading the gateway that he is a genuine
IoT user.

4.2 Confidentiality

In our proposed Coop-DAAB scheme, data are encrypted before being stored
using an attribute based signcryption scheme. Therefore, the secrecy of data is
inherited from the used ABSC scheme.

Theorem 1. Coop-DAAB ensures the secrecy of both encrypted data chunks and
aggregated data contents.

Sketch of Proof. The proof of Theorem 1 is twofold. First, the secrecy of sign-
crypted data contents depends on the security of the signcryption algorithm
used to encrypt data chunks provided by IoT devices. Thus, Coop-DAAB inher-
its the indistinguishability property from [2], such that if a malicious attacker
knows some data about the plaintext, it can not leak information about the
ciphertext. Note that in ABSC schemes, the adversary may try to overcome the
indistinguishability property using his own attributes or by colluding with other
compromised users. Indeed, similar to [2], in Coop-DAAB the users secret keys
are randomised using the rE value which is unique for each participating entity.
This stops the collusion attacks as users can not put their secret keys together
and override their access rights. In addition, sub-access encrypting predicates
used to encrypt data chunks are not communicated to the aggregator Gw. Fur-
thermore, Gw’s attributes do not satisfy sub-access policies used for encrypting
genuine data contents phase thanks to the use of dummy sub-access polices.
Consequently, an aggregator cannot deduce data chunk content.

Second, the secrecy of resulting aggregated contents depends on the con-
sistency of the aggregating algorithm agg, such that aggregated data contents
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are only accessed by the authorized aggregator. Indeed, the general enciphering
access predicate is published by the system administrator to the involved aggre-
gating entities. As such, thanks to the use of the ABSC scheme, data are only
accessed by users whose attributes match the defined access policy [2].

4.3 Privacy

Theorem 2. Coop-DAAB ensures the privacy property, such that signing
attributes are indistinguishable against a curious aggregating entity.

Sketch of Proof. The proof of Theorem 2 states that an aggregating entity cannot
guess which attributes have been used to signcrypt the data chunk. That is,
let us consider a signing IoT device d, holding two different sets of attributes
Ad,1 and Ad,2, that both satisfy a fixed access predicate Γ ∗ = (S∗, t∗). Thus, d
randomly selects a set Ad,b, where b ∈ {1, 2} to sign a data message m, chosen
by a malicious entity. As |Ad,b ∩ S∗| = |Ad,1 ∩ S∗| = |Ad,2 ∩ S∗| = t∗, we deduct
that the two signatures computed with respect to the two set of attributes Ad,1

and Ad,2 have similar distribution. Moreover, the used signcryption scheme [2]
is demonstrated to be privacy preserving in the standard model. That is, while
signing data, the identity of the signcrypting entity and its set of attributes are
kept hidden from any verifying entity. Thus, Coop-DAAB guarantee that the
applied signature does not leak any extra information about the signing entity
neither its signing attributes except what can be already inferred from the used
signing access policy.

4.4 Access Control to Data

Theorem 3. Coop-DAAB provides an access to authenticated data contents.

Sketch of Proof. The resistance of Coop-DAAB against unauthorized access to
data relies on the correctness of the aggregation agg and decryption dec algo-
rithms, as detailed in Lemmas 1 and 2. In addition, the support of data origin
authentication is provided by the correctness of the signing algorithm sign (c.f.,
Lemma 3) and its resistance against forgery attacks (c.f., Lemma 4).

Lemma 1. Correctness of the aggregation of data chunks algorithm agg—The
correctness of the aggregation of received signcrypted data chunks is detailed
hereafter.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

C1 =
∏l

i=1(g
α·γ)−κi

C2 =
∏l

i=1 h
κiα·∏a∈SF

(γ+τ(a))
∏

d∈Dn+tF −1−sF
(γ+d)

C3 =
∏l

i=1 ê(g, h)α·(κi+mi) · f(mi)
σ3 =

∏l
i=1 ê(gα, h)mi
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⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

C1 = (gα·γ)− ∑l
i=1 κi

C2 = h
∑l

i=1 κiα·∏a∈Se
(γ+τ(a))

∏
d∈Dn+te−1−se

(γ+d)

C3 = ê(g, h)α·∑l
i=1(κi+mi) · f(

∑l
i=1 mi)

σ3 = ê(gα, h)
∑l

i=1(mi)

Lemma 2. Correctness of the decryption algorithm dec—After aggregating its
secret key relying on Eq. 2, the aggregator calculates the decryption key K by
executing the following equations:

ê(g, h)
∑l

i=1 κi·rGw·α =(ê(C1, h
rGwPAGw

(γ)))·ê(A2, C2))
∏

a∈Se∪Dn+te−1−se
\AGw

τ(a)

ê(g, h)
∑l

i=1 κi·α = ê(C1, h
rGw−1

γ )ê(g, h)
∑l

i=1 κi·rGw·α

ê(g, σ3) = ê(g, hα·∑l
i=1 mi) = ê(g, h)α·∑l

i=1 mi

Finally, the aggregator may decrypt the message as follows:

M = f−1(
C3

ê(g, h)α·∑l
i=1 mi · ê(g, h)α·∑l

i=1 κi)
)

= f−1(
C3

K
) = f−1(f(

l∑

i=1

mi)) =
l∑

i=1

mi

Lemma 3. Correctness of the signature verification algorithms vrfchunk and
vrfd—First, the correctness of the algorithm vrfchunk relies on the correctness
of Eq. 4. In the following, we set the quantities � = ê(u−1, σ2,i) · ê(gα, h)−1 ·
ê(σ

1
B1,i

1,i , h
α·∏a∈Ss∪Dn+ts−1−s

(γ+τ(a))) and τγ(a) = γ+τ(a). The aggregating entity
has to check if σ3,i is equal to � such as:

� = ê(u−1, σ2,i) · ê(gα, h)−1 (4)

·ê(σ
1

B1,i

1,i , h
α·∏a∈Ss∪Dn+ts−1−s

(τγ(a)))

= ê(g−αγ , h
rdi

−1

γ · h
(rdi

+mi)P(Adi
,Ss)(γ)/B1,di )

·ê(gα, h)−1 · ê(σ
1

B1,i

1,i , h
α·∏a∈Ss∪Dn+ts−1−s

(τγ(a)))

= ê(g−α, h
(rdi

+mi)
∏

a∈Ss∪Dn+ts−1−s\Adi
(τγ(a)))

·ê(g, h)α(1−rdi
) · ê(gα, h(rdi

+mi)) · ê(gα, h)−1

·ê(σ
1

B1,i

1,i , h
α·∏a∈Ss∪Dn+ts−1−s

(τγ(a)))

= ê(g−α, h
rdi

+mi

B1,di

∏
a∈Ss∪Dn+ts−1−s\Adi

τγ(a))ê(gα, h)mi

·ê(g
rdi

+mi

B1,di

∏
a∈Adi

(τγ (a))
, h

α·∏a∈Ss∪Dn+ts−1−s
(τγ(a)))

= σ3,i

Second, the correctness of the signature verification vrfd of the resulting
aggregated data is based on the correctness of Eq. 3. Such that, the aggre-



Coop-DAAB: Cooperative Attribute Based Data Aggregation 511

gating entity relies on the received message M =
∑l

i=1(mi), to check that
σ3 = ê(gα, h)

∑l
i=1(mi) = ê(gα, h)M .

Lemma 4. Unforgeability of the signing algorithm sign—As our Coop-DAAB is
based on [2], it supports the unforgeability property of the signing algorithm, such
that a malicious external device cannot provide a valid signcrypted data message
as it does not satisfy the signing predicate Γs. Indeed, thanks to the randomization
of the secret keys, unauthorized entities can not pool their attributes together
to sign the data chunks. Thus, only authorized devices can generate genuine
signcrypted data chunks.

5 Performance Analysis

In this analysis we compare the computation and the storage overheads of the
closely related attribute based signature schemes. In most ABSC schemes, the
size of a signcrypted data grows along with the size of the encryption access poli-
cies [7,13]. As Coop-DAAB relies on the constant ciphertext size ABSC scheme
introduced in [2], it presents an efficient aggregation scheme in terms of pro-
cessing and storage overheads. Indeed, as shown by Table 1, our contribution
introduces a ciphertext size which is independent from the size of the used access
policy.

Table 1. Features, computation and storage costs comparison of ABSC schemes

SchemeType Access

policy

Key size Signcryption size Signcrypt time Unsigncrypt time

[13] CP-ABEMonotone ls + 2, le + 2 O(ls) + O(le) τp + ET + E1(3 +

le + 3ls)

τp(3ls + 5) + 2lsET +

2lsE1

[7] CP-ABEThreshold 3le, 2ls O(M) + O(le) +

O(ls)

E1(2O(M) + mle +

4le + 3 + ls)

2E1 + τp(2t + 2 +

ls) + tET

[16] KP-ABEMonotone m + ls, m + le8 E1(10 + le + 4ls) 6τp + E1(le + 3le)

Coop-

DAAB

CP-ABEAggregate-

Threshold

nE + m + 1 8 E1(ts+2)+2E2+2ET E1te + 7τp + 2ET

s denote both the size of the signing policy and the encryption policy. te and ts, O(M) and m respectively

define the encryption threshold, the signing threshold value, the size of the plaintext message M and the

cardinal of the attributes’ universe U. nE presents the cardinal of the set of attributes of the user. E1, E2,

ET represent exponentiation cost in G1, G2, GT , while τp is the cost of a pairing operation.

Attribute based techniques have been implemented in resources-constrained
devices in several research works [3,8]. Based on our on going-implementation,
we deduce that in Data SignCrypt phase, the computation overhead raises
linearly with the size of the access signing predicate (ts) (c.f., Fig. 3), due to the
execution of aggreg [6] during the sign algorithm. Similarly, dec computation
cost grows linearly with the size of the access enciphering predicate te. The algo-
rithms vrfchunk, agg, enc and vrfd is independent of the sizes of the encryption
and signing access policy. Recall that agg algorithm only involves multiplications
which requires a negligible computation cost compared to pairing and exponen-
tiation times.
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Fig. 3. Estimation of Coop-DAAB computation costs

The performances of attribute based techniques have been studied in several
research works especially in IoT applications [3,8]. Our ongoing implementation
of the Coop-DAAB’s Proof of Concept (PoC) consists in evaluating the execution
costs of the most known elementary cryptographic functions while performed in
different IoT devices as presented in [3]. To evaluate the performances of Coop-
DAAB, we executed three main cryptographic operations in different types of IoT
devices, namely bilinear maps and exponentiation functions (cf. Fig. 2) (Table 2).

Table 2. Selected devices [3]

Device Type Processor

Sony SmartWatch 3
SWR50

Smart watch 520MHz Single-core
Cortex-A7

Samsung I9500
Galaxy S4

Smartphone 1.6 GHz Dual-Core
Cortex-A15

Jiayu S3 advanced Smartphone 1.7 GHz Octa-Core 64bit
Cortex A53

Intel edison IoT development
Board

500MHz Dual-Core Intel
AtomTM CPU, 100Mhz
MCU

Raspberry Pi 2
model B

IoT development
Board

900MHz Quad-Core ARM
Cortex-A7



Coop-DAAB: Cooperative Attribute Based Data Aggregation 513

6 Related Work

IoT networks consist in interconnecting several smart and resource constrained
devices to enable advanced services. Data aggregation has been widely explored,
yet, few research works have focused on data aggregation in IoT networks while
considering data secrecy and privacy preserving requirements.

Shi et al. [17] have proposed a privacy preserving aggregation technique. In
this scheme, an aggregator is able to collect participants’ data and run statistics
over them without learning private information about each participant.

In [14], the authors design a data aggregation scheme adapted for fog comput-
ing systems. This solution relies on the use of the Chinese Remainder Theorem
to aggregate received data from different parties. This scheme applies one-way
hash chain to ensure data origin authentication. In the same vein, Lyu et al.
proposed PPFA, a Privacy Preserving Fog-enabled Aggregation for smart grid
environments [15]. Their construction relies on fog nodes computation resources
to perform heavy computation-consuming functions. Later, Hu et al. introduced
a privacy preserving data aggregation scheme for IoT applications [10]. The pro-
posed scheme relies on Secure Multiparty Computation (SMC) techniques, such
that each device has to first divide sensory data, locally keeps one piece, and
sends the remaining pieces to other group devices. Then each IoT device adds
the received shares and the held piece together to get immediate result. The [10]
construction provides heavy computation and communication costs. Hence, it
makes it unsuitable for resource-constrained devices.

Recently, in 2018, a lightweight aggregation signature scheme for IoT envi-
ronments have been proposed in [12]. This scheme is based on the use of a
set homomorphic signature scheme to aggregate received signed data from IoT
devices without learning secret keys of each participant. However, data are trans-
mitted in clear text, between the different involved devices.

Signcryption schemes are generally considered as a logic combination of
encryption and signature schemes that enables a data owner to encrypt and sign
data in one step. This cryptographic technique allows data origin authentication
as the receiver verifies the data owner signature before decrypting. Attribute
based signcryption schemes have been introduced by Gagné et al. [7], in 2010.
This first proposed construction combines attribute based encryption and sig-
nature schemes, based on the same access structure. As such, data secrecy and
data origin authentication and flexible fine-grained access control features are
provided. Nevertheless, Gagné et al. construction suffers from an important com-
munication overhead that increases dependently with the number of attributes
involved in the access structure. Recently, Belguith et al. introduced a constant-
size threshold attribute based signcryption, referred to as t-ABSC, for cloud
applications [2]. The proposed construction ensures both fine-grained access
control and data origin authentication, thanks to the usage of two different
access policies, assigned respectively to the enciphering and signing process. As
such, users’ privacy and outsourced data confidentiality are ensured. In addition,
the size of signcrypted messages does not depend on the number of attributes
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involved in the threshold access structure, which makes t-ABSC scheme suitable
for bandwidth-limited applications and resource-constrained devices.

7 Conclusion

Several security and privacy concerns have raised, due to the emergence of Cloud
assisted IoT applications, considered as highly dynamic and distributed environ-
ments. This lead us to design a new cryptographic mechanism to ensure coop-
erative data aggregation for IoT applications while preserving devices’ privacy,
thanks to the attractive properties of attribute based cryptographic techniques.

The proposed Coop-DAAB scheme enables an edge device, i.e., aggregator to
collect sensory data from different IoT devices and verify their authenticity using
an attribute based signcryption scheme. The privacy of involved IoT devices is
ensured, thanks to the intrinsic properties of the signing procedure, as it does not
reveal more information other than the accuracy of data integrity verification.

Furthermore, compared to most closely related work, Coop-DAAB is suitable
for resource-constrained devices based on an ongoing implementation of the pro-
posed construction and a detailed theoretical performance analysis w.r.t. com-
putational, communication and storage costs. The analysis clearly shows that
the size of the signcrypted data does not depend on the number of attributes
involved in the threshold access structure.
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Abstract. Bitcoin-like blockchains do not envisage any specific mech-
anism to avoid unfairness for the users. Hence, unfair situations, like
impossibility of cancellation of transactions explicitly or having uncon-
firmed transactions, reduce the satisfaction of users dramatically, and, as
a result, they may leave the system entirely. Such a consequence would
impact significantly the security and the sustainability of the blockchain.
Based on this observation, in this paper, we focus on explicit cancella-
tion of transactions to improve the fairness for users. We propose a novel
scheme with which it is possible to cancel a transaction, whether it is
confirmed in a block or not, under certain conditions. We show that the
proposed scheme is superior to the existing workarounds and is imple-
mentable for Bitcoin-like blockchains.

1 Introduction

Bitcoin, introduced by Nakamoto [13], is the core of decentralized cryptocurrency
systems. Participants following this protocol can create together a distributed,
economical, social and technical system where anyone can join and leave. User
participants create and broadcast transactions across the network for being con-
firmed. Miner participants try to confirm them as a block by solving a compu-
tational puzzle (mining). Successful miners broadcast their block to the network
to be chained to the blockchain, being rewarded for their success. In addition,
all participants validate all data (transactions and blocks) broadcast across the
network. It is a very attractive technology, since it maintains a public, immutable
and ordered log of transactions which guarantees an auditable ledger, accessible
by anyone.

The security and sustainability of blockchains, however, are not trivial and
require increased participation, since each participant validates the diffused data,
and keeps a replica of the entire blockchain. Participants consider worthwhile to
join and stay in the system over time only if they find it fair [7]. Miner partici-
pants find the system fair if they are able to create blocks as they expected, and
user participants find the system fair if they manage to cancel their transactions

c© Springer Nature Switzerland AG 2018
H. Panetto et al. (Eds.): OTM 2018 Conferences, LNCS 11229, pp. 516–533, 2018.
https://doi.org/10.1007/978-3-030-02610-3_29
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and/or their transactions are confirmed as they expected. Considering miners,
several formal studies have been conducted so far [5,6,15,18], concluding that
Bitcoin-like blockchains are not promoting participation of miners.

In [7], it has been for the first time shown that Bitcoin-like blockchains are
unfair for user participants. It has also been discussed that for the time being it is
not possible to explicitly cancel a transaction. There are only some workarounds
that a user can try in order to cancel its transaction. One of these workarounds
consist of trying to replace an old transaction with the new one with higher fees
(Replace-By-Fee (RBF)1). This way, it is possible to create another transaction
attempting to spend the same inputs but sending the money to the issuer itself.
This is a workaround for cancellation of unconfirmed transactions by implicitly
marking them to prevent their further use. However, once a transaction is con-
firmed, there is no workaround to reverse the situation. Since double spending is
not allowed, the miners will not put both transactions in their blocks. However,
there is no guarantee that the double spending transaction will arrive to the
miners before the confirmation of the first transaction inside a block. Since it is
like that, once a user decides to issue a transaction, s/he can never abandon this
decision. Considering that a user is a rational agent that aims to maximize its
utility by choosing to perform the actions with the optimal expected outcomes
[17], this implies the utility is going to be minus infinity [7]. In the decision
theory terms, this would mean assuming a user having an infinite interest on a
transaction, which is hard to assume in realistic settings.

To this end, we propose a novel scheme where it is possible to cancel a
transaction by rolling back its state whether it is confirmed in a block or not
under certain conditions. This way, the utility of user agents can be maximized
and, consequently, their willingness to leave the system decreases.

The contributions of this paper are as follows:

– A novel scheme based on a novel type of transaction that enables explicit
cancellation of transactions.

– The implementation of such mechanism in Bitcoin-like blockchains.

The remainder of this paper is organized as follows. Section 2 gives the related
work. Section 3 provides a formalization of the existing Bitcoin-like blockchain
data structure considered in this paper. Section 4 provides a high-level Bitcoin-
like blockchain protocol description as a rational multi-agent model where agents
are using the aforementioned data structure. The proposed scheme for cancel-
lation of transactions is presented in Sect. 5. Section 6 presents an analysis of
the proposed scheme and, finally, the discussion and conclusions are provided in
Sects. 7 and 8, respectively.

2 Related Work

This study is based on our previous study on user (nodes that do not participate
to the mining) fairness in blockchain systems [7]. The closest works in blockchain
systems to our study are [1,4,8,12].
1 https://en.bitcoin.it/wiki/Replace by fee, last access on 16 July 2018.

https://en.bitcoin.it/wiki/Replace_by_fee
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Herlihy and Moir in [8] study the user fairness and consider as an example the
original Tendermint2 [3,9]. The authors discussed how processes with malicious
behaviour can violate fairness by choosing transactions [4] then they propose
modifications to the original Tendermint to make those violations detectable and
accountable. Helix [1] and HoneyBadgerBFT [12], on the other hand, attempt
to design consensus protocols focusing on assuring a degree of fairness among
the users by being resilient to transaction censorship where initially encrypted
transactions are included in blocks, and only after their order is finalized, the
transactions are revealed.

Another notion of fairness applied to the user side concerns the fair exchange
in the e-commerce context [2] which is extended to the Bitcoin-Like scenario in
[10] more in the sense that if there are two players performing an exchange then
either both of them get what they want or none of them.

3 Blockchain Model

We model a blockchain ledger as a dynamic, append-only tree B = {b0
#0←−−

b1
#1←−− ...

#l−1←−−− bl} where each block bi (0 < i ≤ l) contains a cryptographic
reference #i−1 to its previous block bi−1, l = |B| is the length of B, b0 is the
root block which is also called the genesis block, bl is the furthest block from the
genesis block which is referred to as the blockchain head, h = |bi| is the height
of bi (the length of the path from bi block to b0)3 and d = |B| − |bi| is the depth
of bi (the length of the path from bi block to bl).

A block bi−1 can have multiple children blocks, which causes the situation
called a fork. The main branch is then defined as the longest path l from any
block to b0 and is denoted as B� where |B�| = l and B� ⊆ B such that |Bx| <
|B�| for all branches Bx ⊂ B where Bx �= B�. All branches other than the
main branch are called side branches. If at any time, there exists more than one
longest path with a length l (i.e. there are multiple heads), the blockchain ledger
B is said to be inconsistent and thus B� = ∅. This situation disappears when a
new block extends one of these side branches and creates B�. The blocks on the
other branches are discarded and referred as stale blocks.

3.1 Block Model

We denote a block as bi = 〈hi, Ψi〉 where hi is the block header and Ψi is the block
data. The block data Ψi contains a set of transactions organized as a Merkle tree
[11]. The set of transactions θm are selected by the miner from its memory pool.

2 Jae Kwon and Ethan Buchman. Tendermint. https://tendermint.readthedocs.io/en/
master/specification.html, last access on 25 July 2018.

3 For each transaction tx inside bi, the block height |tx| is the equal to h also.

https://tendermint.readthedocs.io/en/master/specification.html
https://tendermint.readthedocs.io/en/master/specification.html
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Here it is important to note that, blocks have limited sizes4 and thus the total
size of the selected transactions can not exceed this limit5.

3.2 Transaction Model

We model a transaction as tx = 〈I,O〉 where I is a list of inputs (I �= ∅) and O
is a list of outputs (O �= ∅). Each input i ∈ I references to a previous unspent
output for spending it. Each output then stays as an Unspent Transaction Out-
put (UTXO) until an input spends it. If an output has already been spent by
an input, it cannot be spent again by another input (no double spending). We
model the outputs as oi = 〈si,¢oi

〉 where si is a set of tuples si = {(ni, condsni
)}

that define the conditions condsni
for the receiver ni ∈ N to become owner of

the coin ¢oi
(¢oi

≥ 0). The input that wants to spend the particular coin must
satisfy at least one list of conditions condsni

, since an output (a coin) might be
spendable by two different receivers ni, nj ∈ N independently, although it will
ultimately be spent by only one, on a first-come, first-served basis. All inputs of
a transaction have to be spent in that transaction and the total input coins ¢I

has to be greater than or equal to the total output coins ¢O. The fee ftx of a
transaction tx is then modeled as ftx =¢I−¢O. Depending on the fee to be paid,
if there are still some coins left to be spent, the sender can add an output that
pays this remainder to itself.

4 Network Model

In this section we provide a high-level Bitcoin protocol description as a rational
multi-agent model6 where rational agents chooses their actions/behavior with
respect to their perceptions in order to maximize their utility.

We model the blockchain network as a dynamic directed graph G = (N,E)
where N denotes the dynamic rational agent (vertex) set, E denotes dynamic
directed link (edge) set. A link 〈n,m〉 ∈ E represents a directed link n → m
where n,m ∈ N , n is the owner of the link and n is the neighbor of m.

4.1 Agent Model

Each agent n ∈ N has a list of its neighbors Nn where Nn ⊆ N and ∀m ∈
Nn|〈n,m〉 ∈ E. An agent n can communicate one or more of its neighbors
by exchanging messages of the form 〈n,msg, d〉 where n is the sender, msg is
the type and d is the data contained. Using such messages, the (user) agents
issue transactions (by creating transactions messages and diffusing them to the
network) to send coins to each other.
4 The current maximum block size in Bitcoin is 1 MB. See https://bitcoin.org/en/

glossary/block-size-limit, last access on 13 July 2018.
5 Average block size for Bitcoin is given in https://blockchain.info/charts/avg-block-

size, last access on 13 July 2018.
6 This description is based on the system and rational models given in [7].

https://bitcoin.org/en/glossary/block-size-limit
https://bitcoin.org/en/glossary/block-size-limit
https://blockchain.info/charts/avg-block-size
https://blockchain.info/charts/avg-block-size


520 Ö. Gürcan et al.

Each agent n has a memory pool Θn in which it keeps unconfirmed transac-
tions that have input transactions, an orphan pool Θ̄n in which they keep uncon-
firmed transactions that have one or more missing input transactions (orphan
transactions) and a blockchain ledger Bn in which they keep confirmed transac-
tions where Θn ∩ Θ̄n = ∅, Θn ∩ Bn = ∅ and Θ̄n ∩ Bn = ∅ always hold.

A (user) agent n can turn to be a miner agent if it chooses to create blocks
for confirming the transactions (mining) in its memory pool Θm, and n is said
to be a miner node if it started mining but has not stopped yet. The set of miner
agents is then denoted by M where M ⊆ N . In order to mine, n ∈ M has to
solve a cryptographic puzzle (i.e. Proof of Work) using its hashing power. The
successful miners are awarded by a fix amount of reward plus the totality of the
transaction fees.

4.2 Behavior Model

A rational agent behaves according to its local perceptions and local knowl-
edge, models uncertainty via expected values of variables or actions, and always
chooses to perform the actions with the optimal expected outcome (among all
feasible actions) for maximizing its utility [17]. Each rational agent n ∈ N has a
set of actions An and a utility function Un. Using An and Un, n uses a decision
process where it identifies the possible sequences of actions to execute. We call
these sequences as rational behaviors of n and denote as β. The objective of n
is to choose the behaviors that selfishly keep Un as high as possible.

We model the utility function of a rational agent n ∈ N as

Un = u0 +
k∑

i=1

U(βi) (1)

where u0 is the initial utility value, k ≥ 0 is the number of behaviors executed
so far and U(βi) is the utility value of the behavior βi. An agent n ∈ N finds
a system (i.e. the blockchain network) G fair, if the total satisfaction of its
expectations Un is above a certain degree τn where τn < u0 [7].

A utility value U(βi) can also be interpreted as the degree of satisfaction
experienced by the realization of βi. The utility value U(βi) is calculated as

U(βi) = R(βi) − C(βi) (2)

where R(βi) is the overall reward gained and C(βi) is the overall cost spent for
the execution of βi.

When an agent needs to choose a behavior for execution, it needs to calculate
its expected utility value. The expected value E(βi) depends on the probabilities
of the possible outcomes of the execution of βi. We model the expected value as
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E(βi) =
m∑

j=1

(pj · U(βj
i ))

=
m∑

j=1

(pj · (R(βj
i ) − C(βj

i )))

=
m∑

j=1

(pj · R(βj
i )) −

m∑

j=1

(pj · C(βj
i ))

= RE(βi) − CE(βi)

(3)

where m > 0 is the number of possible outcomes, U(βj
i ) is the utility value of

the possible jth outcome βj
i , pj is the probability of this outcome such that∑m

j=1 pj = 1, and RE(βi) and CE(βi) are the expected gain and the expected
cost of βi respectively.

In the following, we list the user and miner agents behaviors important for
this study7 conforming to the above description. To formalize the behaviors,
we model a round based approach (like Garay et al. [6]) in which miner agents
start creating a new block with at the beginning of the round and a round ends
when a new block is successfully created by one of the miners. Both user and
miner agents make their decisions on a roundly basis. This round-based model
implicitly assumes that the block sent at the end of the round is immediately
delivered by all participants, i.e. communication delay is negligible with respect
to block generation time.

Miner Agent Behaviors are as follows:

– Selecting transactions. When creating the next block, there is no required
selection strategy and no known way to make any particular strategy required,
but there are two transaction selection strategies popular among miners to
include them into their blocks: (1) Selecting the transactions with the highest
fees to attempt to maximize the amount of fee income they can collect8. Since
the size of blocks is limited, miners could decide to deliberately exclude an
unconfirmed transaction that has already been received with a lower fee. This
behavior would obviously delay the confirmation time of that transaction
and affects its confirmation probability. (2) Selecting the transactions with
highest amount of coins moved to attempt to maximize the market value of the
cryptocurrency [14]. Since the size of blocks is limited, miners could decide to
deliberately exclude an unconfirmed transaction that has already been received
with a lower amount. In this study, it is assumed that miners are using the 1st
selection strategy and this behavior is modeled as P (f) probability function.

7 A detailed list of behaviors, along with their pseudo-codes, can be found in [7].
8 https://en.bitcoin.it/wiki/Transaction fees, last access on 20 July 2018.

https://en.bitcoin.it/wiki/Transaction_fees
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User Agent Behaviors are as follows:

– Issuing transactions. We model issuing a transaction with a specific fee f as
with the action of the form issueTransaction(b, ¢) where b ∈ N is the receiver
and ¢ is the amount of coins (Algorithm 1). For simplicity, it is assumed that a
users agent has an ordered set of fees {f1, f2, . . . , fk} to use. It is also assumed
that fi < fi+1 where 0 < i < k and 0 ≤ P (fi) < P (fi+1) ≤ 1 where P (f) is
the probability of a transaction with a fee f to be confirmed.

– Leaving because of unfairness. If at any time, an agent a finds G unfair (Ua ≤
τa), it may decide to leave G if from its points of view it will not be possible
to increase its overall utility above τa by calculating the expected values of
its possible future behaviors. In other words, a may decide to leave G if
Ua +

∑m
j=k E(βj) ≤ τa where βk, ..., βm are sufficiently enough desired future

behaviors of a.

Algorithm 1. The issueTransaction(b,¢) action of a user agent a where a
wants to send ¢ to b using an input set I by paying a fee f and returning the
remaining ¢r to itself. Note that each output oi is required to be signed by the
public key pk of the receiver. After creation, the transaction tx is diffused to the
neighbors Na. For more details see [7].

1: action issueTransaction(b, ¢)
2: I ← selectUnspentTransactionOutputs(Ba, ¢)
3: o1 ← 〈(b, pkb),¢〉
4: f ← estimateFee(I, {o1})
5: ¢r ←¢I−¢−f
6: o2 ← 〈{a, pka},¢r〉
7: tx = 〈I, {o1, o2}〉
8: Θa ← Θa

⋃{tx}
9: sendMessage(〈a,”inv”,H(tx)〉,Na)

In the next section, we present our proposed improvements to allow cancel-
lation of transactions.

5 Cancellation of Transactions

In this section, we improve the models given in Sects. 3 and 4 to enable cancella-
tion of transactions. We first make necessary definitions (Sect. 5.1), then provide
a new model for canceling transactions (Sect. 5.2) and finally provide user agent
behaviors for canceling transactions (Sect. 5.3).
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5.1 Definition

We define cancellation of transactions as intentionally marking a transaction
by its issuer to prevent its further use, i.e. negating the effect of a transaction
by its issuer and thus creating a new state as if the issuer of the transaction
has never sent money to the recipients9. Here it should be emphasized that
such cancellation can only be performed by the issuer of the transaction, since
the receiver can always create another transaction that returns the money back
to the original account and sign it. However, such a case is not considered as
cancellation but as refunding.

5.2 Cancellation-Enabled Transaction Model

In this subsection, we improve the transaction model given in Sect. 3.2 to allow
cancellation of transactions, as defined in Sect. 5.1.

We consider that a transaction can be canceled by its issuer before a prede-
fined cancellation timeout rc. Such a condition impacts directly in the required
amount of time to consider that a transaction is final10. We define a final trans-
action as a transaction that is not cancellable any more. However, it should
be noted that this definition is relative to a branch of the blockchain. If a side
branch that does not contain a transaction becomes longer than the current
main branch that contains that transaction, technically that transaction is said
to be rolled back, however this is different from canceling it.

Being tx = 〈I,O〉 a valid transaction issued by n ∈ N , a cancellation trans-
action txc is a transaction issued by n that gives ownership of the coins back to
the user n ∈ N that issued tx, although perhaps in a different address. In real-
ity, our proposed solution gives more freedom than this definition, as we discuss
further on.

5.3 Cancellation Behaviors of User Agents

Consider a user agent a ∈ N that issues a transaction tx at round r0 for sending
¢ coins to user node b ∈ N , with a fee of ftx, has an interest I on tx and a
waiting cost C(¢).

Assuming that tx is confirmed at most at round n, the cumulative expected
value E is:

E(β0) =
n∑

r=1

P (f)
r−1 · P (f) · (I − f) −

n∑

r=1

P (f)
r−1 · C(¢)r−1 (4)

where R(β0) = (I − f) and C(β0) = C(¢) (based on Eq. 1 in [7]).
Now suppose user agent a decides to cancel tx at round r1 (r0 ≤ r1 < rc).

There are two possible user agent behaviors to cancel tx:
9 It is important to note that the fee paid to the miner is not considered.

10 This complies with previous usage of transactions that are ‘non-final’: https://
bitcoin.stackexchange.com/questions/9165/whats-are-non-final-transactions, last
access on 13 July 2018.

https://bitcoin.stackexchange.com/questions/9165/whats-are-non-final-transactions
https://bitcoin.stackexchange.com/questions/9165/whats-are-non-final-transactions
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– β1: Canceling with cancellation transaction,
• Explicit cancellation mechanism for transactions that are even confirmed,

proposed by us in this paper (see Algorithm 2).
– β2: Canceling with a Replace-By-Fee (RBF) transaction

• Implicit cancellation mechanism for only unconfirmed transactions, pro-
posed by Bitcoin.

where user agents calculate the expected values considering the gain and the
cost of each behavior as in [7]. For simplicity, and without loss of generality, we
consider that fees are not changing per round.

β1: Canceling with Cancellation Transaction. User creates a transaction
txc at round r1 with a fee ftxc, where ftxc has a value such that txc is supposed
to be appended to the blockchain in less than round rc + r, being r the round
in which tx hits the blockchain.

The expected gain RE(β1) of behavior β1 is then as follows:

RE(β1) =

(
n∑

r=r0

P (ftx)
r−1

P (ftx) ·
( r+rc∑

s=r+1

P (ftxc)
s−1−r

P (ftxc)
))

· (I − ftx − ftxc)

=

(
n∑

r=1

P (ftx)
r−1

P (ftx) ·
( rc∑

s=1

P (ftxc)
s−1

P (ftxc)
))

· (I − ftx − ftxc)

(5)

where R(β1) = (I−ftx−fftxc), and r and s (r0 < r ≤ s) are the rounds in which
tx and txc are appended to the blockchain, respectively. Note that, for r1 < r,
the transaction txc is orphan and thus it can be appended in the blockchain
only at r = s or r < s. Furthermore, if r1 > s, then the best option is to use
this behavior (since RBF transactions cannot be used anymore). Therefore, we
compare for cases where r0 ≤ r1 ≤ r. For further simplification, without loss of
generality, we use r0 = 1.

The series given in Eq. 5 follow two nested geometric distributions X �
(ptx), Y � (ptxc), with probabilities of success ptx = P (ftx) and ptxc = P (ftxc).
Therefore, considering x = qtx = 1 − ptx and y = qtxc = (1 − ptxc), we have the
following solution to the series:

RE(β1) =

(
n∑

r=1

xr−1 ptx ·
( rc∑

s=1

ys−1ptxc

))
· (I − ftx − ftxc) (6)

We can extract all constant values into c = ptx · ptxc · (I − ftx − ftxc), and
consider the solution to

gβ1(n) =
n∑

r=1

xr−1 ·
rc∑

s=1

ys−1 · c =
n−1∑

r=0

xr ·
rc−1∑

s=0

ys · c (7)
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As such, notice that, applying basics of geometric convergent series, the inner
series

∑rc−1
s=0 ys converges to 1−yrc

(1−y) and thus the outer one:

gβ1(n) =
(1 − xn)(1 − yrc)

(1 − x)(1 − y)
· (1 − x)(1 − y)(I − ftx − ftxc)

= (1 − xn)(1 − yrc)(I − ftx − ftxc)
(8)

And thus, being the expected gain when gβ1(n) tends to infinity:

lim
n→∞ gβ1(n) = (1 − yrc)(I − ftx − ftxc) (9)

As for the cost resulted from the Time Value of Money (TVM)11, both trans-
actions use the same amount money, but we consider that the TVM remains for
as long as the transaction is not fully canceled. As such, the expected cost of
behavior CE(β1) of β1 is modeled as follows:

CE(β1) =
∞∑

r=1

P (ftx)
r−1 ·

( r+rc∑

s=r1

P (ftxc)
s−1−r1 · C(¢tx)s−1

)
(10)

Where C(¢) represents the waiting cost derived of the time value of money,
per round. These series are identical to gβ1(n) applying x = qtx, y = qtxc ·C(¢tx)
and the constant c by d = C(¢tx)r1 , therefore, we define hβ1(n):

hβ1(n) =
n∑

r=1

xr−1 ·
r+rc−r1∑

s=1

ys−1 · d =
n−1∑

r=0

xr ·
r+rc−r1−1∑

s=0

ys · d (11)

For which the result is analogously obtained as for gβ1(n) (note that |xy| < 1 to
guarantee convergence):

hβ1(n) =
( 1 − xn

(1 − y)(1 − x)
− yrc−r1 · 1 − (xy)n

(1 − y)(1 − xy)

)
· d (12)

And thus, again, being the cost when hβ1(n) tends to infinity:

lim
n→∞ hβ1(n) =

( 1
(1 − y)(1 − x)

− yrc−r1 · 1
(1 − y)(1 − xy)

)
· d

=
( 1

(1 − qtxcC(¢tx))(1 − qtx)
− (qtxcC(¢tx))rc−r1

· 1
(1 − qtxcC(¢tx))(1 − qtxqtxcC(¢tx))

)
· C(¢tx)r1

(13)

β2: Canceling with a Replace-By-Fee (RBF) Transaction. User agent
issues a transaction txr with a greater fee than the fee of tx, hoping to replace
11 The concept that indicates that money available at the present time worths more

than the identical sum in the future due to its potential earning capacity.
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Algorithm 2. The issueCancellableTransaction(b, ¢, rc) and issue
CancellationTransaction(tx) actions of a user agent a. The former contains
the necessary constraints (e.g., txc is only valid if current block-height |Ba| is
less or equal than |tx| + rc) for the latter action to work.

1: action issueCancellableTransaction(b, ¢, rc)
2: I ← selectUnspentTransactionOutputs(Ba, ¢)
3: o1 ← 〈{(b, skb), (a, ska and |Ba| ≤ |tx| + rc)},¢〉
4: f ← estimateFee(I, ftx)
5: ¢r ←¢I−¢−f
6: o2 ← 〈{a, pka},¢r〉
7: tx = 〈I, {o1, o2}〉
8: Θa ← Θa

⋃{tx}
9: sendMessage(〈a,”inv”,H(tx)〉,Na)
10:
11: action issueCancellationTransaction(tx)
12: i1 ← tx.o1
13: o1 ← 〈(a, pka),¢〉
14: f ← estimateFee(i1, ftx)
15: ¢r ←¢I−¢−f
16: txc = 〈i1, o1〉
17: Θa ← Θa

⋃{txc}
18: sendMessage(〈a,”inv”,H(txc)〉,Na)

it before tx hits the blockchain (i.e. rc = 0). Such implicitly tells miner agents
to ignore tx. In this case, we model the reward as follows:

RE(β2) =

( ∞∑

r=r0

P (ftx)
r−1

P (ftx) ·
( r∑

s=r1

P (ftxr)
s−1−r1

P (ftxr)
))

· (I − ftxr)

(14)
and its expected cost:

CE(β2) =
∞∑

r=r0

P (ftx)
r−1 ·

( r∑

s=r1

P (ftxr)
s−1−r1 · C(¢tx)s−1

)
(15)

For both, the process is analogous to extract gβ2(n) and hβ2(n), obtaining:

gβ2(n) =
(1 − xn

1 − x
− yr1 · 1 − (xy)n

1 − xy

)
· (1 − x)(I − ftxr),

with x = qtx, y = qtxr

(16)

lim
n→∞ gβ2(n) =

( 1
1 − qtx

− qr1
txr · 1

1 − qtxqtxr

)
· (1 − qtx)(I − ftxr) (17)

and

hβ2(n) =
( 1 − xn

(1 − y)(1 − x)
− yr1 · 1 − (xy)n

(1 − y)(1 − xy)
) · d,

with x = qtx, y = qtxr · C(¢tx), d = C(¢tx)r1 , |xy| < 1
(18)
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limn→∞hβ2(n) =
( 1

(1 − y)(1 − x)
− yr1 · 1

(1 − y)(1 − xy)

)
· d

=
( 1

(1 − qtxr · C(¢tx))(1 − qtx)
− (qtxr · C(¢tx))r1

· 1
(1 − qtxr · C(¢tx))(1 − qtxqtxr · C(¢tx))

)
· C(¢tx)r1

(19)

In the next section, we will compare β1 and β2 by quantitatively analysing
the equations formulated in this section.

6 Analyses and Results

We analyzed the rational behaviors of user agents proposed in Sect. 5.3 using
gnuplot 5.2.412. It is assumed that the initial utility values u0 of all agents are
the same and high enough from the threshold τ . In the following, we provide
results of these analyses employing synthetic data.

Recalling Eq. (4), it is clear that, depending on the values of P (f) and C(¢),
the expected value E may or may not converge to −∞. For the geometric dis-
tributions of RE(β1) and RE(β2), we can see that they always converge, since
all three P (ftx), P (ftxc) P (ftxr) are positive, and strictly less than 1. For the
expected costs, CE(β1) converges to the value listed in Eq. (13) if and only if
|qtxc · C(¢tx)| < 1. Analogously, CE(β2) converges to the value of Eq. (19) if and
only if |qtxr · C(¢tx)| < 1.

Obviously, many values will have a strong impact in the results. Specifically,
the correlation between the fees of a transaction ftx and how much they increase
the probability of such transaction to be included in each round P (ftx). There
are some online results on the average fees in Bitcoin and the average amount of
blocks (rounds) a transaction takes with each fee13. Again, it is easy to see that
the average amount of blocks is the expected value of a geometric distribution
of which the probability p is the one we are looking for, and, therefore, one can
obtain this value solving the series. However, this is out of the scope of this
document. Furthermore, we show further on that the cancellation transaction
behavior can be better even under optimistic values for this probability, in which
a small increase of the fee ftx incurs in a big increase in the probability P (ftx).

Figure 1 left shows the gain, cost, and expected values E of both behaviors,
as functions on the number of rounds, and fixing the rest of the variables. Notice
that here we consider that 20 Satoshis give a probability of P (20) = 0.5, while
P (50) = 0.6. In this case, we can see how our approach is better, regardless of
the round. To the right, we compare our approach with different assumptions on
the increase required in the fee to increase the probability of a transaction being
included. We can see how our approach is not always the best, and for example
when only 10 Satoshis are required to increase the probability to P (30) = 0.6,
using a Replace-By-Fee transaction is a better behavior.

12 http://www.gnuplot.info/, last access on 24 July 2018.
13 https://bitcoinfees.earn.com/, last access on 24 July 2018.

http://www.gnuplot.info/
https://bitcoinfees.earn.com/
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Fig. 1. Expected reward g, cost h, and value functions e as functions on the number
of rounds, comparing both behaviors (a). Also, comparison of different assumptions
on the relationship between ftx and P (ftx) for canceling with cancellation transaction
behavior β1 and canceling with a RBF transaction behavior β2 (b).

One can note that another important variable fixed in Fig. 1 is r1, that is,
the round at which the user decides he wants to cancel the transaction tx, issued
at round 1. In Fig. 1, we assume r1 = 1. However, it is important to consider
that the user may want to cancel the transaction later than when they issued it.
Finally, rc can also have an impact in the results, since it increases the time in
which a transaction can be cancellable by the cancellation transaction behavior
β1, but it also increases the cost of such behavior, since it can lead to a greater
waiting time. In the following, we study how the results vary depending on r1
and rc.

For such cases where the series converge, we consider the values in rounds
in the infinite (that is Eqs. (9, 13, 17, 19)), and tweak other values. Firstly, it is
easy to note that behavior β1 also converges for rc → ∞:

lim
n→∞,rc→∞ E(β1)(n, rc) = lim

n→∞,rc→∞ gβ1(n, rc) − hβ1(n, rc)

= (I − ftx − ftxc) − C(¢tx)r1

(1 − qtxcC(¢tx))(1 − qtx)

(20)

While limn→∞,rc→∞ E(β2)(n) does not depend on rc by construction. It is
possible to see, however, how the gain decreases for β2 when r1 increases, while
in β1 this is irrelevant. Nevertheless, the cost increases with rc for β1, since this
leads to higher waiting cost.

Figure 2 left compares several values depending on r1, when the amount of
rounds n tends to infinity. One can see how, for rc = 6, it is a better approach to
use β1 for r1 > 4. Furthermore, even if rc tends to infinity, and being optimistic in
terms on the correlation between fees and probability of hitting the blockchain,
β1 seems to be a better behavior for r1 > 5. Nevertheless, if one decides within
the first rounds to cancel the transaction, then it is better to use behavior β2 and
issue a Replace-By-Fee transaction. Recall, however, that Fig. 2 plots values for
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n → ∞. For constant number of rounds, with r1 = 1, Fig. 1 already showed that
β2 is only a better approach when one can be optimistic about the probability
of a transaction with a slightly higher fee hitting the blockchain.

Fig. 2. Expected values for canceling with cancellation transaction behavior β1 and
canceling with a RBF transaction behavior β2 as a function on r1, with different values
for rc, ftx and P (ftx) where I = 100. To the left, optimistic values for P (ftx) (better
for β2).

As a result, we suggest always creating the initial transaction tx as if it
can be canceled by a cancellation transaction txc. However, depending on the
conditions, the user may choose to issue a Replace-by-Fee transaction txr as
well as trying to cancel tx. Nevertheless, a transaction that can be canceled in rc

rounds leaves this transaction as non-final for the first rc, increasing the block-
depth required for a receiver of coins to consider full ownership of such coins.
The receiver can however move the coins to a new UTXO. Besides, txr is more
flexible and may work even if tx is prepared for being canceled by txc.

In general, it seems as a good approach to firstly issue an RBF transaction,
and after round r1 issue a cancellable transaction such that ftxc + ftx = ftxr.
Otherwise, miners will always choose the one that gives higher reward. It is
possible that the left side should be greater, ftxc + ftx > ftxr, to account for
more space used by two transactions, in such a way that the reward for the miner
equalizes.

7 Discussion

In this section, we discuss the proposed mechanism, and the results obtained
from several perspectives: fairness, security and implementability.

7.1 Fairness

To the best of our knowledge, this is the first study focusing on providing an
explicit mechanism for cancellation of transactions to improve the fairness for
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users. In other words, the proposed mechanism is a first step towards guaran-
teeing fairness for users, given that fairness is the overall satisfaction of rational
agents. Moreover, we showed that the users as rational agents have no incentive
to choose the Replace-by-Fee behavior (β2) since its cancellation timeout is much
less shorter. As a result, it can be said that the proposed mechanism is superior
to the Replace-by-Fee workaround provided by the existing protocol.

7.2 Security

To avoid double-spending attacks and inconsistencies, blockchains need a selec-
tion strategy based on a predefined criteria. Bitcoin uses the longest chain strat-
egy for selecting the main branch. Moreover, there can be situations where the
network is partitioned for some time and then reconnects, with14 or without
any malicious participant. The question is: which branch should be followed in
case the cancellation transaction exists only in one branch, and there is another
transaction that is spending the transaction we wish to cancel in another branch?
Should we throw away one or more branches that creates such inconsistencies?
Which branch should be followed?

In our opinion, pruning any chain (i.e. reducing the length of the chain)
is dangerous and weakens its security level, which is directly proportional to
the work that must be done to replace such a chain and allow an attacker to
target the chain more easily. Thus, we think that the blockchain should remain
append-only. Furthermore, we claim that the existing longest chain rule should
remain the same. Even though with this setting the cancellation might be at
times ignored, the security of the blockchain is more important than what the
user desires. Furthermore, an upgrade to support cancellation of transactions
should be backward compatible, not to require a hard-fork for existing Bitcoin-
like blockchains.

7.3 Implementability

As shown in Sect. 6, the proposed cancellation mechanism is feasible. This section
shows its implementability in Bitcoin-like blockchains. Many such blockchains
(Bitcoin, Bitcoin Cash, Litecoin, etc.) already give support to a similar feature
as the one described in this document, motivated by the implementation of 2nd-
layers in their network, such as the Lightning Network [16].

Bitcoin, for instance, provides support for lightning, thanks to the imple-
mentation of Bitcoin Improvement Proposal (BIP) 11215 in the system. BIP
112 implements the opcode16 OP CHECKSEQUENCEVERIFY (typically referred to as

14 If there is a malicious participant that is partitioning the network, this is called a
man-in-the-middle-attack.

15 https://github.com/bitcoin/bips/blob/master/bip-0112.mediawiki, last access on 28
August 2018.

16 Operation codes from the Bitcoin Script language which push data or perform func-
tions within a pubkey script or signature script.

https://github.com/bitcoin/bips/blob/master/bip-0112.mediawiki
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OP CSV), that prevents a non-final transaction from being selected for inclusion
in a block until the corresponding input has reached the specified age, as measured
in block-height or block-time. In this case, a non-final transaction refers to the
fact that it has not reached the specified age. As such, BIP 112 already offers
functionality of giving preference to some specific node to spend an UTXO.

Algorithm 3. Node a sends coins to node b in a transaction.

1: IF

2: <pubkey of node b> CHECKSIG

3: ELSE

4: "30d" CHECKSEQUENCEVERIFY DROP

5: <pubkey of node a> CHECKSIG

6: ENDIF

For example, node a can pay node b in a transaction with the redeem script
given in Algorithm 3. In this case, node b can spend the output at any time, while
node a needs to wait 30 days. After such time, any of the two can independently
spend the output. However, we would like the inverse functionality where node
a can still cancel the issued transaction in the first 30 days, if node b has not
spent this output (Algorithm4). Before 30 days, both node a and node b can
independently spend the output. After 30 days, only node b can spend it.

Algorithm 4. Node a cancels the transaction.

1: IF

2: <pubkey of node b> CHECKSIG

3: ELSE

4: "-30d" CHECKSEQUENCEVERIFY DROP

5: <pubkey of node a> CHECKSIG

6: ENDIF

As illustrated in BIP 6817, and by James Prestwich18, OP CSV compares the
top stack item to the input’s sequence no field. Thus, the top stack item is parsed
just as the sequence no field for nSequence (the input-level relative time-lock).
That is, it interprets 18 of the 32 bits (the remaining 14 bits are still undefined).
There are two special flags: the disable and the type flag. The disable flag (bit
31, the 32nd least significant bit) specifies that logs are disabled. The type flag
(bit 22, the 23rd least significant bit) specifies the type of information: if set, the
remaining 16 least significant bits are interpreted in units of 512 s granularity, if

17 https://github.com/bitcoin/bips/blob/master/bip-0068.mediawiki, last access on 28
August 2018.

18 https://prestwi.ch/bitcoin-time-locks/, last access on 28 August 2018.

https://github.com/bitcoin/bips/blob/master/bip-0068.mediawiki
https://prestwi.ch/bitcoin-time-locks/
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not, they are interpreted as block-height. The flag (1 ≤≤ 22) is the highest order
bit in a 3-byte signed integer for use in bitcoin scripts as a 3-byte PUSHDATA with
OP CHECKSEQUENCEVERIFY (BIP 112), as detailed in the specification of BIP 68.

At the time of writing, using OP CSV with value 0x00400001 and 0x00C00001

applies the same timelock: a relative locktime of 512 s. Moreover, the specification
says OP CSV “errors if the top stack item is less than 0”. We propose, however,
to consider the sign bit as the sign flag, and interpret instead this negative value
exactly as detailed in the aforementioned example.

OP CSV is useful for considering a relative time from the inclusion of the trans-
action in the blockchain. If, instead, one would like to specify an absolute time,
or a block-height, this is possible using OP CHECKLOCKTIMEVERIFY (OP CLTV) (see
BIP 6519). Analogously, we propose the same consideration for OP CLTV. These
two simple backward compatible features can be implemented after propos-
ing them in a new BIP. Also, for simplicity, and to comply with the cur-
rent definition of OP CSV and OP CLTV, we propose referring to each upgrade
as OP CHECKSEQUENCEVERIFYINVERSE (OP CSVI) and OP CHECKLOCKTIMEVERIFYINVERSE

(OP CLTVI).
As such, we show that it is possible, and convenient, to implement the

required opcodes to give support for cancellation transactions in Bitcoin, making
use of the sign bit, that was useless until now, although it was respected as the
sign bit. We do this in a backward compatible way.

8 Conclusions

In this paper, we proposed a novel explicit transaction cancellation mechanism
that cancels issued transactions under certain conditions. Such a mechanism
increases the fairness for the users and thus increases the security and sustain-
ability of the blockchain system. To avoid security issues and related complex
analyses, the proposed mechanism sticks as much as possible to the original Bit-
coin protocol, introducing mechanisms to improve the degree of fairness of the
system. To this end, we showed the implementation of our approach for Bitcoin,
and consider also its implementability for Bitcoin-like blockchains.
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Abstract. Online reviews provide a vision on the strengths and weak-
ness of products/services, influencing potential customers’ purchasing
decisions. The fact that anybody can leave a review provides the oppor-
tunity for spammers to write spam reviews about products and services
for different intents. To counter this problem, a number of approaches
for detecting spam reviews have been proposed. However, to date,
most of these approaches depend on rich/complete information about
items/reviewers, which is not the case of Social Media Platforms (SMPs).
In this paper, we consider well known spam features taken from the lit-
erature to them we add two new ones: the user profile authenticity to
allow the detection of spam review from any SMP and opinion devia-
tion to verify the opinion truthfulness. To define a common model for
different SMPs and to cope with the incompleteness of information and
uncertainty in spam judgment, we propose a Review Spam Probabilis-
tic Ontology (RSPO) based approach. Probabilistic Ontology is defined
using Probabilistic Web Ontology Language (PR-OWL) and the proba-
bility distributions of the review spamicity is defined automatically using
a learning approach. The herein reported experimental results proved the
effectiveness and the performance of the approach.

Keywords: Spam review detection · Probabilistic ontology
Social media

1 Introduction

Nowadays, online reviews are an important source of information for consumers
to evaluate online services and products before deciding which product and
which provider to choose. In fact, they have a significant power to influence
consumers’ purchasing decisions. Through social network sites (SNS) such as
Facebook, which are considered as the most used one according to the statistics
presented in Pew 2018 [7], consumers can freely give feedback, exhibit their reac-
tions to a post or product, share their opinion with their peers and also share
their grievances with the companies. However, SNSs cannot yet detect spam
reviews and even fake profiles in-time, and hence discriminating between real
c© Springer Nature Switzerland AG 2018
H. Panetto et al. (Eds.): OTM 2018 Conferences, LNCS 11229, pp. 534–551, 2018.
https://doi.org/10.1007/978-3-030-02610-3_30
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and fake profiles is difficult for non-technically savvy users. Being aware of this,
an increasing number of companies have organized spammer review campaigns,
in order to promote their products and gain an advantage over their competitors
by manipulating and misleading consumers. Hence, this makes trust arise as a
crucial factor on the web.

Research on this topic has cast the problem of spam review and spammer
user detection into a binary classification: a review is either credible or spam and
a user is either honest or spammer. To this end, spam feature clues (behavioral
and linguistic features) are defined to identify the spam reviews and spammer
users. These features are determined from meta-information (date of review,
rate, history of the user, etc.) and from review text. Behavioral features are
mostly geared from platform review sites such as Yielp and Amazon where the
meta-information about the user’s history are almost available. Contrariwise,
this is not always the case of SNSs like Facebook. Several existing studies [15,27]
consider the review text for tackling spam reviews by using linguistic features
such as, the average content and maximum content similarity; however such
features are not considered to analyze the spamicity of the opinion. We believe
that it is important to analyze the opinion for the spam review detection. In
other words, spammer generally does not give the right opinion to defame or to
promote a product/service.

To present the features, many approaches relied on graph/network based
methods [26,27]. However, they do not pay attention to the concepts hetero-
geneity, for example the “profile” concept in Facebook is the same as “account”
concept in review sites, also in review sites the “review” concept is similar to the
“feedback” concept in Facebook. Since the social media environment is open,
distributed, and semantically enabled, it is not only necessary to have spam
detection techniques but also to empower these techniques with semantics to
facilitate the quality access and the retrieval of credible reviews from any social
media plateform. Besides, the spam judgments are subjective and uncertain in
nature. In fact, we cannot affirm the clue of spamicity, or we cannot affirm that
the review is spam or the reviewer is a spammer if it/he has spam features. For
instance, one reviewer may use a fake profile to hide his identity but he writes a
credible review, and vice versa. Moreover, if a review has some features depict-
ing that it is a spam review, while others indicate that it is a credible one; thus
leading to a confusing situation. Therefore, an approach that aims at resolving
the heterogeneity problem of reviews description and reviewers of social media
platforms and supporting the uncertainty of the spam review assessment is of
paramount importance. This paper focus on how to reveal spammers and spam
reviews from any social media platforms. Moreover, it sheds light on how infer-
ring spam firstly from incomplete and ambiguous information related to spam
feature clues and secondly by supporting the uncertainty of the spam judgment.

To cope with the problems mentioned above, we propose to rely on ontol-
ogy to resolve the heterogeneity problem of social media platforms. However,
traditional ontology does not support the uncertainty reasoning [9]. The prob-
abilistic ontology has the merit of supporting the uncertainty, which could be
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used to asses the spamicity of reviews in SMPs. Besides, we rely on learning
based method to generate the probability distribution of the review spamic-
ity. The choice of a learning based method to predict the review spamicity can
be explained by two reasons: First, if the probability distributions are defined
manually by domain experts, this can decrease the spam review detection perfor-
mance. In fact, experts can not predict all spammers and spam review behaviors.
Second, spammers may take advantage of the design and update their review to
deceive the detection process.

Our proposed approach introduces Review Spam Probabilistic Ontology
(RSPO) which describes relevant concepts for the detection of spammer users
and spam reviews from social media platforms with the aim of facilitating the
retrieval of credible reviews and the detection of spam information. This proba-
bilistic ontology is defined using PR-OWL [11] and infers the degree of spamicity
of reviews based on MEBN-learning (Multi Entity Bayesian Network learning)
method [25].

The rest of the paper is organized as follows. Section 2 aims to define the
probabilistic ontology and the PR-OWL language. Section 3 presents spam fea-
tures used in this paper as clues of spamicity. The proposed RSPO ontology is
depicted in Sect. 4. Experimental evaluations are presented in Sect. 5. Section 6
discusses the related works before drawing some conclusions and discussing some
future work in Sect. 7.

2 Background

This section presents a brief overview of the probabilistic ontology and the
Uncertainty Modelling Process for the Semantic Web (UMP-SW) methodology
which form the basis of our work. A probabilistic ontology is an explicit, formal
knowledge representation that expresses knowledge about a domain of appli-
cation. This encompasses: types of entities, properties, relationships, processes
and events that happen with the entities, statistical regularities that character-
ize the domain, inconclusive, ambiguous, incomplete, unreliable, and dissonant
knowledge, and uncertainty about all the above forms of knowledge. Probabilis-
tic ontologies are used for the purpose of comprehensively describing knowledge
about a domain and the uncertainty associated with that knowledge in a prin-
cipled, structured, and sharable way [9]. This has given birth to a number of
new languages such as: PR-OWL [11], OntoBayes [30] and BayesOWL [12]. In
this paper, we rely on PR-OWL to represent the RSPO. Actually, PR-OWL not
only provides a consistent representation of uncertain knowledge that can be
reused by different probabilistic systems, but also allows applications to perform
plausible reasoning with that knowledge, in an efficient way [9]. This can be
explained by the fact that PR-OWL is based on Multi-Entity Bayesian Network
(MEBN) logic. MEBN extends Bayesian Networks (BN) to achieve first-order
expressive power. MEBN represents knowledge as a collection of MEBN Frag-
ments (MFrags), which are organized into MEBN Theories (MTheories). An
MFrag (see Fig. 4) contains random variables (RVs) and a fragment graph rep-
resenting dependencies among these RVs. An MFrag represents a repeatable
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pattern of knowledge that can be instantiated as many times as needed to form
a BN addressing a specific situation called situation-specific Bayesian Networks
(SSBN), and thus can be seen as a template for building and combining frag-
ments of a Bayesian network. An MFrag can contain three kinds of nodes: con-
text nodes which represent conditions under which the distribution defined in
the MFrag is valid, input nodes which have their distributions defined elsewhere
and condition the distributions defined in the MFrag, and resident nodes with
their distributions defined in the MFrag. Each resident node has an associated
class local distribution which defines its distribution as a function of the values of
its parents, namely Local Probability Distribution (LPD). The RVs in an MFrag
can depend on ordinary variables. We can substitute different domain entities
for the ordinary variables to make instances of the RVs in the MFrag.

In order to model and implement PR-OWL ontologies, Carvalho et al. pro-
posed the Uncertainty Modelling Process for the Semantic Web (UMP-SW)
methodology [10]. This methodology is consistent with the Bayesian network
modelling methodology [18] and includes three main steps: model the domain,
populate its Knowledge Base (KB), and perform reasoning based on both the
model and the KB. The modelling step consists of three major stages: require-
ments, analysis and design, and implementation. These stages are borrowed from
the Unified Process (UP) with some modifications to fit the ontology modelling
domain.

3 Spam Feature Description

To infer the degree of spamicity/credibility of a review and reviewer, this paper
relies on spam features [15,23] that fall into the categories as follows:

1. Review-Behavioral (RB) based features: This type of feature is based on the
review meta-information and not on the review text itself. The RB category
encompasses two features:

– Early Time Frame (ETF): Spammers often review early to inflict spam
as the early reviews can greatly impact people’s sentiment on a prod-
uct/service [22].

vetf =
{

0 (Ti − Fi) /∈ [0, δ]
1 − Ti−Fi

δ (Ti − Fi) ∈ [0, δ]
(1)

Where Ti − Fi denote the period between the ri (review i) date and the
first review date. δ = 7 months is a threshold for denoting earliness.
etf(ri) takes value 1 if vetf is greater than 0.5 otherwise it takes value 0.

– Rate Deviation (RD) [22]: Spammers attempt to promote or demote prod-
ucts/services, their ratings can deviate from the average ratings given
by other reviewers. Rating deviation is thus a possible behavior demon-
strated by a spammer. This feature attains the value of 1 if the rating
deviation of a review exceeds some threshold β (β = 0.63).

rdi =

{
1

rtij−avge∈E∗j
r(e)

4 > β
0 otherwise

(2)
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Where rtij refers to the rating given by the reviewer i towards an item j.
2. Review-Linguistic (RL) based features: Features in this category are based

on the review text. In this work, we use two main features in RL category:
– Ratio of Exclamation Sentence containing ‘!’ (RES) [19]: Spammer put

‘!’ in their sentences as much as they can to increase impression on users
and highlight their reviews among other ones.

res(ri) =
{

1 contain′!′

0 otherwise
(3)

– Number of the first Personal Pronoun (NPP) [19]: Studies show that
spammers use second personal pronouns much more than first personal
pronouns.

npp(ri) =
{

1 true
0 false

(4)

3. User-Behavioral (UB) based features: Relate to each user and encapasses two
main features:

– Reviewing Burstiness (BST) [21]: Spammers, always write their spam
reviews in short period of time for two reasons: first, because they want
to impact readers and other users, and second because they are temporal
users, they have to write as much as reviews they can in short time.

vbst =
{

0 (Li − Fi) /∈ [0, τ ]
1 − Li−Fi

τ (Li − Fi) ∈ [0, τ ]
(5)

Where τ is the time window parameter representing a burst (τ = 28
days). Li − Fi present the time interval between the first and the last
reviews written by the user i (ui). bst(ui) takes value 1 if vbst is greater
than 0.5 otherwise it takes value 0.

– Negative Ratio (NR) [21]: Spammers tend to write reviews which defame
businesses which are competitor with the ones they have contact with,
this can be done with destructive reviews, or with rating those businesses
with low score. Hence, ratio of their scores tend to be low.

nr(ui) =
{

1 average rate of userui
≤ 2

0 otherwise
(6)

4. User-Linguistic (UL) based features: These features, which are extracted from
the users’ language, show how the users are describing their feelings or opin-
ions about what they have experienced as a customer of a business. We use
this type of features to understand how a spammer communicates in terms
of wording. The Average Content Similarity (ACS) is considered in this work
since it is largely adopted in the litterature.

– ACS [14]: As crafting a new review every time is time consuming, spam-
mers are likely to copy reviews across similar products. It is thus useful to
capture the content similarity of reviews (using cosine similarity) of the
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same author. We choose the maximum similarity to capture the worst
spamming behavior.

acs(ui) =
{

1 ui has similar reviews
0 otherwise

(7)

5. Profile Authenticity (PA) feature: Besides the features depicted above, we
propose in this work a new feature, namely profile authenticity, to detect
spammers. It is more likely that people who write spam reviews hide their
identities, especially in social network sites where it is easy to create a fake
account. To differentiate between fake profiles and authentic ones, we choose
the four most famous profile elements: the profile picture (exist or not), the
number of friends, his location and professional information. Considering pro-
fessional information, it can be explained by the fact that the proposed app-
roach will be applied to detect spam reviews of cloud services, which are
generally used by enterprises and not by individual users. Hence, a spammer
may hide his enterprise, his workplace as well as his job.

6. Opinion Deviation (OD) feature: The use of opinion deviation feature aims at
detecting, first, the unusual reviews (for example, < 3 < 3 < 3 < 3 < 3 < 3;
Great!!!!!!!!!!!!!!!!); second the without-feature-reviews (for example, in the
field of cloud service, reviews that do not contain any service property, such
as World’s Best Service!!! Just < 3 You!!!); and third the divergent opinions
compared to the majority of reviews.
In fact, many approaches have been used to detect deviations among which
we can mention, the clustering based approach which is the most commonly
developed [17]. For this reason, we use the clustering technique to identify
divergent opinions (see Fig. 1) by calculating the outliers for each object.
This factor depends on the distance from the object to the centroid of the
cluster to which the object belongs. The algorithm starts iteratively by first
finding the object with the maximum distance dmax to the cluster centroid
thus:

dmax = maxi{||xi − Ci||}, i = 1, 2, ..., N (8)

Outlier factors oi, for each object are then calculated. An outlier factor (devi-
ation) value for each object xi is calculated using the Eq. 9.

oi =
||xi − Ci||

dmax
(9)

Where ||xi − Ci|| is the distance between each object xi and its allocated
cluster centroid Ci. dmax is the maximum distance of a certain object to the
cluster centroid/center. After all iterations, each object will have an outlier
factor value that represents the object’s deviation degree. All outlier factor
values of the dataset are normalized to the range [0, 1]. The outlier factor
value is compared with a predefined threshold value T that lies between 0 and
1. An outlier factor with a greater value is more likely to be a deviation. The
object for which oi > T is considered a deviation. In order to annotate data
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for the clustering, we adopt our previous work [8]. In particular, aligned with
the cloud service domain, each review is presented as a set of service prop-
erties spj associated with their sentiment scores (as depicted in Fig. 2). The
sentiment score is computed using [8] which presents a normalized average of
the reviewer’s sentiments scores about a service property in each review (the
score of each sentiment is extracted from SentiwordNet [13]).

Spam opinion

Fig. 1. Example of outlier objects

Cloud service properties

sp1 sp2 spm...

[0,5] [0,5] [0,5]
Sentiment

score

Fig. 2. Review form

4 Review Spam Probabilistic Ontology Modelling

After defining the features that will be used as clues to detect spammers and
spam reviews, we should deal with the problem of modelization of these fea-
tures and how to infer if the review is spam or not from the latter ones. The
main challenges that hamper the review spam detection are: first, the subjec-
tivity expectation of spamicity judgment, which makes the review spam infer-
ence uncertain and second, the incompleteness of spam features. This is can be
explained by the fact that information about the user’s history, review and pro-
file is not always available on SMP. For this purpose, Review Spam Probabilistic
Ontology (RSPO) is proposed in this work. The details of the RSPO modelling
are presented in this section. The RSPO is created using the Uncertainty Model
for the Semantic Web (UMP-SW) presented in Sect. 2. In particular, we deal
with the RSPO modelling through three stages: Requirements, Analysis and
Design, and Implementation.

4.1 Requirements

The main goal is to identify the likelihood of a particular review being spam.
Requirement discipline draws out the goals, queries, and evidence for a particular
system. To ensure the traceability of requirements, a specification tree is used.
Each of the requirements is linked to its ‘parent’ requirement and every evidence
is linked to its parent query, which in turn is linked to its higher-level goal. This
arrangement helps trace the requirements.

Overall Goal of the RSPO is to determine either a review is credible or spam.
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(1) Query: Does the reviewer have an authentic profile or a fake one?
– Evidence: Look at the location information if it is available (on the

reviewer’s profile);
– Evidence: Look at the enterprise information if it is available (on the

reviewer’s profile);
– Evidence: Look at the job information if it is available (on the reviewer’s

profile);
– Evidence: Look at the picture if it is available (on the reviewer’s profile);
– Evidence: Look at the friendship network number if it is greater than 50

(on the reviewer’s profile);
(2) Query: Did the user write reviews to describe his experiences as a customer

of a certain business?
– Evidence: Look if the reviewer has similar reviews or not;

(3) Query: Has the reviewer a normal behaviour or suspicious one?
– Evidence: Look at the Early Time Frame feature if it is greater than 0.5

or not;
– Evidence: Look at the Rating Deviation feature if it is equal to 1;

(4) Query: Has the review a normal content or suspicious one?
– Evidence: Look at the review text if it contains ‘!’;
– Evidence: Look if the reviewer uses second personal pronouns or not;

(5) Query: Did the reviewer describe in the review text his feeling or opinion
about a real experience with a product/service?
– Evidence: Look at the reviewer’s feature-based opinion if it is deviated

from the majority of reviewing feature-based opinions.

4.2 Analysis and Design

Analysis and Design is the second broad step of the UMP-SW methodology.
Once goals and evidences to achieve them are identified, modelling the enti-
ties, attributes, relationships, and applicable rules can be started. This step also
specifies the semantics of the model. We rely on the UML diagram to present
the semantic model of RSPO. The UML diagram in Fig. 3 depicts the entities,
attributes and relations and describes the objects, attributes, and relationships
necessary to represent the RSPO. As depicted in Fig. 3, two main categories
of spam feature are defined, Behavior Feature and Linguistic Feature. Behavior
Feature has in turn three sub-categories such as Profile Behavior Feature, User
Behavior Feature and Review Behavior Feature. The Linguistic Feature has also
three sub-categories, User Linguistic Feature, Review Linguistic Feature, and
Opinion Deviation Feature. Two possible linguistic values of spamicity level are
defined: low and high. The SpamicityLevel class has four has-Type relations
since each profile has a spamicity level, each user has a spamicity level and each
review has two spamicity levels, the first one is based on review-features and
the second presents the overall spamicity level which is based on the aggregation
of the other spamicity levels. This provides a starting point to actually define
entities/concepts of the probabilistic ontology. Since UML has a poor support
to complex rule definitions required for uncertainty, the probabilistic rules are
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Fig. 3. UML diagram for review spam probabilistic ontology

specified separately. These rules are very useful when implementing the model
in PR-OWL to specify the LPDs. Examples of the probabilistic rules required
for the RSPO are presented as follows:

– If the majority of reviewer’ star rates is between 1 and 2 then it is more
likely that he tends to defame businesses which are competitor. Indeed, we
can consider him as a spammer reviewer. At the same time, if he has an
authentic profile then it is more likely to be a credible reviewer.

– If a review opinion agrees with the majority of reviews’ opinions reviewing
the same item, then it is more likely to be a credible review. Meanwhile, if its
rating deviates from the average ratings then it is more likely to be a spam
review.

Such probabilistic rules model the uncertain knowledge. These rules help in
establishing causal relation between random variables.

4.3 Implementation

This phase starts by choosing the modelling language for the probabilistic ontol-
ogy. In this work we use PR-OWL 2, which is supported by the UnBBayes PR-
OWL 2 Plugin [20]. The entities, their attributes, and relations identified earlier
are mapped to PR-OWL/MEBN constructs. The first step to go through is to
map the entities, their attributes, and relations to PR-OWL, which uses essen-
tially MEBN terms. Once the entities are defined, the uncertain characteristics
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Fig. 4. MFrag for identifying the overall degree of review spamicity

should be identified. Uncertainty is represented in MEBN as random variables
(RVs). In UnBBayes, an RV is first defined in its Home MFrag. Grouping RVs
into MFrags closely follows the grouping observed in the Analysis and Design
stage. Typically, an RV represents an attribute or a relation in the designed
model. For instance, the RV Spamicity Level Of User maps to the attribute
spamicityLevel of the class User and the RV hasProfile maps to the relation
hasProfile(Profile,User) (see Fig. 3). As a predicate relation, hasProfile relates
a User to one Profile, the same way the class Profile is related to one User.
Hence, the possible values (or states) of this RV are True or False. Each RV is
represented as a resident node in its home MFrag. Once all resident RVs are cre-
ated, their relations are defined by analyzing dependencies. This is achieved
by looking at the rules defined in the semantic model of the RSPO. Rules
consist in defining probability distribution of the resident node over its ran-
dom variable instances. In our work, we define 21 MFrags including 21 resident
nodes associated with their probability distributions. Figure 4 presents an MFrag
example dealing with the overall spamicity level of a review. The resident node
overall Spamicity Level(review) depends on three input nodes: the spamic-
ity level of the reviewer, the spamicity level of the review and the relationship
between the review and reviewer. The ordinary variables such as, user, review,
profile, etc. can be filled in with different entities of type User, Review and Pro-
file, etc. to make different instances of this MFrag as needed and reason about a
specific situation. The local probability distributions of the defined MFrags are
depicted in the next section.
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4.4 Probability Distribution Definition

Once a random variable, its arguments, possible values, and respective mappings
have been defined, it is necessary to define its probability distributions. We
should define an LPD for each resident node (these local distributions apply
only if all context nodes in the MFrag are satisfied). The main aim of the LPDs
definition is to infer the overall spamicity level (OSL) of a given review. For
doing so, Spamicity levels’ LPDs for the different spam feature categories, namely
SLP, SLUL, SLUB, SLU, SLRB, SLRL and SLR denoting Spamicity Level of
Profile, Spamicity Level of User Linguistic, Spamicity Level of User Behavior,
Spamicity Level of User, Spamicity Level of Review Behavior, Spamicity Level
of Review Linguisitc and Spamicity Level of Review respectively, are defined
according to the spam feature values (see Table 1). After that, we rely on the
MEBN learning method [25] to learn the relationships between the spamicity
level of spam feature categories and the spamicity level of the review in order
to generate automatically the overall spamicity level LPD. The MEBN learning
uses a relational model (RM) as a data schema for the dataset. The annotation
of the review dataset is conducted in conjunction with cloud instructors from the
IT department of the University of Sfax (considered as experts). The goal is to
annotate the collected cloud service reviews from different SMPs (more details
about the collected reviews are depicted in Sect. 5) with spam or credible reviews
by relying on cloud service benchmarking tools, such as cloudHarmony [1] and
Cloudlook [2]. To this end, the instructors organized themselves into four groups,
where each group examined around 1000 reviews. Afterwards, they conducted a
cross-validation process among the different groups.

4.5 RSPO Knowledge Base Population

The population of the RSPO is mainly based on three steps:

1. Data collection and pre-processing: this step consists in collecting and pre-
processing information about user and review from SMPs (for more details
the reader can refer to [8]).

2. Spam features detection: this step aims to detect and compute spam features
of both users and collected reviews.

3. RSPO instantiation: this step instantiates automatically classes and relations
using KARMA1 tool, which is an information integration tool that enables
users to quickly and easily integrate data from a variety of data sources. It
maps structured sources to RSPO in order to build semantic descriptions.

4.6 Review Spam Probabilistic Ontology Reasoning

Once the probabilistic ontology is implemented and populated, it is possible to
realize plausible reasoning through the process of creating a Situation-Specific

1 http://usc-isi-i2.github.io/karma/.

http://usc-isi-i2.github.io/karma/
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Table 1. An excerpt of LPDs’ definition.

MFrag name LPD

SLUL if any user have (hasAverage Content Similarity = 1) [high =
0.9, low = 0.1] else [high = 0.1, low = 0.9]

SLUB if any user have (hasBustiness = 1 & hasNegativeRatio = 1) [high =
0.9, low = 0.1] else [if any user have ((hasBustiness =
1 & hasNegativeRatio = 0) | (hasBustiness = 0 & hasNegativeRatio =

1)) [high = 0.5, low = 0.5] else [high = 0.1, low = 0.9]]

SLU if any user have (SLUP = high & SLUB = high & SLUL =
high) [high = 0.9, low = 0.1] else [if any user have((SLUP =
low & SLUB = high & SLUL = high) | (SLUP = high & SLUB =
low & SLUL = high) | (SLUP = high & SLUB = high & SLUL =
low)) [high = 0.7, low = 0.3] else [if any user have((SLUP =
low & SLUB = low & SLUL = high) | (SLUP = high & SLUB =
low & SLUL = low) | (SLUP = low & SLUB = high & SLUL =
low)) [high = 0.3, low = 0.7] else [high = 0.1, low = 0.9]]]

Bayesian Network (SSBN). UnBBayes has implemented an algorithm that cre-
ates an SSBN for a particular query. An example of reasoning is shown in Fig. 5.
Information about review and reviewer are extracted from the provider DigitalO-
cean official Facebook page. As depicted in Table 2, the user’s history information
is missing. Consequently, we cannot compute neither the User Linguistic Fea-
tures nor the User Behavior Features. In this case our approach does not consider
these two categories in the spam judgment by given the same probability of the
two values of the degree of being spam (high and low). Figure 5 presents the
generated SSBN of the review. Given spam feature values, the inference system
generates the probabilities of the two values of the degree of spamicity of the
review: the probabilities of high and low. When returning to the example, the
overall spamicity of the review is considered as high by 65.6% and as low by
34.4%.

Table 2. Examples of reviews. A: Available; NA: Not Available

Reviewer Service Rating Socia media

platform

category

Content Review

information

User

information

Profile

information

mimi DigitalOcean 5 SNS Good!! A NA A

5 Experiments and Results

This section presents the experimental evaluation part of this study including
the datasets, the defined metrics as well as the obtained results.
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Fig. 5. SSBN for the query overall spamicity level of mimi’s review

Table 3. Review datasets

SNS RLI RF All

#Reviews 1000 1000 1000 3000

% Spam reviews 20% 5% 13% 13%

5.1 Datasets and Evaluation Metrics

Datasets: Table 3 includes a summary of the used datasets and their charac-
teristics. These datasets include the reviewers’ impressions and comments about
the quality of cloud services. As per this table, the datasets are categorized into
three categories according to the review source:

– SNS dataset, includes reviews collected from Facebook pages as a SNS.
– Review platforms with LinkedIn authenticate dataset (RLI), includes reviews

collected from online review platforms that obligate the access with LinkedIn
account such as TrsutRadius [6] and G2Crowd [4].

– Review platforms Free dataset (RF), includes reviews collected from online
review platforms when anyone can put a review without any authentication,
such as hostadvice [5] and cloudReview [3].

We take 80% of the annotated reviews from each dataset category as a training
dataset in order to learn the MEBN model and 20% are taken as test dataset to
evaluate the effectiveness and the performance of the approach.

Evaluation Metrics: To evaluate the performance of our approach, four metrics
are used: Precision (P), Recall (R), F1-score (F1) and Accuracy (A).

P =
TP

TP + FP
(10)
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R =
TP

TP + FN
(11)

F1 =
2 × p × R

P + R
(12)

A =
TP + TN

TP + FP + FN + TN
(13)

In the context of this paper, the false positive (FP) refers to the number of
credible reviews that are misidentified as spam ones, while the true positive
(TP) refers to the number of correctly identified spam reviews. Similarly, the
false negative (FN) refers to the number of spam reviews that are misidentified
as credible ones, while the true negative (TN) refers to the number of correctly
identified credible reviews.

5.2 Experimental Results

This section demonstrates the RSPO based approach effectiveness and perfor-
mance.

(1) Overall effectiveness and performance analysis: Table 3 demonstrates that
the RSPO based approach detects spam reviews from the three datasets
(SNS, RLI and RF). In addition, Fig. 6 illustrates the RSPO performance in
terms of precision, recall, F1-score and accuracy. As for this figure, the RSPO
based approach has a high performance over the three datasets (around 90%
for all metrics).

(2) Dataset impression on spam detection: Our experiments revealed a number
of spam reviews in RLI dataset, but this number is much more important in
SNS and RF. In fact, the RLI platforms, such as trustRadius, mainly verify
the credibility of users (they mention “verified user”), who are obliged to
use their LinkedIn identities prior to posting their reviews. Contrariwise, in
Social Network, such as Facebook any person can create a fake profile and
write a review. Table 3 shows the huge difference between the number of
detected spam reviews and spammers found in review platforms and those
of Facebook pages.

(3) Spam feature Analysis: The combination of Spam features can be a good
hint for achieving better performance. The PA achieves better performance
with RF dataset (around 90% of accuracy). Moreover, even in SNS dataset,
the PA realizes a good result. In fact during our experiments, we noticed
that when a spammer wants to promote a service (by giving a 5 star rate),
he uses an authentic profile so that the profile authenticity feature cannot
reflect the real state of the review (we found 24% of accuracy in this case).
However, when he wants to defame a service, he hides his identity. Therefore,
the PA in this case represents an important feature for the detection of spam
(83% of accuracy). Besides, the opinion deviation feature (OD) achieves a
greater influence on the performance of the spam review detection result in
most datasets (especially for SNS and RLI datasets).
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Fig. 6. Spam detection performance from different SMPs with different datasets. RB:
Review Based features; UB: User Based features; Main: All spam features.

6 Related Work

In the last decade, a great number of research studies focus on the problem of
spotting spammers and spam reviews. However, since the problem is non-trivial
and challenging, it remains far from fully solved. To detect spammers, there are
four categories of features in the literature, including review-behavioral, user-
behavioral, review-linguistic, and user-linguistic.

Fei et al. in [15] consider the burstiness of each review to find spammers
and spam reviews on Amazon. They build a network of reviewers appearing in
different bursts. Then, they model reviewers and their co-occurrence in bursts
as a Markov Random Field (MRF), and employ the Loopy Belief Propagation
(LBP) method to infer whether a reviewer is a spammer or not. Shehnepoor
et al. [27] propose a spam detection framework, namely NetSpam. This frame-
work is established based on metapath concept and graph-based method to label
reviews. The authors also introduce the importance of spam features to obtain
better results on Yelp and Amazon Web sites. Xue et al. in [29] use the rate
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Table 4. Analysis of the spam review detection approaches

Study Review
information

User history SMP Support of
incomplete
information

[15]
√

Amazon

[27]
√ √

Yielp

[26,29]
√

Yielp

[16]
√ √

Amazon

[24]
√ √

TripAdvisor, Yielp
√

deviation of a specific user and employs a trust-aware model to find the relation-
ship between users to compute the final spamicity score. Savage et al. in [26],
in turn, use the rate deviation to identify opinion spammers. They focus on the
differences between user rating and the majority of honest users using a binomial
model. Xie et al. in [28] use a temporal pattern (time window) to find singleton
reviews (reviews written just once) on Amazon. Further, Heydari [16] proposes
a spam detection system which investigates rate deviation, content based factors
and activeness of reviewers in suspicious time intervals captured from time series
of reviews by a pattern recognition technique. Mukherjee et al. [24] present a
consistency model using limited information for detecting non-credible reviews.
To do so, they rely on latent topic models leveraging review texts, item ratings,
and timestamps. The above spam review detection approaches are summarized
in Table 4. Compared to the existing works, the RSPO based approach covers
the almost SMP including SNS and review platforms which was obviously not
the case for the other approaches. This is by adding profile authenticity feature.
Moreover, unlike the proposed works, our approach deals with missing informa-
tion and uncertainty about spam judgment using a probabilistic reasoning.

7 Conclusion

Spam review is a continuing problem for consumers looking to be guided by
online reviews in making their purchasing decisions. In the current study, we
have introduced a Review Spam Probabilistic ontology (RSPO) based approach,
which describes relevant concepts for the detection of spammer users and spam
reviews from any social media platform. In addition, the RSPO can infer the
degree of spam given incomplete information about spam features thanks to the
probabilistic reasoning. In order to outperform the spam review detection, we
extended the spam features with two new ones, profile authenticity and opinion
deviation features. The experiments showed the improvement achieved by these
two features. Moreover, they demonstrated the performance and the effective-
ness of the RSPO based approach for the spam review detection from real data
extracted from different categories of SMPs. As a future endeavor, we plan to
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investigate the presented spam review detection approach by proposing a credi-
ble cloud service recommendation approach through online reviews.
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Abstract. Cloud environments have been increasingly used by com-
panies for deploying and executing business processes to enhance their
performance while lowering the operating cost. Nevertheless, the combi-
nation of business processes and Cloud environments is a field that needs
to be further studied since it lacks an explicit and formal description of
the resource perspective in the existing business processes and especially
of Cloud-related properties, namely vertical/horizontal elasticity. There-
fore, this field cannot yet fully benefit of what Cloud environments can
offer. Besides the lack in formalization, there is also a need for a verifi-
cation method to check the correctness of allocations. In fact, without
formal verification, the designer can easily model erroneous allocations
which lead to runtime errors if left untreated at design-time. In this work,
we address the above shortcomings by proposing a formal model for
the Cloud resource perspective in business processes using the Coloured
Petri net formalism, which can be used to check the correctness of Cloud
resource allocation at design-time.

Keywords: Business Process Models · Formal verification
Cloud resources · Elasticity · Coloured Petri net

1 Introduction

Finding the right compromise between the best performance and the lowest cost
has always been sought by enterprises that deal with Business Process Man-
agement Systems. Combining BPM with Cloud environments has proved to be
of great benefit for such enterprises in their quest, especially considering that
properties such as elasticity and shareability are at the very essence of the defi-
nition of Cloud Computing. Researchers have been investigating the possibilities
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of hosting entire Business Processes in the Cloud, going to the extent of propos-
ing the Business Process as a Service (BPaaS) as a new service model that takes
part in the Cloud computing paradigm [23].

On the other hand, the resource perspective in BPM has caught the interest
of researchers since many activities may require certain resources for their proper
execution. Many studies have dealt with the human resources management [6,7],
but non-human resources, especially Cloud resources, were seldom considered.

Taking advantage of Cloud resources, however, is not only achieved by imple-
menting the whole Business Process on the Cloud. A Business Process (BP) can
use resources managed by a Cloud provider without having to be part of that
Cloud environment. The communication between the BP and the Cloud provider
has to be well defined for the interaction to be flawless. In an effort to outline
this relationship between the two domains, a first attempt was made in [10]. The
idea was to extend the Business Process Model to include configurable Cloud
resources allocation. The extension comprises three operators essentially, which
are designed to define the way the Cloud provider assigns the resources to the
process activities taking into account both the elasticity and shareability con-
cepts, and emphasizing on the type and capacity of the required resources. These
proposed operators, though designed to deal with configurable allocations, can
also be used for non-configurable ones if we consider them after configuration.
Despite the visual representation it offers, this proposition remains unverified and
lacking formalism. In fact, the interaction between the Business Process and the
Cloud resources provider, however intuitive it may seem, is a very intricate task.
Thus, using the operators in [10] can easily result into faulty allocations. For
instance, two activities may request the same resource to consume at the same
time with a total required capacity that exceeds the capacity the resource can
provide. This allocation, though representable using the operators in [10], is a
situation that ought to be avoided.

To be able to avoid unsound allocations, a verification method needs to be
applied at design time to insure a correct behaviour at runtime. To achieve
this goal, we propose a formal model to represent the Cloud resource allocation
mechanism in BP models, using Coloured Petri Nets [12]. Having formalized the
allocation aspect, we are then able to verify essential structural and behavioural
properties by formally analysing and verifying the model.

The remainder of this paper is organized as follows: the related work is pre-
sented in Sect. 2. Section 3 introduces basic concepts used in the other sections
and our proposed model is detailed in Sect. 4. Results for a case study are pre-
sented in Sect. 5. Finally, we conclude and provide insights for future work in
Sect. 6.

2 Related Work

Business processes usually include activities that need resources to carry out
their expected tasks. The required resources can be classified into two categories:
human resources which are basically the workforce needed for the execution of
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the activities, and non-human resources. In literature, more attention has been
drawn to the first category, whereas only a few researches have dealt with the
second one. Our work focuses on this disregarded category, and more precisely
on Cloud resources.

The representation of the resource perspective in the context of business pro-
cesses has been the subject of some works in literature. For example, in [18], the
authors have extended the BPMN 2.0 metamodel in order to model and visu-
alize the resource perspective requirements. This extension was however proved
to be against the workflow resource patterns [17]. This work was then followed
by the proposition of an approach [8,19] that enables the implementation of the
requirements of the resource perspective in extended BPMN models and resource
structure models into BPEL definitions in an attempt to provide a support to
the lifecycle (i.e., definition, implementation, verification and validation) of the
resource perspective requirements in the development of PAISs based on WfMSs.

Petri net has been prominently present in research dealing with the verifica-
tion of the structural aspect in business processes. This formalism was used in [1]
to define a number of workflow patterns that formalize the control flow in busi-
ness processes. Other works used Petri net to verify workflow specifications [20]
with focus on checking their soundness [21]. In [17], series of workflow resource
patterns were proposed to capture the various ways in which human resources
are represented and used in business processes. Using ordinary Petri net to for-
malize Cloud resource allocation would result in massive impractical models. We
use Coloured Petri net to get a concise and more elegant representation without
losing the benefit of formality that Petri net offers. Another asset of our CPN
model is its support for multi-tenancy. Not only does it allow the allocation of
multiple resources to one activity, it also covers the sharing of the same Cloud
resources by multiple process instances that may pertain to different processes.

Despite the research effort put into the modelling of human resource, works
that deal with non-human resources, especially Cloud resources, are still scarce
and no formal patterns have been proposed for their modelling. For instance,
an extension to BPMN was proposed in [10]. This work aimed at representing
the Cloud perspective but lacked expressivity and formality. In our work, we
present a formal model that offers a more rigorous expressiveness. In a previous
work [5], an Event-B formal specification of the Cloud resource perspective was
proposed as a step towards its validation. This work, however, does not treat the
resource management as minutely as we do in our present work by detailing the
interaction between the Cloud provider and business activities. This is probably
due to the fact that Event-B is not the most suitable language to formally
describe behavioural properties.

Cloud properties have recently been addressed in some researches in an
attempt at their modelling and analysis. A temporal logic called CLTLt(D)
(Timed Constraint LTL) was used by [4] to formalize elasticity in Cloud-based
systems. In [2], authors define a formal framework for the description and eval-
uation of service-based business processes elasticity. Elasticity mechanisms and
strategies for service-based business processes were described in [14] using Petri
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net. An analytical model based on Markov chain was used in [24] to evalu-
ate elasticity strategies and help Cloud providers decide on which strategy to
implement. In [13] authors propose an elasticity model description language for
StratModel on which they based their framework for the evaluation of elasticity
strategies.

Although the elasticity property has been relatively recurrent in literature
when business processes are discussed in a Cloud computing context, these works
do not approach elasticity from the same point that we consider in this present
work. In fact, they all regard elasticity as a behaviour of the whole system where
this property manifests as adding/removing copies of a service or resizing its
capacity depending on the considered type of elasticity. In this paper however,
we are interested in elasticity at a lower lever, that is to say, we focus on elasticity
as the behaviour of each service that requires some Cloud resources to finish its
execution. This property concerns the made requests as they may vary from one
execution to another of the same business process, as well as it concerns the
required resources which can exhibit an elastic behaviour to satisfy the requests.

3 Preliminaries

In this section, we present essential concepts for the comprehension of this paper.

3.1 Cloud Resource Allocation in Business Processes

The allocation mechanism was treated in [11] where a resource perspective exten-
sion to BPMN was proposed. This extension allows a description of the resources
as well as their allocation management. This work was then followed by [10]
where the focus was directed on the configurable allocation of Cloud resources.
The authors considered three types of Cloud resources, namely network, stor-
age and compute resources and focused on two key properties, namely elasticity
and shareability of resources. They adopted a pattern-based modelling approach
and hence their proposition consisted of three operators mainly: the assignment,
elasticity and sharing/batching operators. The application of the said operators
allows for a customizable selection of the required resources by a business process
while taking into account their properties. Using this approach results in models
that are better in terms of expressivity than the models in which the resource
perspective had to be hard-coded, while being lower in terms of complexity.
These operators, however designed to express a configurable resource allocation,
can be used in their configured form to express a basic allocation. Since we
are not interested in our work in the configuration aspect of the allocation, we
present these operators stripped of the configuration-related notions.

The resource assignment operator can be considered as the main opera-
tor since it is the one that expresses which resources are actually allocated to
which activity. Two parameters are used in this operator, namely a type and a
range. The former basically expresses whether all of the connected resources are
assigned to the activity (type AND), only one of them is assigned to the activity
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(type XOR) or an unfixed number of the connected resources are assigned to
the activity (type OR). On the other hand, the range parameter is but a config-
uration guideline specified by the Cloud provider to additionally constraint the
minimal and maximal number of resources of each type that should be assigned
to each activity. The second operator is used to express the elasticity aspect of
a set of resources. It is used to specify the way the resources scale up and down
(vertical, horizontal or hybrid elasticity). The third and last operator deals with
the shareability of a resource. It specifies the activities allowed to share a specific
resource.

The Considered Allocation Mechanism. Although the model proposed
in [10] presents a considerable improvement compared to having the resource
allocations hard-coded in an ad-hoc manner, it still presents a number of issues.
In fact, the proposed modelling approach is informal and the operators should
be described formally. Furthermore, even though the elasticity operator is used
to set an elasticity type for each of the provided resources, it does not actually
allow the modelling of the desired behaviour rigorously. As a matter of fact,
the interaction between the Cloud resources provider and the different business
processes’ activities cannot be depicted using such operators.

In our work, we approach Cloud resource allocation in a way that is inspired
from the work in [10] and yet treats it formally and more elaborately. We pro-
pose a model that separates the Cloud provider from the requesting activities and
therefore is able to represent the interaction between the two parties. This model
allows the modelling of parallel requests as well as exclusive requests which corre-
spond to an AND- and XOR-typed assignment operator respectively. Basically,
a Cloud provider offers a number of resources. Each resource is characterized
by a type, a provided capacity and a number of provided instances. An activity
makes a request for a number of instances of some resource of a certain type indi-
cating the requested capacity. Elasticity in our work is not a mere description of
a resource property. It is considered at three different levels:

1. Elasticity at the level of the request: an elastic request is a request for a non
fixed number of resource instances that have a possibly varying capacity. In
other words, both the number of instances and their requested capacity can
vary at each execution within the range of a fixed interval.

2. Elasticity at the level of the provider: a resources administered by a Cloud
provider can be elastic, i.e., it may have the capability of scaling-up and
down its provided capacity. It can be either horizontally or vertically elas-
tic. A horizontally elastic resource scales-up/down by creating/destroying
resource instances. A vertically elastic resource scales-up/down by increas-
ing/decreasing the capacity of its instances.
Two strategies can be considered when dealing with elasticity. The first is a
proactive strategy: the provider predicts the need to scale-up/down a resource
before the scaling becomes a necessity. This can be triggered by reaching
capacity thresholds or a certain usage percentage. The second is a reactive
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strategy: the provider proceeds to scale-up when an elastic resource is no
longer able to satisfy an incoming request.

3. Elasticity at the level of the requester: an activity’s needs may vary during
the execution of the process, and consequently, it can choose to ask for more
or less resources at runtime.

3.2 Coloured Petri Net

Petri nets have proven to be one of the best formalisms to model and analyse
concurrent systems. Nevertheless, the basic Petri net model is not suitable for the
modelling of many systems encountered in IT. In fact, trying to describe a real
system using Petri nets usually results in a very large and complex model that
may even be inaccurate. Moreover, the tokens in a Petri net are often mapped
into objects or resources in the modelled system. However, a simple Petri net
token does not make a suitable representation for an object with attributes. To
solve these problems many authors propose extensions of the basic Petri net
model. Several authors have extended the basic Petri net model with coloured
or typed tokens [22] which have values. A large Petri net model can therefore be
represented in a much more compact and manageable manner using a Coloured
Petri net.

Coloured Petri Nets (CP-nets or CPNs) [12] is a graphical language designed
to construct models of concurrent systems and analyse their properties. It com-
bines the capabilities of Petri nets, which serve as basis for the graphical nota-
tion, with the capabilities of the programming language CPN ML, which is based
on the high-level functional programming language Standard ML [15], to define
data types. CP-nets are generally used to model systems where concurrency and
communication are key characteristics, such as business processes and workflows.

We refer the reader to [12] for a formal definition of Coloured Petri nets.

4 A Coloured Petri Net Formal Modelling of Cloud
Resource Allocation in BP

In this section, we detail the provider’s and requester’s sub-models separately
while highlighting the way we represent elasticity at its different levels. Then we
explain the way our model can be integrated with the BP’s control flow model.

4.1 Overview of the Model

In this work, we propose a coloured Petri net model to represent the cloud
resources perspective in BPs. As shown in Fig. 1, our model separates the
requester from the provider, resulting in two sub-models communicating asyn-
chronously through three buffers: buffer request, buffer response and buffer
release.
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Requester Provider

buffer_release

REQUESTS

buffer_release

REQUESTS

buffer_request

REQUESTS

buffer_request

REQUESTS

buffer_response

RESPONSE

buffer_response

RESPONSE

Fig. 1. Global view on the model

Colour Sets. To be able to represent the specific aspects of Cloud resource
allocation, we create the following main colour sets which we use in our model:

– idp: an integer representing the process identifier.
– idi: an integer representing the process’s instance identifier.
– id: a couple (p: idp, i: idi) to identify a unique process instance.
– ida: an integer representing the activity’s instance identifier.
– idr: an integer representing the resource identifier.
– restype: an enumeration to specify the type of a resource (a compute, storage

or network resource).
– capacity: an integer representing the capacity of a resource.
– instnumber: an integer representing the number of instances of a resource.
– elasticity: an enumeration to specify the type of resource elasticity (none,

vertical or horizontal).
– instance: a couple (cap: capacity, inb: instnumber) to represent the number

of resource instances with a capacity cap.
– resource: an octuple (r: idr, t: restype, init cap: capacity, init inst:

instnumber, total cap: capacity, total inst: instnumber, inst list: list
(instance), el: elasticity) where init cap is the resource instances initial
capacity, init inst is the initial number of provided resource instances,
total cap is the total provided capacity, total inst is the total number of
provided instances, inst list is a list of the resource’s instances and el is the
resource’s elasticity type.

– demand: an octuple (r: idr, t: restype, inst min: instnumber, inst max:
instnumber, inst: instnumber, cap min: capacity, cap max: capacity, cap:
capacity) where inst min and inst max are the lower and upper bounds
of the possible number of requested instances, inst is the actual number of
requested instances, cap min and cap max are the lower and upper bounds
of the possible requested capacity and cap is the actual requested capacity.

– request: a couple (a: ida, ld: list demand) where ida identifies the requesting
activity and list demand specifies a set of requested resources.

– requests: a couple (i: id, req: request) where id identifies the process as
well as the instance and request is a list of requested resources by a specific
activity.

– response: a couple (reqs: requests, b: bool) indicating whether a certain
request has been satisfied.
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For the sake of simplifying the expressions used in our model later on, we denote
by lR the list of resource identifiers of the elements of a list of resources l.

4.2 The Provider’s Sub-model

Upon the reception of a request, and depending on the availability of resources,
the provider either allocates the requested resources to the requesting activity or
sends back a response indicating the rejection of the request. Upon the release of
resources, the provider takes them back into consideration as available resources.

We propose the model in Fig. 2 to represent the behaviour of the provider.

Fig. 2. The provider’s model with reactive elasticity

The presence of a request in the buffer request enables the receive transition.
If that request is satisfiable (enough resources are available in the place resource)
a positive response is deposited in the buffer response and the provided resources
are updated accordingly through the Accept(X, req) function (the requested
number of instances is subtracted from the corresponding resource’s provided
instances), otherwise if the request is unsatisfiable (not enough instances avail-
able of some non elastic requested resource) a negative response is sent through
the buffer response. The case where resources need to be duplicated for the
request to become satisfiable (i.e., reactive elasticity) is treated through the
duplicate transition.

Released resources are communicated via the buffer release. The firing of
the release transition updates the values of the the corresponding resource from
the resources place by adding the released resource’s instances to the provided
resource’s instances list.
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Proactive Elasticity for the Provider’s Sub-model. As previously men-
tioned in Sect. 3.1, a Cloud provider may consider a proactive strategy to manage
the elasticity of its resources. To do so, the model in Fig. 3 needs to be composed
with the one in Fig. 2 by merging the resources place of the two models. Condi-
tions 1 to 4 are used to trigger the duplication/consolidation actions. Transitions
duplicateH and consolidateH are responsible for the management of horizon-
tally elastic resources. Transitions duplicateV and consolidateV are responsible
for the management of vertically elastic resources.

resources duplicateH

duplicateH(res)

res

[condition1]

consolidateH

consolidateH(res)

res

[condition2]

duplicateV

consolidateV

duplicateV(res) res

res
consolidateV(res)

[condition3]

[condition4]

Fig. 3. Proactive elasticity for the provider

4.3 The Requester’s Sub-model for Parallel Requests

In need of resources to accomplish its task, an activity sends a request to the
provider indicating the type of resources it needs as well as the number of
instances and capacity required. If it gets a positive response for all the requested
resources, the activity proceeds to execute and releases those resources upon
completion. Otherwise, the activity fails to execute. This behaviour corresponds
to the use of the assignment operator with its type parameter set to AND.

requestREQs (id,req)

REQUESTS

buffer_request

REQUESTS

buffer_request

REQUESTS

buffer_release

REQUESTS

buffer_release

p1(id,req)

execute

fail

(id,req)

(id,req)

p2 end

final
buffer_response RESPONSE

RESPONSE

RESPONSE

((id,req),true) ((id,req),true) ((id,req),true)

((id,req),false)

REQUESTS REQUESTS
(id,req) ((id,req),true)

((id,req),false)

(id,req)

Fig. 4. The requester’s model for parallel requests
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We propose the model in Fig. 4 to represent the behaviour of the requester
when making a demand for multiple resources. In order to request some
resources, the task has to go through a three-step procedure:

1. announce its request to the provider (the blue arc) via buffer request and
wait for its response;

2. start its execution and consume the acquired resources (the green arc) as soon
as a positive response to the request is available in buffer response;

3. and lastly release those resources (the purple arc) through buffer release and
finish its execution successfully.

In case the request had not been met (a corresponding negative response is
present in buffer response), the task fails (the red arc), and skips to a final state
that indicates its failure. We note that we use lists to represent a request for
multiple resources. It is worth mentioning that to model the assignment of a
single resource, we simply use lists containing one element.

4.4 The Requester’s Sub-model for an Exclusive Choice of Requests

An activity may need to make an exclusive choice between a number of requests
and leave the decision for runtime. This behaviour corresponds to the one
expressed by the assignment operator with an XOR type.

To model this using CPN, we propose the model in Fig. 5. This model is
similar to the previous one, with the few following changes: the place REQs
and transition request are duplicated as many times as the number of exclusive
requests. A place pXOR is added to make sure that only one request transition
is fired, and therefore only one request is made at runtime.

request1REQs1 (id,req)

REQUESTS

buffer_request

REQUESTS

buffer_request

REQUESTS

buffer_release

REQUESTS

buffer_release

p1(id,req)

execute

fail

(id,req)

(id,req)

p2 end

final
buffer_response RESPONSE

RESPONSE

RESPONSE

((id,req),true) ((id,req),true) ((id,req),true)

((id,req),false)

REQUESTS REQUESTS
(id,req)

((id,req),true)

((id,req),false)

(id,req)

REQs2

REQUESTS

request2 (id,req)

(id,req)

(id,req)

pXOR

Fig. 5. The requester’s model for requests with an exclusive choice

The Requester’s Sub-model with Support for Elasticity. As previously
mentioned in Sect. 3.1, a requester may need more or less resources than it had
already requested. To be able to represent this behaviour, an elasticity mech-
anism that allows a requester to update its request just before its execution
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needs to be implemented. Figure 6 shows the model we propose to support such
a property. To avoid a more complex model, we use req3 to refer to a request
smaller than the initial request req and (req + req2) to refer to a request larger
than the initial request req.

requestREQs (id,req)

REQUESTS

buffer_request

REQUESTS

buffer_request

REQUESTS

buffer_release
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p1(id,req)

execute
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p3 end
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((id,req2),false)

(id,req)

(id,req3)

REQUESTS

REQUESTS

REQUESTS

Fig. 6. The requester’s model for requests with support for elasticity

4.5 Composing the Control Flow and the Resource Perspective

As soon as knowledge of resource requests is provided, the pattern for the
requester is duplicated and the following steps are performed to create the link
between the control flow model and that of the requester:

1. A token representing resource requests coming from the requesting activity of
the process instance in question is placed in REQs. If an exclusive choice is
required for these requests, each demand is placed in a separate REQs place
following the requester’s model for requests with an exclusive choice.

2. The request transition is merged with the transition representing the activity
after which the requests are made known. In case the requests are made at
the beginning of the process (i.e., before any activity has started) the request
transition is placed after the start place along with an additional place to
maintain the correct structure of the Petri net. In case of exclusive choice, as
many request transitions as the number of exclusive requests are created.

3. A place typed request is added between the newly created transition in step
2 and the transition of the requesting activity with the corresponding request
inscribed on both its in and out arcs. In the case of an exclusive choice, this
is done for each request transition.

4. The execute transition of the requester’s model is merged with the transition
representing the requesting activity in the control flow model.
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It is worth mentioning that our proposed model supports multi-tenancy at
multiple levels. As a matter of fact, it allows the modelling of multiple resources
used by a single activity. Besides, it allows the modelling of, not only mul-
tiple processes but also multiple instances, sharing the same pool of Cloud
resources. This is achieved by using the same provider model composed with
multiple requester models pertaining to different activities of different processes’
instances.

5 Evaluation

In order to evaluate our work, we established the corresponding model for a case
study from France Telecom/Orange labs [3] which, due to the lack of space, we
thoroughly present on our web page1.

5.1 Case Study

The model of our case study has been implemented and validated using CPN
Tools which offer a palette to analyse the net’s state space. In this section we
discuss some of the results indicated by the resulting state space analysis report.
The full CPN model along with the generated report file can be found on our
web page1 where we present our case study with different provided resources to
showcase errors detection when the allocation requests are unsatisfiable and lead
to a deadlock. In fact, the allocations’ correctness amounts to having a corre-
sponding CPN model whose dead markings correspond to final markings only.
The presence of a dead marking that does not correspond to a final marking
translates the fact that some made request is unsatisfiable and prevents a com-
plete execution of the business process. This can be deducted by inspecting the
report file of the CPN model in question.

5.2 Checking Behavioural Properties

A major strength of Petri nets is their support for the analysis of many properties
and problems associated with the modelled systems [16]. Those properties can
be classified into two categories: those which depend on the initial marking, and
those which are independent of the initial marking. The former type of properties
is referred to as marking-dependent or behavioural properties, whereas the latter
type of properties is called structural properties.

In this section, we are interested in basic behavioural properties. The prop-
erties boundedness, reversibility and liveness are independent of each other.

Boundedness. The state space report shows that all of the places of our illus-
trating example’s model are bounded. This translates the fact that the number
of tokens in every place does not exceed some finite number for any marking

1 http://www-inf.it-sudparis.eu/SIMBAD/tools/CLoudResourceBP.

http://www-inf.it-sudparis.eu/SIMBAD/tools/CLoudResourceBP
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reachable from the initial marking. We are particularly interested in the bound-
edness of the three buffer places which are shown to be bounded by the number
of initially made requests. By verifying this property, it is guaranteed that there
is no overflows in the buffers, no matter what firing sequence is taken.

Reversibility. To be able to derive this property from the model of our pro-
posed example, we use a short-circuited version of the model where we added a
transition repeat that retrieves answers from the final place and restores them
as requests in the REQs place in order to simulate a continuous flow of requests.

The state space report indicates that all of the markings are home markings
which translates the fact that for each marking M reachable from the initial
marking Mi, Mi is reachable from M . Thus, we can always get back to Mi.

Reachability. Reachability is a fundamental basis for studying the dynamic
properties of any system [16]. The reachability problem for Petri nets is the
problem of finding if a given marking M in a net (P,Mi) is reachable from the
initial marking Mi. This property can be relaxed if we are only interested in
the markings of a subset of places. In this case, we talk about a submarking
reachability problem. This problem can be defined as the problem of finding
whether M ′ is reachable from Mi, where M ′ is any marking whose restriction
to a given subset of places agrees with that of a given marking M .

In our case, it is interesting to make sure that the initial marking of the
resource perspective’s model is reachable. This is proved by the fact that all of
the markings (including the initial marking) are home markings (see Sect. 5.2).

Liveness/Deadlock-Freedom. The concept of liveness is closely related to
the complete absence of deadlocks in operating systems. In fact, a live Petri net
guarantees a deadlock-free operation, regardless of the firing sequence.

The resulting state space analysis report for our illustrating example’s model
(the short-circuited version) indicates that all of our model’s transitions are
live, which means that every transition remains fireable for any firing sequence.
Therefore we can say that the whole CPN model is live and can deduct that it is
deadlock-free. In other words, a final marking (a marked “final” place) is always
reachable. In case of a faulty allocation, this property cannot be satisfied and a
deadlock is indeed detected.

If we limit this property to the requester’s and provider’s sub-models only,
without taking into account the control flow’s sub-model, we find that it is always
satisfied which means that our model makes sure that, even if a request cannot
be satisfied and the requesting activity fails, which may result in the failure of
the whole BP, the model can still manage incoming requests from other BPs. In
other words, our proposed model supports multi-tenancy at multiple levels.
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6 Conclusion

Business process deployment in the Cloud has been a hot topic over the last
years. The Cloud resource perspective however, has rarely been broached in the
context of BPM and the need to formalize this perspective has yet to be studied.
To address this issue, we proposed in this paper a Coloured Petri Net formal
model for Cloud resource allocation in Business Processes.

The CPN model that we propose can be manipulated to map the BPMN
extension proposed in [10]. However, we chose to represent an allocation mech-
anism that is richer and more detailed. Therefore, BPMN cannot be used to
represent the Cloud resource allocation and elasticity aspect as we treat it using
coloured Petri net in this work. From a designer’s point of view, it would be
easier to use a more business-related language than to model a business process
using Petri net. Consequently, we will be proposing in future work a BPMN
extension that includes all the relevant information needed to perform an auto-
matic transformation into our CPN model which can then be used to verify the
initial model.

This formalization that we propose is a first step towards the verification
of Cloud resource allocation in business processes. We have so far worked on
the verification of generic properties such as liveness and deadlock-freedom of
the model. In the future work, we will detail how to use our model to verify
other properties which are more specific to resource management and therefore
improve the correctness verification of the allocations at design-time. To do so,
we consider proving domain-specific properties like the shareability of Cloud
resources. Such properties and others can be expressed in LTL (Linear Temporal
Logic) and verified using tools as Helena [9] and CPN Tools.
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Abstract. Blockchain is a recent technology whose importance is
rapidly growing. One of its native features is pseudo-anonymity, since
users are referred by (blockchain) addresses, which are hashed public
keys with no link to real identities. However, when moving from the
use of blockchain as simple platform for cryptocurrencies to applica-
tions in which we want to automatize trust and transparency, in gen-
eral, there is not the need of anonymity. Indeed, there are situations in
which secure accountability, trust and transparency should coexist (e.g.,
in supply-chain management) to accomplish the goal of the application
to design. Blockchain may appear little suitable for these cases, due to
its pseudo-anonymity feature, so that an important research problem is
to understand how to overcome this drawback. In this paper, we address
this problem by proposing a solution that mixes the mechanism of pub-
lic digital identity with blockchain via Identity-Based-Encryption. We
define the solution and show its application to a real-life case study.

Keywords: Digital identity · Blockchain · IBE

1 Introduction

Blockchain [34] is a recent technology used in many application contexts, such
as financial services, industry 4.0, smart city, share trading. It was defined in
[34] and allows us to replace a single centralized party managing a service with
a distributed ledger of replicated, shared, and synchronized digital data spread
across different servers. Data are saved in a growing list of records, called blocks,
and each block contains a cryptographic hash of the previous block, a timestamp,
and transaction data. Blockchain can record transactions between two parties
efficiently and in a verifiable and permanent way [27]: it is managed by a peer-
to-peer network of nodes running a common protocol for validating blocks. Once
saved, the data in a block cannot be modified without alteration of all previous
blocks, which requires a too high power computation.

Blockchain has several features: it is completely decentralized, since there
is no central authority regulating data; it guarantees irreversible transactions,
c© Springer Nature Switzerland AG 2018
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because once a transaction is generated, there is no way to delete or modify
it; it is a trustless system, since it allows the transfer of sensitive information
on a non-trust network by trusting the system on the whole not the system
participant; it shows a pseudo-anonymous nature, since anybody can create a
blockchain address to be used for transactions and it is no way to trace back it
to his/her identity if appropriate precautions are taken [33]. It is worth noting
that anonymity, in the original notion of blockchain, is a fundamental feature,
as blockchain is born with the cryptocurrencies in mind and, for many years,
cryptocurrencies were the sole applications for blockchain.

However, in the last years, also thanks to the advent of new blockchains
and smart contracts, we are witnessing the shift from the use of blockchain as
simple platform for cryptocurrencies to complex applications in which we want
to automatize trust and transparency, and to take advantage from the other
features of blockchain. In these cases, in general, we do not need anonymity
anymore. Indeed, there are situations in which accountability, trust and trans-
parency should strictly coexist, and accountability should be implemented by
allowing a secure association with real-life identities. This requirement may
derive from many different needs: it might be just an opportune measure to
prevent unresolvable disputes, or it could derive from compliance with the law.
Observe that, an approach in which users simply auto-declare their identity by a
Blockchain transaction is not enough if there is no certainly of such an identity,
because a user could declare a fake identity.

For these cases, blockchain appears little suitable, especially when the domain
of the involved actors is open and not confined inside a single organization, which
is a prerequisite for the suitability of blockchain itself. Consider, for instance,
the management of the flow of goods and services (supply chain) [25]: it involves
the movement and storage of raw materials, of work-in-process inventory, and
of finished goods from a point of origin to a point of consumption. Typically,
a supply chain is managed by a platform, a sets of technologies and processes
promoting information sharing and coordination. There exist platforms for same
day e-commerce home delivery in which consumers use a smart phone to browse
and shop a broad range of products aggregated from nearby retail stores. Then,
customer orders are handled by nearby independent couriers for pick-up and
delivery to the customer. However, the platform acts as a trusted third party,
thus it has to be always online and trusted by all participants. If at least one of
the two conditions does not hold, using a blockchain makes sense. In this case,
it should be necessary that anybody generating a transaction can be identified,
but the current version of blockchain allowing pseudo-anonymous transactions
does not help us. For all the above reasons, an important research problem is
to understand how to overcome the native pseudo-anonymity of blockchain in
order to support identity-aware applications.

In this paper, we address this problem by proposing a solution that mixes
the mechanism of public digital identity with blockchain via Identity-Based-
Encryption. We found this way the most suitable and not explored (so far)
approach, because it accomplishes all the aimed requirements. Identity-Based-
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Encryption (IBE) gives a direct role to the notion of identity, so allowing a direct
link between the pair of cryptographic keys used to sign and verify a transaction
and the identity of the transaction signer. On the other hand, public digital
identity allows us to give a concrete definition of the identity to be used in IBEs
by solving one of the problems of the concrete solutions based on IBEs, which
is the proof of identity to the party issuing private keys (i.e., the Private Keys
Generator).

As public digital identity, we use the notion compliant with eIDAS [7], a
recent European Union regulation on electronic identification fully effective from
2016. It establishes the principle of mutual recognition and reciprocal acceptance
of interoperable electronic identification schemes among Member States, and we
chose it because (1) it is expected that, in the next years, eIDAS will be used
by the most of EU citizens, (2) it is based on robust cryptographic primitives so
that it can be considered secure, and (3) it has full legal effect.

We observe that an attempt of direct integration of public digital identity
with a blockchain-based application would not provide a good result in terms
of trust. Indeed, we should require that some entity of the application (even a
smart contract if we adopt a blockchain like Ethereum) should play as a Ser-
vice Provider of the public digital identity system (like in [19]). This implicitly
requires the trust in this node for the assessment of identity, and this does not
reach the goal in a satisfactory way from the security point of view, because
it requires that the service providers (internal to the application domain) are
trusted third parties. In contrast, the use of IBEs requires that only Identity
Providers (and this is an assumption accepted also in eIDAS) and the Private
Keys Generator of IBEs are trusted parties, that are parties external to the
application. Clearly, Identity Provider and Private Keys Generator might also
coincide.

It is worth noting that the approach proposed in this paper has the ambition
to mix state-of-the-art techniques and methodologies to meet concrete needs.
As a matter of fact, this paper is developed within the project called “Id Ser-
vice: Digital Identity and Service Accountability” [6] funded by the Ministry
of Economic Development (MISE), whose aim is studying innovative methods
and techniques for designing and developing infrastructures for the accountabil-
ity of cooperative services, also based on blockchain infrastructures, and their
validation in virtual environments.

The paper is structured as follow. In Sect. 2, we introduce the notion of
digital identity and the related technologies. In Sect. 3, we present Identity-
Based Encryption, which is used to binding a digital identity and a public key.
In Sect. 4, we present the idea underlying our solution. In Sect. 5, we describe the
concrete proposal aiming at associating a public digital identity with a blockchain
transaction. In Sect. 6, we instantiate our proposal to a specific scenario and we
provide the technical details about how our solution works. The related work is
discussed in Sect. 7. Finally, in Sect. 8, we draw our conclusions.
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2 Digital Identity

A digital identity is defined as information on an entity used by computer systems
to represent an external agent that may be a person, organization, application,
or device [5]. Another similar definition given by ISO/IEC 24760-1 reports digital
identity as a set of attributes related to an entity [1]. In this section, we briefly
survey the main technologies related to digital identity and describe that used
in our proposal.

Open Authorization (OAuth) [10] is an open access delegation protocol used
by users to provide a third party (typically a site or an application) with the
ability to access their personal information registered on a site without pro-
viding them with credentials to access this site. This protocol is widely used,
especially in social networks, by many big companies (examples are Facebook,
Twitter, Google) to allow their users to share profile information with third
parties. OAuth is designed to use the HTTPs protocol for communication and
exploits the release to the third party of tokens by an authorization server, once
the user approves the proxy. These tokens are used as credentials to access shared
information.

OpenID is another decentralized authentication protocol promoted by the
OpenID non-profit foundation. By this protocol, a site administrator is sup-
ported in managing the users’ authentication procedure, because no credential
for user’s login has to be stored. By OpenID, user access different sites with the
same digital identity and password. In this protocol, the third party that han-
dles authentication is the OpenID identity provider, while a site compatible with
OpenID is called a relying party. The protocol is distributed among the identity
providers and there is no central entity that manages authentication or decides
who can act as a provider or identity provider. The first version of OpenID was
published in 2005 by Brad Fitzpatrick, creator of the LiveJournal community
and with the name Yadis (yet another distributed identity system). In 2007,
Symantec included OpenID as a supported standard. In 2008, the OpenID 2.0
release was published and carried out by several major providers (Yahoo, Google,
IBM, Microsoft, VeriSign, MySpace). The third and latest version, called OpenID
Connect, was released in 2014.

Windows CardSpace [16] is a Microsoft software for digital identity man-
agement released in 2007. Born with the purpose of providing an environment
robust against phishing attacks, CardSpace stores digital identities and provides
a graphical interface for their management. When an application or a site needs
to obtain information about the user, it generates a request for that information.
The request is intercepted by CardSpace, which starts a graphical interface that
shows the information stored and associated with that application or site. At this
point, CardSpace contacts the digital identity provider to obtain the information
to be shared, which is returned as a signed XML file, to guarantee its authen-
ticity and integrity. In 2011, Microsoft registered a development of CardSpace,
due to the technological changes and feedback received from partners and users.
At the same time, Microsoft has shifted interest towards the U-Prove project.
U-Prove is an advanced cryptographic technology, combined with identity
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solutions on existing standards, aimed to find a compromise to the eternal
dilemma between identity and privacy guarantee with two important privacy-
preserving features: (1) unlinkability and (2) selective disclosure of attributes.

In this paper we refer to a specific notion of digital identity, which is pub-
lic digital identity, which means that it is recognized by law in a Country or at
international level making the basis for non-repudiable accountable applications.
There is a concrete instantiation of this notion in the European Union. It is based
on the Regulation (EU) N. 910/2014 [7] on electronic identification and trust
services for electronic transactions in the internal market (eIDAS Regulation),
issued on 23 July 2014 and fully effective from 1 July 2016. It has the purpose of
providing a normative basis at EU level for fiduciary services and providing the
means of Member States’ electronic identification to increase the security and
effectiveness of e-business services and e-business and e-commerce transactions in
the European Union. Thanks to the principle of mutual recognition and recipro-
cal acceptance of interoperable electronic identification schemes, eIDAS wants to
simplify the use of electronic authentication against public administrations, both
by companies and by citizens. Each Member State maintains it own electronic
identification systems, which have to be accepted by all other member states. For
example, Italy has notified to the EU Commission the institution of SPID, the
Italian public system for the management of the digital identity of citizens and
businesses [15]. Thanks to the eIDAS regulation, it is possible for Italian citizens
to access the online services of other EU countries (university services, banking,
public administration services, other online services) using SPID credentials, and
at the same time, European citizens in possession of recognized national digital
identities within the eIDAS framework will have access to the services of Italian
public administrations. It is expected that in the next years, eIDAS will involve
the most of EU people. This consideration, as well as the high security of this
identification mechanism, suggested us to exploit eIDAs-compliant identification
schemes as solution for the management of digital identity in our proposal.

3 Identity-Based Encryption

Asymmetric cryptography is based on the use of a public and private key for
each user. Public keys are typically arranged by a Public Key Infrastructure,
which binds public keys with the respective identities of entities (like people and
organizations) through a process of registration and issuance of certificates by a
certificate authority (CA). However, there are cases in which pre-distribution of
keys is inconvenient or infeasible due to technical restraints: in these situation,
Identity-based Encryption is a solution.

Identity-based Encryption (IBE) [9] allows any party to generate a public key
from a known identity value (for example, an e-mail address). A trusted third
party, called the Private Key Generator (PKG), generates the corresponding
private key. To operate, the PKG first publishes a master public key, and retains
the corresponding master private key (referred to as master key). Given the
master public key, any party can compute a public key corresponding to an
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identity by suitably combining the master public key with the identity value. To
obtain a corresponding private key, the party authorized to use the identity ID
contacts the PKG, which uses the master private key to generate the private key
for the identity ID. The operations carried out in an IBE scheme are summarized
in Fig. 1.

Fig. 1. Operations carried out in an IBE scheme.

As a result, parties may encrypt messages (or verify signatures) with no prior
distribution of keys between individual participants, once their identity is known
and well-defined. However, to decrypt or sign messages, the authorized user must
obtain the appropriate private key from the PKG, by proving the possession of
the proper identity. The most used IBE systems have been proposed by Boneh-
Franklin [22] and by Sakai-Kasahara [36].

4 The Ideal Solution

We recall that the basic goal of this paper is to integrate blockchain and public
digital identity. In this section, we sketch what we identify as the ideal solution
of the problem above, in the sense that it implements the above integration in
the most direct and strong way.

Suppose we have an IBE system with Private Key Generator PKG (see
Sect. 3) and a public identity digital system with identity provider IP (assumed
unique, w.l.o.g.). For simplicity, we assume we are not considering blockchains
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allowing smart contracts (i.e., Blockchain 2.0), even though the generalization to
every kind of blockchain is straightforward. Therefore, we focus our attention just
on the elements related to our problem, which are the blockchain addresses and,
consequently, the form of transactions. Obviously, the organization of blocks, the
consensus protocol, the mining process, and the other aspects of the blockchain
are outside the scope of our problem.

Specifically, the elements of the blockchain we are considering in this section
are:

1. the blockchain address, denoted by Au, of a user u and obtained as Au =
h1(h2(Pu)), where h1 and h2 are two proper cryptographic hash functions (as
typically done in blockchains), and Pu is a public key of u in the cryptosystem
used in the blockchain;

2. the transaction, which we schematically denote as a tuple 〈Pus
, i, Aur

, c〉,
where Pus

is the public key associated with the user sender, i denotes the
input transactions, Aur

denotes the blockchain address of the user recipient
(assumed unique for simplicity) and c is the payload of the transaction (e.g.,
in Bitcoin, it represents the amount of money transferred by this transaction).
The transaction is signed by using the secret key Sus

.

Our idea is the following. We assume that u is equipped with a public digital
identity granted by IP and let UID be the universal identity number of the user
in the public digital identity system (recall that such an identification number
exists in real-life public digital identity systems and it is independent of the
identity provider, in case of multiple identity providers). Let denoted by IBEP

UID

and IBES
UID the IBE public key and secret key derived by the identity UID,

respectively. Recall that, on the basis of the master key, IBEP
UID can be obtained

by any party with no need of further information. On the contrary, IBES
UID is

released by PKG through a secure channel to any party able to demonstrate
to be the owner of the identity UID. What we require is that PKG becomes
a service provider in the public digital identity system, which means that it
recognizes in a secure way the identity of people by leveraging the federated
authentication protocol involving IP and a (strong) authentication session of
the user at IP. Therefore, in order to release secret keys, PKG will require a
secure authentication session done according to the protocol of the public digital
identity system.

This allows us to design a blockchain in which the address of the user u,
recognized in the public digital identity system by the identifier UID, is obtained
as: Au = h1(h2(IBEP

UID)) (we recall that h1 and h2 are two cryptographic hash
functions). Therefore, the sources and the recipients of a transaction are derived
directly from UIDs, thus from public digital identities, and impersonation is
not possible provided that it is not possible in the public digital identity system.
Specifically, a transaction 〈Pus

, i, Aur
, c〉 done by the user us with identity UIDs

and having as recipient the user ur with identity UIDr, is signed by the IBE
secret key IBES

UIDs
and verified by the IBE public key IBEP

UIDs
, which everyone

can compute on the basis of the IBE public master key, once the identity UIDs

is known. This allows us also to represent the transaction as: 〈UIDs, i, UIDr, c〉.



Integrating Digital Identity and Blockchain 575

This representation reflects a nice feature of our solution, in which blockchain
addresses are intensionally always existing in the blockchain domain, even though
they are not materialized, provided that the corresponding identities exist in the
public digital identity system. As a consequence, a given transaction moving a
token (or money) to a user u may exist in the blockchain without requiring any
action from u on the blockchain (the creation of a key-pair), as identities are
implicitly blockchain addresses.

One could argue that a similar solution makes us lose the full decentraliza-
tion of the blockchain paradigm. This is necessarily true if we want to rely on
the current notion of public digital identity system, which is inherently central-
ized. However, a different notion of digital identity could be applied, also fully
decentralized and based on blockchain itself like [8] or [30].

It is worth noting that the ideal solution here presented implicitly requires
that blockchain (public and private) keys are compliant with the adopted IBE
scheme (for example, RSA [35]). Unfortunately, this is not the case of exist-
ing blockchains: for an instance, Bitcoin blockchain adopts the elliptic curve
secp256k1 [32], which is not compliant with any IBE scheme and a definition
of an IBE scheme on this cryptographic scheme is not feasible.

For this reason, to give a more practical value (also for the industrial nature
of the research project in which this paper is located) to this paper, we imple-
ment in the next section a workaround that allows us to basically obtain the
same result by leveraging any existing blockchain. Specifically, we chosen Bit-
coin blockchain because it is one of the most used, but any other blockchain
could be considered, also by extending the approach toward smart-contract-
supporting blockchains like Ethereum. Consider that, in this case, any solution
(like [19]) that implements the integration between the public digital identity sys-
tem and the blockchain by directly giving the role of service provider to smart
contracts, does not reach the goal in a satisfactory way from the security point of
view, because it requires that the service providers (internal to the application
domain) are trusted third parties (TTPs). Conversely, in our solution, TTPs
are only TTPs of the external systems (i.e., the identity provider of the public
digital identity system and the Private Key Generator of the IBE system).

5 A Practical Solution

Starting from the considerations done in the previous section, in this section
we provide a practical solution that does not relax any security feature w.r.t.
the ideal one. It is practical in the sense that it does not require changes of
blockchain formats and protocol, thus operating on the exiting ones. For the
sake of presentation, we describe the solution on the Bitcoin blockchain, which
is widely used.

The actors in our scenario are:

– Users, physical or legal people using a public digital identity for authentica-
tion.

– Identity Providers, which create and manage public digital identities.
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– IBE Services, public or private organizations providing the mapping between
a public digital identity and a pair of asymmetric encryption keys (called IBE
keys).

– a Blockchain, a Distributed Ledger.

In our proposal, we can identify the following operations.

1. Digital Identity Issuing. First, a user creates his/her public digital identity.
To do this, he/she must be registered to one of the Identity Providers, which
is responsible for the verification of the user identity before issuing the public
digital identity and the security credentials.
A public digital identity is identified by the pair 〈username, IP 〉, where IP
is the identifier of the identity provider that issued the public digital identity
and username is a string. Moreover, there exists a string UID (Universal ID),
which identifies a public digital identity. For example, the user X registered
by the Identity Provider Y is identified by the UID X@Y. It is worth noting
that UIDs are supported by the Public Digital Identity Systems.

2. IBE private key gathering. To obtain the IBE private key, a user contacts the
Private Key Generator (PKG) of the IBE service to receive the master public
key, if it is not already known. Then, the Private Key Generator, by acting
as a service provider of the public digital identity system, authenticates the
user by an eIDAS-compliant scheme, as illustrated in Fig. 2.
First, the user using a browser (User Agent) sends to PKG a request for gath-
ering the IBE private key (Step 1). Then, PKG replies with an authentication
request to be forwarded to Identity Provider (Step 2). If the received request
is valid, Identity Provider performs a challenge-response authentication with
the user (Steps 3 and 4). In case of successful user authentication, Identity
Provider prepares the statement of user authentication, which is forwarded
to PKG (Step 6). Finally, PKG provides the user with the IBE private key
(Step 7).

3. Blockchain Registration. First, the user generates a pair of private and public
blockchain keys, and, starting from the public one, the blockchain address A
is computed. Then, the user generates on the blockchain a transaction from
A to A, having as payload 〈UID,E(A)〉, where UID is the universal ID of
the public digital identity of the user, and E(A) is the encryption of the
user’s blockchain address by the user’s IBE secret key. By this transaction,
the user links her/his public digital identity to the blockchain address A:
indeed, by computing E(A), the user proves the knowledge of the IBE secret
key associated with this UID.

4. Transaction. When a user S (sender) wants to carry out a transaction with a
user R (receiver), the following operations are done:
(a) S obtains the universal ID of R, say IUDr.
(b) S searches for the transaction having IUDr in the payload: this is the

transaction done by R in the blockchain Registration step.
(c) S extracts from this transaction the blockchain address of R, say Ar.
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(d) S generates a blockchain transaction from her/his blockchain address As

to Ar (the value of the payload depends on the application).

Now, it should be easy to understand how to know the public digital identity
of a user involved in a blockchain transaction. Consider a blockchain transaction
from the (blockchain) address As to the (blockchain) address Ar, and assume
we are interested in knowing the identity of the user associated with Ar

1.

Fig. 2. Data flow in an authentication process.

The first operation to do is to search for the transaction having Ar as sender
and receiver (i.e., the transaction done in the Blockchain Registration step).
If it is not found, this means that As did not execute the protocol correctly,
because she/he generated a transaction to an unregistered user (clearly, it is
not possible that the registration transaction of Ar has been deleted because
blockchain transactions are immutable). Thus, we assume that this registration
transaction, say T , is found.

1 For the sake of presentation and to avoid to introduce new notations, in the following,
with a little abuse of notation, we use the address Au also to refer to the user u,
thus meaning “the user associated with the address Au”.
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Now, after verifying the authenticity and integrity of T (i.e., that it has been
signed by the blockchain public key associated with the address Ar), the payload
〈p1, p2〉 is extracted.

Next, the IBE public key IBEK
p1

derived from the string p1 is computed, as
described in Sect. 3 and used as public key to decipher p2. If the decryption of p2
corresponds to Ar, then we are sure that the receiver (i.e., Ar) of the transaction
T is associated with the public digital identity p1.

Clearly, by repeating the same procedure starting from As instead of Ar, we
can identify also the user associated with As, who generated the transaction.

6 Case Study and Implementation Details

In this section, we instantiate the general approach presented in the previous
section to a specific scenario and we show the generated data both to better
explain how our proposal works and to demonstrate its compliance with the
Bitcoin blockchain.

Among the numerous applications that can benefit from our solution, we
selected crowdshipping, which is very timely (as remarked in Sect. 7).

Crowdshipping refers to the phenomenon of recruiting citizens to serve as
couriers: a person already traveling from point A to point B takes a package
with him and, making a stop along the way, delivers the package to another
person in exchange for a reward. The objective is reducing pollution and road
traffic using, as a delivery carrier, a person who is already on the move.

Zipments [17], active in New York since 2014, and PiggyBee [11], online since
2012, are probably the most known crowdshipping platforms. Also DHL launched
the MyWays platform to facilitate last-mile deliveries throughout Stockholm by
involving the city’s residents [2]. Being a centralized approach, the platform has
to be a trusted party because it is in charge of receiving and storing log activity:
clearly, an attack on the system or a malicious behavior of the platform provider
could compromise accountability.

To address this problem, the use of blockchain is a solution: all the infor-
mation needed to guarantee accountability, especially the delivery of a package
between two users, is stored in the blockchain. In particular, we considered the
basic step of a crowdshipping system, which occurs when a user, say Alice, deliv-
ers a package to another user, say Bob. Alice needs both: (1) to be sure that
the person receiving the package is Bob and (2) to have a proof of delivery. Our
solution guarantees both the goals without using a centralized crowdshipping
platform.

We implemented a Java prototype to test our solution in a crowdshipping
scenario: it is composed of a module implementing the IBE system and a module
implementing the access to the blockchain. We did not need to implement the
identification scheme compliant with eIDAS, because it is a service used by our
prototype. We show all the operations carried out by the two users and the
generated data.
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1. Digital Identity Issuing. Both Alice and Bob have a public digital identity:
thus, they have been identified by an identity provider, say example.com,
which gave each of them a public digital identity and a credential for authen-
tication (typically, a password). Now, assume that the username of Alice
is alice and the username of Bob is bob. Thus, the UIDs of Alice and
Bob are alice@example.com and bob@example.com, respectively. Observe
that, for the sake of presentation, we used the same identity provider (i.e.,
example.com) for both the users: however, no problem arises in case the pub-
lic digital identities are issued by different identity providers, because the
solution does not depend on the particular UID of the user.

2. IBE private key gathering. To obtain the IBE private key, a user connects
to the site of the IBE system by the browser (i.e., the user agent) and sends
a request for accessing the service. Observe that the IBE system acts as a
service provider in this step, because it needs to authenticate the user before
issuing the private key. Then, the IBE system replies to the user agent with an
authentication request to be forwarded to the identity provider. The identity
provider is selected according to the user’s UID.
If the received request is valid, the identity provider performs a challenge-
response authentication with the user. In case of successful user authentica-
tion, the identity provider prepares the assertion containing the statement of
the user authentication for the IBE service provider. The assertion contains
the reference to the request message, the authenticated user, the identity
provider, the personal information about the authenticated user, the tem-
poral range of validity, and the description of the authentications context.
The assertion is signed by the identity provider to guarantee integrity and
authenticity.
Now, the assertion returned to the user agent is forwarded via http POST
Binding to the IBE service provider. The IBE system verifies the assertion
and provides the user with her/his IBE private key. We denote by IBES

U the
IBE private key of the user U .
Concerning the user’s IBE public key, they are computed starting from the
master public key and the user’s UID. We denote by IBEP

U the IBE public
key of the user U .
In Table 1, the IBE public and private keys of Alice and Bob are reported: they
are represented by Base58Check encoding [3], which is used for blockchain
addresses (see later).

3. Blockchain Registration. Each user needs to have a private and a public
blockchain key. The private key is a randomly generated 256-bit string. The
public key is generated by the private one by means of a cryptographic func-
tion named elliptic curve point multiplication. In particular, the used algo-
rithm is Curve Digital Signature Algorithm (ECDSA) and the elliptic curve
is secp256k1 [32]. The use of these functions is necessary to guarantee the
compatibility of our solution with blockchain.
We denote by BKCS

U and BKCP
U the blockchain private key and public key

of the user U . In Table 1, the blockchain public and private keys of Alice and
Bob are reported.
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The blockchain address A of a user is computed from the public key K as
A = RIPEMD160(SHA256(K)), where SHA256 [14] is a cryptographic hash
developed by National Security Agency (NSA) and returns a 256-bit digest,
whereas RIPEMD160 [13] is a cryptographic hash designed in the open aca-
demic community and returns a 160-bit digest.
We denoted by AU the blockchain address of the user U . In Table 1, the
blockchain addresses of Alice and Bob are reported. Observe that blockchain
addresses are usually represented by Base58Check, an encoding similar to
Base64 but modified to remove non-alphanumeric characters and letters which
might look ambiguous when printed. It is therefore designed for human users
who manually enter the data by copying from some visual source.
Finally, each user generates on the blockchain a transaction with her/his
address as both sender and receiver, having as payload 〈UID,E(A)〉, where
UID is the universal ID of the public digital identity of the user, and E(A) is
the encryption of the user’s blockchain address done by the user’s IBE private
key.

4. Transaction. Now, both Alice and Bob have their public digital identity asso-
ciated with a blockchain address. Suppose that Alice has to deliver a package
with ID = AB123 to Bob and, consequently, she needs a proof of delivery
from Bob. In a real-life situation, we can image that carriers run a mobile
app on their smartphones to manage transaction generations. We can suppose
also that the package ID is a QRcode [12] printed on the box, so it can be
easily read by the mobile app running on carrier’s smartphone. Moreover, the
same mobile app can show another QRcode reporting the UID of the owner,
in such a way that when Alice has to deliver the package to Bob, Bob can
show his UID by his mobile smartphone and vice versa.
Once the package ID and the UID of Alice have been collected, Bob’s mobile
app generates a transaction to AAlice (i.e., the Alice’s blockchain address)
including in the payload the type of operation carried out (i.e., package receiv-
ing) and the id of the product. This transaction is signed by Bob with the
blockchain private key and stored on the blockchain.
Alice can read on the blockchain this transaction and checks its correctness:
clearly, this is done by the app mobile. This transaction represents the proof
of delivery of the package from Alice to Bob.

Observe that in some context it could be necessary also an additional proof:
in this case, Alice can generate a transaction to Bob having, in the payload,
“package sending” as the type of operation and the id of the product, in such a
way that Bob can proof the reception of the package from the correct user (i.e.,
Alice).

7 Related Work

In this section, we survey the most important proposals of the state of the art
related to our approach.
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Table 1. Value of the data generated in our running example.

In [18], the authors review applications relying on blockchain. They high-
light the potential benefit of such technology in manufacturing supply chain and
a vision for the future blockchain ready manufacturing supply chain is proposed.
The paper [20] provides a high level understanding of how blockchain technology
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will be a powerful tool to improve supply chain operations. It illustrates theoret-
ical and conceptual models for use of open and permissioned blockchain in differ-
ent supply chain applications with real life practical use cases as is being devel-
oped and deployed in various industries and business functions. The paper [29]
states that digital supply chain integration is becoming increasingly dynamic.
Access to customer demand needs to be shared effectively, and product and
service deliveries must be tracked to provide visibility in the supply chain. Busi-
ness process integration is based on standards and reference architectures, which
should offer end-to-end integration of product data. The authors of this study
investigate the requirements and functionalities of supply chain integration, con-
cluding that cloud integration can be expected to offer a cost-effective business
model for interoperable digital supply chains. Moreover, they explain how sup-
ply chain integration through the blockchain technology can achieve disruptive
transformation in digital supply chains and networks. In [28], the authors high-
light that the need for blockchain-based identity management is particularly
noticeable in the Internet age, as we have faced identity management challenges
since the dawn of the Internet. They observe that blockchain technology may
offer a way to circumvent this problem by delivering a secure solution without
the need for a trusted, central authority. It can be used for creating an iden-
tity on the blockchain, making it easier to manage for individuals, giving them
greater control over who has their personal information and how they access it.
The proposed solution stores users’ encrypted identity, allowing them to share
their data with companies and manage it on their own terms.

Bitnation [4] is the world’s first Decentralised Borderless Voluntary Nation
(DBVN). Bitnation started in July 2014 and hosted the first blockchain for
refugee emergency ID, marriage, birth certificate, World Citizenship and more.
The website proof-of-concept, including the blockchain ID and Public Notary, is
used by tens of thousands of Bitnation Citizens and Embassies around the world.
In [24], the authors focus on Public Digital Identity System (SPID), the Ital-
ian government framework compliant with the eIDAS regulatory environment.
They observe that a drawback limiting the real diffusion of this framework is
that, despite the fact that identity and service providers might be competi-
tor private companies, SPID authentication results in the information leakage
about the customers of identity providers. To overcome this potential limitation,
they propose a modification of SPID to allow user authentication by preserving
the anonymity of the identity provider that grants the authentication creden-
tials. This way, information leakage about the customers of identity providers
is fully prevented. The paper [37] focuses on pseudonymisation, a concept that
was only recently formally introduced in the EU regulatory landscape. In par-
ticular, it attempts to derive the effects of the introduction of pseudonyms (or
pseudonymous credentials) as part of the eIDAS Regulation on electronic iden-
tification and trust services and, ultimately, to compare them with the effects
of pseudonymisation within the meaning of the General Data Protection Reg-
ulation (the GDPR). The paper examines how eIDAS conceives pseudonymisa-
tion and explains how this interpretation would translate in practical uses in the
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context of a pan-European interoperability framework. In [23], an advanced elec-
tronic signature protocol that relies on a public system for the management of
the digital identity is proposed. This proposal aims at implementing an effective
synergy to provide the citizen with a unique, uniform, portable, and effective tool
applicable to both authentication and document signature. In [21], the authors
propose a security framework that integrates the blockchain technology with
smart devices to provide a secure communication platform in a smart city. The
authors observe that, despite a number of potential benefits, digital disruption
poses many challenges related to information security and privacy. In [26], the
authors explore an environment in which in-store customers supplement com-
pany drivers can take on the task of delivering online orders on their way home.
The results of their computational study provide insights into the benefits for
same-day delivery of this form of crowdshipping, and demonstrate the value of
incorporating and exploiting probabilistic information about the future.

The study carried out in [31] highlights that passengers and freight mobility
in urban areas represents an increasingly relevant component of modern city life.
On one side, it fosters economic growth, but, on the other, it also generates high
social costs. Congestion and pollution are two problems policy-makers want to
curb adopting appropriate measures. In this context, this paper analyses the fea-
sibility and behavioral levers that might facilitate the diffusion of crowdshipping
in urban areas. Two are the main objectives the paper. The first is to investigate
under which conditions passengers would be willing to act as crowdshippers. The
second is to find out under which conditions people would be willing to receive
their goods via a crowdshipping service. Crowdshipping can generate positive
impacts, such as the reduction of total and ad-hoc trips, by optimizing, through
sharing, the use of resources and infrastructures.

From the brief review of the state of the art here reported it clearly emerges
both the importance of securely identifying the entities operating in real-life
applications that can also benefit from blockchain, and the originality of our
proposal that, to the best of our knowledge, is the first combining IBEs and
blockchain.

8 Conclusion

In this paper, we discussed about the benefits deriving from the possibility of
binding the sender or the receiver of a blockchain transaction to a public digital
identity. We proposed an architecture to do this, which exploits eIDAS-compliant
identification schemes for handling public digital identities and Identity-based
Encryption for associating a digital identity with a public key. This architecture
has been implemented by a Java prototype and used to validate the proposal in
a crowdshipping scenario. To the best of our knowledge, this is the first attempt
to create a non-anonymous blockchain, which can be used in all cases in which
the author of a transaction has to be identified with certainty and legal effect.

As future work, we plan to investigate the possibility to use blockchain 2.0
to solve the accountability problem by a smart contract, for example, to allow
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the inclusion of new rules and conditions in the product delivery process. More-
over, we need to evaluate the dependence of our solution on the regulation and
technological changes or advances in the use of available mechanisms for a more
explicit and transparent digital identification.
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2016. LNCS, vol. 9831, pp. 289–303. Springer, Cham (2016). https://doi.org/10.
1007/978-3-319-44159-7 21

24. Buccafurri, F., Fotia, L., Lax, G., Mammoliti, R.: Enhancing public digital identity
system (SPID) to prevent information leakage. In: Kő, A., Francesconi, E. (eds.)
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Abstract. Predictive business process monitoring is concerned with
forecasting how a process is likely to proceed, covering questions such
as what is the next activity to expect and what is the remaining time
until case completion. Process prediction typically builds on machine
learning techniques that leverage past process execution data. A funda-
mental problem of a process prediction methods is the data acquisition.
So far, research on predictive monitoring utilize data, which is internal
to the process. In this paper, we present a novel approach of integrating
the external context of the business processes into prediction methods.
More specifically, we develop a technique that leverages the sentiments
of online news for the task of remaining time prediction. Using our pro-
totypical implementation, we carried out experiments that demonstrate
the usefulness of this approach and allowing us to draw conclusions about
circumstances in which it works best.

Keywords: Predictive process monitoring · External context
Sentiment analysis of news

1 Introduction

Business Process Monitoring is the phase of the Business Process Management
lifecycle [7] that relates to the identification and assessment of issues and oppor-
tunities for runtime process improvement. Predictive monitoring [14] is con-
cerned with predicting how a process is likely to proceed, covering questions
such as what will be remaining time until process instance finishes, the next
activity to expect or the outcome. These methods typically build on statisti-
cal methods or machine learning techniques and execution data of singular or
multiple cases. It is a fundamental problem in process prediction that process
execution only partially depends on internal factors.

On the other hand, contextual information has brought benefits in many
scenarios of Business Process Management [1,23], since it provides knowledge
c© Springer Nature Switzerland AG 2018
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related to the goal, organization, and environment of the business process [17].
In real life, business processes are complex and involve collaboration of the partic-
ipants who interact outside of the system and with events of the world. Processes
can be dependent on external factors, such as weather, a population density of
the place where the process is running, or even the psychological climate under
which participants interact are facts that are not reflected in the event logs. The
lack of techniques to encode these external factors and enrich event logs prevent
a more accurate process analysis.

In this paper, we address the challenge of enriching the process event log with
an external context in order to improve the analysis of the process performance.
Furthermore, due to the broad dissemination of information in the current days,
we argue that a relevant contextual information is a sentiment about media
content published while the process instance is running consequently influencing
the group of process participants involved in this instance. Our contribution is
a technique that enriches the event log with the context that affects activity
execution in an encoding for process prediction. A comparison of predictors of
the remaining time of an instance learned based on a pure event log and based
on an event log enriched with external context was performed. Sentiment about
web news was considered a source of context. The potential of the approach
was shown through an evaluation using a real dataset considering news from a
relevant newspaper.

This paper is structured as follows. Section 2 describes the research problem
along with its requirements and summarizes prior research. Section 3 details our
proposal. Section 4 evaluates its applicability on real-world event logs and news
collected from a newspaper with broad impact. Section 5 concludes the paper
and provides future directions.

2 Background

2.1 Problem Statement

In this paper, we focus on a specific class of processes which heavily rely on
manual (human executed) tasks. In this type of processes external events may
interfere with the workload, i.e. they change the way the ta are performed. This
change may impact business process performance indicators which are quan-
tifiable metrics focused on measuring the progress towards a goal or strategic
objective aimed to control and improve the business process performance [22].
Some examples of these metrics are the remaining execution time of a process
or the outcome including the likelihood of a fault in the system or abnormal
termination of a running instance. As an example, consider the health insurance
claim process depicted in Fig. 1.

This process starts with a claim on behalf of a patient done by a medical
center attendant. The patient is asked to hand over some documents required by
the health insurance office. Then, these documents are assessed for conformance.
Once the claim is approved, the patient is allowed to receive health treatment
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Fig. 1. Health insurance claim process

and the process finishes. Patients are usually in a state of anxiety and they urge
for fast treatment, thus a plausible indicator is the remaining execution time.

Human behavior driven by specific events may affect such kind of processes.
For example, recently in Brazil, the occurrence of an unknown disease but with
similar symptoms to a typical harmless disease brought a state of alert in the
population. People observing these symptoms immediately run to a medical
center. As a consequence, the medical center became crowded and the health
insurance claim process was delayed, sometimes even collapsed. In this regards,
monitoring these news and evaluating the impact on the process would allow
the process managers to anticipate a possible collapse and mitigate it: e.g., by
speeding up process execution by reducing some document checking or by using
additional resources.

On the other hand, predictive business process monitoring is an emerging
research area [14] aimed at giving runtime insights about ongoing process execu-
tions. Process information contained in the event logs is used in order to make
predictions about the process indicators such as remaining time [31] until com-
pletion of the case, next activities to be performed in the process [4], or the
outcome [28]. Process monitoring proved itself to be a valuable asset when plan-
ning and managing resources and making customer-oriented decisions. In this
regards, process prediction may benefit from considering external events. In our
scenario prediction considering the sentiment about the online mention report-
ing the new disease could allow the health insurance office to prepare itself for
the higher demand for medical treatment in the next weeks.
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The research question addressed by this paper is:

RQ: How to enrich event log with sentiments from media content in order to
increase the accuracy of predictive monitoring?

2.2 Related Work

Verenich et al. [31] affirm that diverse predictive process methods have been
already proposed for different prediction goals, like an outcome, the next activity
of a process instance or performance indicators, e.g., the remaining cycle time
of a process instance. The last one is the focus of our paper.

Besides, the analysis of literature shows that process prediction has consid-
ered different data input [15]. These data define the context [2] in which the pro-
cess is running and therefore are used to improve its execution. Process context
is the knowledge potentially relevant to the execution of the process, available
at the start of the execution of the process, and not impacted via the execution
of the process [25]. This knowledge can be internal to the process, as the level
of priority of a determined activity, or external, such as the weather at the loca-
tion where the process occurs. The knowledge can be accessible in a structured
format, such as, the resource who executed some activity; in an unstructured
format, such as, textual messages exchanged by the resources while executing
the process; or in semistructured format, such as the seasonal changes for the
number of applications, or a priori knowledge for particular process instances
about external events, such as staff sick leave.

Table 1 provides a summary of researches classified according to the type of
data used. We can observe that the majority of the works on process prediction
relies on knowledge internal to the process and stored in a structured format.

Table 1. Related process prediction papers

Approach Association to the process Type of data

Senderovich et al. [24] Internal Structured

Frey et al. [9]

Verenich et al. [30]

Di Francescomarino et al. [3]

Navarin et al. [18]

Marquez-Chamorro et al. [16]

Polato et al. [21]

Maggi et al. [14]

Polato et al. [20]

Teinemaa et al. [27] Internal Structured and unstructured

Folino et al. [8] Internal Structured and semistructured

Di Francescomarino et al. [4]



590 A. Yeshchenko et al.

The works [4,8,24] use the context of the process, such as the overall process
performance at the moment [24], workload and seasonal changes to the pro-
cess [8], and the unexpected but known a priori onetime process changes [4].
Although these works explore the use of unconventionally available data, they
do not explore information from external sources.

We argue that other knowledge may affect process execution, especially those
external to the process. For instance, processes heavily dependent on people may
be impacted by events provoked by people such as the increase in health care
demand. Moreover, this external context is not always available in a structured
format. Therefore, in this paper, we address the gap of external unstructured
context for process prediction.

3 Proposed Technique

We propose a technique that extracts external unstructured context found in
newspapers or other media such as twitter to enrich the business process logs
in order to improve the predictive monitoring results. The technique takes as
input an event log and produces an enriched log appended with a media content
sentiment. The overall process is depicted in Fig. 2 and consists of five main
steps. The first one involves the extraction of process metadata to be used for
collecting the appropriate media content, which is done in the second step. Once
the content is retrieved, their sentiment is extracted and used to enrich the event
log in steps three and four respectively. The process finishes with a prediction
model being learned from the enriched log.

Fig. 2. Our proposed technique to enrich an event log with sentiment.

In the following sections each of the steps of our technique is detailed.

3.1 Extract Metadata for Media Content Collection

An event log is a set of recorded traces, that corresponds to process executions.
Each trace consists of a multi-set of time-ordered activities and can be enriched
with data defining the context in which the process is executed.
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Table 2 depicts an example of a trace for the process described in Fig. 1. This
trace, Case01, consist of the activities executed alongside their execution time
(timestamp). Moreover, this trace provides internal context, such as, the location
where the process runs and the resource that executed each of the activities.

Table 2. An example of trace indicating the sequence of activities executed in each
time and enriched with contextual data (location and resource)

Case ID Activity T imestamp Location Resource

Case01 Request claim 15.12.2017 Rio De Janeiro Customer 1

Case01 Check available documents 16.12.2017 Rio De Janeiro Hospital manager 1

Case01 Register claim 16.12.2017 Rio De Janeiro Hospital manager 1

Case01 Determine likelihood of claim 25.12.2017 Rio De Janeiro Insurance staff 1

Case01 Insurance is not covered 25.12.2017 Rio De Janeiro Insurance staff 1

Our aim at this step of the technique is to extract metadata about the busi-
ness process in question as to guide the collection of media content that may
interfere in the process. This metadata should contain information about the
time interval of the process to consider, search keywords for gathering content
and location information. Furthermore, media content sources are also defined.

The first and the last available timestamps in the event log define the time
interval. Location information is either directly gathered from the event log, if it
is provided with a context, or from another source such as a process description.
Media content sources and search keywords are extracted manually, reviewing
the event log, descriptions of the process, and consulting the process manager.
Table 3 depicts the metadata extracted for the health insurance claim process of
the Fig. 1.

Table 3. Metadata of the illustrative process of Fig. 1.

Process log Time interval News keywords Location Media content

sources

Health insurance claim 01.2015

07.2018

Unknown disease

medical situation

hospitals

Brazil New York news

O Globo

Folha de S. Paulo

3.2 Collect Related Media Content

In this step, we collect external contextual data as the information from online
media sources. The aim of the technique is to find related online content to the
process in question. For that, the use of automated web data extraction methods
is suitable, as a method of copying particular information from the web by means
of a web crawler or a bot [29].
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For each collected news our approach saves its unique timestamp, location
the content refers to, and the body of the text of the web post itself. A media
content information item then is represented as a 3-tuple MediaContent =
<timestamp, location, body>. Table 4 depicts examples of news collected con-
sidering the metadata showed in Table 3.

Table 4. Sample of media content collected based on the metadata from Table 3

Timestamp Location Text body

31.12.2015 Brazil “Alarm Spreads in Brazil Over a Virus....Brazil a little-known
virus..”a

20.03.2018 Brazil “Fearing New Outbreaks, Brazil Will Vaccinate....Hoping to
stave off another deadly..”b

ahttps://www.nytimes.com/2015/12/31/world/americas/alarm-spreads-in-brazil-over-
a-virus-and-a-surge-in-malformed-infants.html.
bhttps://www.nytimes.com/2018/03/20/world/americas/yellow-fever-brazil-vaccinate.
html.

3.3 Extract Sentiment

The media content as gathered in Table 4 describe an event, that for a given
time, in a given location, may have an influence on how people behave or feel
towards a particular phenomenon. That, in turn, might have an influence on
business processes that depend on people. For the task of identifying how the
news might influence people, we use techniques from sentiment analysis.

Sentiment analysis [13], or also called opinion mining is the field of com-
puter science that analyzes people’s opinions, sentiments, attitudes and emotions
towards subjects from the text. Opinions are very important to organizations
and businesses, for analysis and understanding of public opinions. While busi-
nesses could improve a product by knowing the opinion about their offerings,
the governments could monitor public opinions about new policies.

In our work, we use sentiment analysis techniques to extract and associate
quantifiable scores to the collected textual information. For the purposes of our
technique, we define sentiment scores that also hold information about a place
and the time when the emotion happened. Thus, for each news uniquely iden-
tified by its timestamp and location, we associate sentiment scores based on
the analysis of the news body. These scores are defined by different techniques
that based on their learning methods are able to retrieve different sentiments,
henceforth called sentiment types [13].

Usually, sentiment analysis techniques use supervised machine learning mod-
els for building models. As input, a pre-tagged word-based corpus with sentiment
is used. Most algorithms use word counting techniques to extract features for
building sentiment extraction models. Usually, Naive Bayes, Decision trees or
Neural Networks are the choices for the models [13]. Due to the complexity
of training data collection, and since sentiment analysis techniques have been

https://www.nytimes.com/2015/12/31/world/americas/alarm-spreads-in-brazil-over-a-virus-and-a-surge-in-malformed-infants.html
https://www.nytimes.com/2015/12/31/world/americas/alarm-spreads-in-brazil-over-a-virus-and-a-surge-in-malformed-infants.html
https://www.nytimes.com/2018/03/20/world/americas/yellow-fever-brazil-vaccinate.html
https://www.nytimes.com/2018/03/20/world/americas/yellow-fever-brazil-vaccinate.html
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broadly used the news as input, we decided against our own sentiment extrac-
tion algorithm implementation and favored third-party techniques. There are
many open-source and free-to-use solutions available1.

We formally define media content sentiment as a n-tuple ζ =
<timestamp, location, s1, s2, ..., sN> where si ∈ [−1, 1] is a real valued num-
ber that represents the sentiment as a scale from negative to positive for N
different sentiment types.

Table 5 depicts sentiment scores for the data illustrated on Table 4. In this
example the sentiment for the first item is highly negative while for the second
one is more close to neutral.

Table 5. Sample sentiment scores for media content in Table 4.

News sent. Timestamp Location s1 s2

ζ1 31.12.2015 Brazil −0.865 −0.954

ζ2 20.03.2018 Brazil −0.322 −0.199

3.4 Enrich Event Log

In this step we describe three algorithms that we propose towards enriching
the event log with sentiments from media content, i.e. with external contextual
information. The input for the enrichment algorithms are an event log L with
the set of traces σ ∈ L, and a set of media content sentiment Z = {ζi | i ∈
1,M}, where M is the number of items collected. The difference among the three
algorithms concerns the time window used for aggregating sentiment: (i) media
content in the same day, (ii) collected information happening since previous
event occured and (iii) from k days before, independently of previous events. As
output for the algorithms we have the enriched event log enL.

The first technique to enrich the log with media content sentiment is con-
sidering the articles and mentions aired on the same day as the business event
ocurred. As an example, consider Fig. 3 which shows 18 days of a month on the
top row, and the events happening on the 5th, 10th and 13th of the month.
The same day technique enriches these three events with the corresponding sen-
timent from news happening in these three days. Algorithm1 details how the
technique works. For each activity of each trace the sentiment score of the new
information published in the same day is included in the log. If sentiment score
for the corresponding day is not found, we search for the content in previous
days from the same location. The first day to have the sentiment is the one
considered and we search at most k days before. If no sentiment score is found
than the log is enriched with zeros meaning a neutral sentiment. Note that the
function date() present in the algorithm extracts a day out of the activity’s or
sentiment’s timestamp.
1 https://www.npmjs.com/package/wink-sentiment

http://text-processing.com/demo/sentiment/.

https://www.npmjs.com/package/wink-sentiment
http://text-processing.com/demo/sentiment/
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Fig. 3. Enrichment methods comparison

Input: L, Z
Output: Same day enriched log enL

1 enL = L;
2 for σ ∈ enL do
3 for ai ∈ σ do
4 if ∃ζi ∈ Z such that (date(ai), location(ai)) = (date(ζi), location(ζi))

then
5 enrich σ with sentiment scores of ζi;
6 else
7 Zaux = {ζj |date(ζj) ∈ [date(ai) − kdays, date(ai)] ∧ location(ai) =

location(ζj)};
8 enrich σ with sentiment scores of ζj with max timestamp from Zaux;

9 return enL
Algorithm 1. Same day enrichment

The second technique to enrich the event log is based on the assumption that
all events that happen before the event, have an influence on it. Third line in
Fig. 3 illustrates how this technique works. All days after the first event on the
5th and before 10th have an influence on the event on the 10th.

Algorithm 2 details how the second technique works. The main difference
with respect to the Algorithm 1 is the aggregation of sentiment scores from the
days before the event until the previous event (lines 7–9). For the enrichement
considering the first event Algorithm1 is called (line 5).

The third technique proposed assumes that an event in a particular day is
influenced by online media content from few days before. The fourth line at Fig. 3
illustrates the Window cumulative enrichment with the windows size of 3. The
algorithm for this technique is similar to the Algorithm2. The only difference is
the interval of days to be considered, thus in line 7 the interval is changed to
[date(ai) − window size, date(ai)], where the window size is a parameter.

Table 6 illustrates each of the three techniques.

3.5 Run Predictive Monitoring

Predictive monitoring is separated in two phases: training machine learning pre-
diction model, that relies on the enriched event log, and inference on the ongoing
trace, when the prediction model is used to anticipate a process indicator.
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Input: L, Z
Output: Before enriched log enL

1 enL = L;
2 for σ ∈ L do
3 for ai ∈ σ do
4 if ai is the first event in the σ then
5 call Algorithm 1;
6 else
7 for day ∈ [date(ai−1), date(ai)] do
8 sday = sentiment scores of ζi, where

(day, location(ai)) = (date(ζi), location(ζi));

9 enrich σ with sentiment scores of average sday ;

10 return enL
Algorithm 2. Before enrichment

Table 6. Example of the event log enrichment

Predictive monitoring positions itself amongst supervised learning problems.
For the task of remaining time prediction, for instance, the training data is
represented as D = {(x1, y1), (x1, y1), ..., (xn, yn), n ∈ N} and the task is learning
a regression function f(x, θ) ≈ y, that for each trace based on the feature vector
xi finds the best representation for the remaining time yi. Usually, multiple
feature vectors are extracted from each trace. For remaining time prediction,
the feature vectors represent the k-first events of the trace called prefix of size
k, along with its remaining time y. What is needed as the model should be able
to generalize the prediction at any moment after the start of the process.

In [31] different encodings to represent an event log as a set of feature vectors
x are presented and compared for the task of remaining time prediction. In the
Table 7 the example of the index-based encoding is shown. The Request claim
and Check documents activities are abbreviated as A and B respectively.

In this step, predictive monitoring algorithms are used to learn a predictor
for the enriched event log and evaluated on the testing set of traces.
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Table 7. Example of the event log encoding

4 Evaluation

In this section we evaluate our technique. Section 4.1 describes the event logs
used. In Sect. 4.2 we describe the external data and the enrichment of the event
logs and in Sect. 4.3 we empirically evaluate our method.

4.1 Event Logs

Our approach focuses on the business processes that might be influenced by
external events and news. Therefore for a thorough evaluation, we selected event
logs about processes that depend on people behavior. For that, we analyzed
publicly available logs2. The selection procedure is to identify if: A business
process is directly dependent on customer behavior; a process includes many
manual activities; the log has a potential for the use of predictive monitoring
techniques. Following these requirements 4 real-life logs were chosen. We briefly
describe the characteristics and their suitability below.

BPI2012 [5] and BPI2017[6]: event log describing the application process
for a personal loan or overdraft from a Dutch Financial Institute. The latter con-
siders a redesigned process and a different time period. We deemed these logs
suitable for our evaluation as the process depends on the applying customers
for the bank loans. On the other hand, the process also depends on the overall
economic situation. Therefore we hypothesize that news about economics, busi-
ness, taxes, etc. might help in understanding how the market for personal loans
behaves.

BPI2013 [26]: real-life log from Volvo IT Belgium VINST system. This
event log has data from Handle incidents process, which its main purpose is to
timely restore normal service operation. This system operates within European
countries. We chose this event log, since it contains many manual activities,
and depends on the inflow of customers. News about the car industry (such as
problems with cars, vehicle recalls, etc.) might influence customers, leading them
to panic, and therefore to the increased inflow of incidents reported, or created.
2 https://data.4tu.nl/repository/collection:event logs real.

https://data.4tu.nl/repository/collection:event_logs_real
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Road Traffic Fine. Management process [12]: event log from Italian road
police that describes processes about managing traffic fines. It contains events
related to notifications, payments, and appeals. The event log is suitable for
our research since it has a customer-oriented nature, i.e. the presence of many
people-depended activities. It is also interesting due to its long timespan, around
13 years. Even though the log is specific to Italy, we included the search for gen-
eral news about traffic fine policies in European Union, since those also influence
the process, as Italy adheres to the general European traffic guideline changes.

Table 8 summarizes the features of these logs and the metadata extracted.
For the extraction of the metadata, we consulted the descriptions of the log for
keyword selection. For other information, the Disco process mining3 was used.

Table 8. The four event logs considered for evaluation with metadata

Log BPI2012 BPI2013 BPI2017 Road Traffic Fine

Traces 7554 13087 31508 150370
Mean case duration 12.1 days 8.6 days 21.9 days 48.8 weeks
Number of activities 13 6 26 11

Time interval
10.2011 -
03.2012

01.2010 -
06.2012

01.2016 -
02.2017

01.2000 -
07.2013

News keywords

finances
debt
personal loan
overdraft
tax break
economics
public finance
loan
economy
technology
business
politics
education
health

Volvo
car industry
car technology
Vinst
car problems
Volvo recall
economy
technology
business

as BPI2012

traffic ticket
traffic fine
illegal parking
road traffic fines
road fine
traffic policies
vehicle policy
traffic rules

Region

The Netherlands
Dutch
EU policies
EU economics

All European
countries

as BPI2012
Italy
EU

4.2 Event Logs Enrichment

In this section, we describe implementation details of the proposed technique. For
collecting the news we developed a specialized software full source code available
on github4. We considered the New York Times online news source, due to its
3 https://fluxicon.com/disco.
4 https://github.com/FernandoDurier/News-Sentiment-Analyzer.

https://fluxicon.com/disco
https://github.com/FernandoDurier/News-Sentiment-Analyzer
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reliable and global coverage. The newspaper has a public News Archive API. A
callable RESTful HTTP POST that required a private development key, year and
month as an input. This endpoint returns a set of metadata (headline, abstract,
author, news desk, publication time etc.). We developed a Node.js script for news
collection. Table 9 summarizes information about the media content collected.
Noticeably, the biggest set of keywords and amount of news collected per day
were found for the processes described by BPI2012 and BPI2017.

Table 9. Collected media content

Log BPI2012 BPI2013 BPI2017 Road traffic fine

News collected 2092 2395 5292 54289

Number of articles per day 12.53 2.63 13.33 10.95

For different types of sentiment extraction we used supervised methods based
on the pre-tagged AFFIN165 [19] word list, implemented in the npm sentiment5

(later as npms) and npm wink6 (npmw) modules. Implementation relies on the
text from the articles comparing each word in the text to the ones in the AFFIN
list and determining its score. After scoring each word in the text the sentiment
is calculated. All data are then grouped according to their locations, and the
timestamp while averaging the sentiment scores. At last, the data is saved in the
CSV format, following the definition of the news sentiment presented in Sect. 3.3.

Techniques Same day, Before and Window were developed in Python.7

We used the window size of 5 for the Window enriching technique in order to
include the strong sentiment of the news that happen over a weekend and might
be otherwise discarded because business processes function during working days
(newspapers publish more news over a weekend than weekdays).

Table 10 depicts an example of the enrichment for BPI2017. One instance
of the news collected was about the Netherlands potential of becoming a new
financial capital of Europe8 (see Table 10a). Table 10b shows the sentiment score
extracted, and Table 10c the corresponding enriched event log excerpt using
Same day algorithm.

4.3 Evaluation with Predictive Monitoring

In order to thoroughly evaluate the proposed technique of process log enrich-
ment, we use state of the art algorithms of remaining time prediction of business
processes. We choose the best-performing methods and parameters according

5 https://www.npmjs.com/package/sentiment.
6 https://www.npmjs.com/package/wink-sentiment.
7 https://github.com/yesanton/Context-aware-predictive-process-monitoring-the-

impact-of-news-sentiment.
8 https://www.nytimes.com/2016/07/01/business/after-brexit-finding-a-new-

london-for-the-financial-world-to-call-home.html.

https://www.npmjs.com/package/sentiment
https://www.npmjs.com/package/wink-sentiment
https://github.com/yesanton/Context-aware-predictive-process-monitoring-the-impact-of-news-sentiment
https://github.com/yesanton/Context-aware-predictive-process-monitoring-the-impact-of-news-sentiment
https://www.nytimes.com/2016/07/01/business/after-brexit-finding-a-new-london-for-the-financial-world-to-call-home.html
https://www.nytimes.com/2016/07/01/business/after-brexit-finding-a-new-london-for-the-financial-world-to-call-home.html
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Table 10. Example of the enrichment process output

to [31]. They are summarized in the Table 11. We also considered the availabil-
ity of implementation of the models and the time of training multiple models on
the conventional CPU for the possibility of experiments reproduction. As of [31]
we chose the Extreme gradient boosting model (XGboost), which is an ensemble
method that combines many decision trees for efficiency and accuracy of the
results. In turn, decision tree uses a tree-like structure to build classification or
regression models. A tree structure is used to partition datasets into smaller and
smaller subsets of decisions based on questions to the input data.

We used XGboost in conjunction with index-based (lossless, considers all
information about events and also internal context), and last-state (considers all
information of the sequence of events, and only the last event internal context)
encodings for event logs. For building models and evaluation we used the open
source implementation of Nirdizati9 predictive process monitoring suite [10].

The model trained on the non-enriched event log is used as baseline for
comparison with the models learned from the enriched logs resulted from Same
day, Before, Window techniques. Mean absolute error (MAE) was considered
as metric for evaluation as it is being a standard for prediction task.

The result of the combination of techniques and logs is depicted in Table 12.
As usual, some traces have fewer activities than the others, there are fewer traces
for longer prefixes, so the results of MAE presented are weighted averaged for all
prefixes. Figure 4 depicts MAE for different prefix size and different algorithms.

The Table 12 shows that proposed techniques outperform the baseline for all
logs with last-state encoding and most logs with index-based encoding. Enriching
algorithm Before has an impressive performance, having best MAE for most
cases. This technique performs best with BPI2013 and Road Traffic Fine logs.
Both of the logs have relatively few distinct activities (see Table 8), and Road
Traffic Fine log has a very long average time of a case. That can explain Before
has the promising performance, as the impact of the news is settling down on the
process actors long before activities are to be executed. Road Traffic Fine has a
small improvement with the Window and Same day because Road Traffic Fine

9 https://github.com/nirdizati/nirdizati-training-backend.

https://github.com/nirdizati/nirdizati-training-backend
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Table 11. Evaluation parameters

Parameter Explanation Value

Core method The method used for training XGboost

Log encoding Feature representation of the
log (x, y)

index-based encoding last-state

n estimators Number of decision trees in
the ensemble

400

Learning rate How the contribution of each
tree in ensemble deteriorates
over learning time

0.01

Subsample Fraction of observation to be
sampled for each tree

0.7

colsample bytree Fraction of features xi to be
sampled for each tree

0.7

max depth Maximum tree depth for the
xgboost

5

Table 12. Results of the evaluation

process has few activities per trace while a long duration of the case so one time
events (or for a small window size of 5) have ineligible influence. BPI2012 and
BPI2017 being of the same nature, also behave similarly in terms of improve-
ments with enrichment techniques. These logs show a good performance of the
Same day, that is understandable since these processes are executed swiftly
(with the average case duration of 12.1 and 21.9 days respectively) while hav-
ing many events per case. That could identify a fast change of activities and
dependence on the news.

As a general result, we can observe that on the examples of BPI2012 and
BPI2017, the cases occur very fast, with many events, might be less of a candi-
date for the proposed techniques, while the cases that take longer time (say from
a month per case) and have fewer activities could benefit greatly, as examples
of the Road Traffic Fine and BPI2013 show.
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Fig. 4. Prediction error for different prefix lengths (Measured in MAE)

5 Conclusions

In this paper, we presented an approach for automatic event log enrichment
for business process predictive monitoring tasks based on sentiment from online
media content. The paper includes techniques and guidelines for collecting media
content, extracting the sentiment, as well as three novel algorithms for log enrich-
ment. Finally, the experiments based on the remaining time prediction task show
the benefits and a potential of the approach. We found that our approach based
on the Before algorithm performs consistently better than a baseline, therefore
proving that an external context is influential for the process, and its potential
for the process mining tasks should be utilized.

Future works include evaluation with other types of acquiring external con-
textual information (social media, blogs, twitter, etc.). The research on crisis
management with microblogging [11] can be explored in the context of business
processes. Furthermore, a deep analysis of sensitivity of the approach regarding
the set of keywords and source of news chosen. Also, other types of prediction
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algorithms based on enriched event log are to be explored. We envision the pos-
sibility of building an automatic framework for obtaining external context and
support business processes with runtime monitoring.
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Abstract. With the emergence of the Cloud computing paradigm, inter-
ests were focused on representing and verifying the Cloud architecture
in a formal way in order to prevent eventual failures and deadlocks. Ser-
vice composition promotes reuse, interoperability, and loosely coupled
interaction. However, verifying the correctness of a composite service
remains a tedious task. To ensure the correctness of a composition, criti-
cal properties such as deadlock freeness must be verified. In this paper, we
propose a novel formal approach to verify Cloud composite services cor-
rectness based on the Event-B method. We consider that both behavioral
incompatibilities and conflicted resource may lead the composite service
execution to failure. Event-B provides rigorous mathematical reasoning
that helps building trust on developed software. A verification and val-
idation approach combining both model proofs and model checking is
finally performed to check the soundness of the proposed model.

Keywords: Cloud · Composite service · Behavior
Resource provisioning · Resource management · Deadlock · Formal
Event-B · Verification

1 Introduction

Nowadays, service composition is a very tempting area of research specially
with the emergence of cloud computing [13] and the additional challenges it
brings. Service composition is an emerging technique to develop applications by
composing existing services in order to build more powerful and complex ones.
The result is called composite service and its constituting services are called
component services [23]. Although there have been many contributions related
to service composition, ensuring the deadlock freeness of the composite service
behavior remains a challenge.

In fact, verifying the deadlock freeness of a composition usually relies on the
formal verification of its behavioral properties [29] (e.g., interoperability, Reach-
ability, Liveness, and Persistence). Such verification typically depends on the
c© Springer Nature Switzerland AG 2018
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formal modeling of the composition behavior via a modeling language with clear
semantics. This task is not trivial for Cloud managers since it involves several
operations such as discovery, compatibility checking, selection and deployment.
Similarly to a non Cloud environment, service composition raises the need for
design-time approaches to check the correct interactions between the different
components of a composite service. However, for Cloud-based compositions, spe-
cific constraints must be considered such as resources management, elasticity,
and multi-tenancy. Several works have been carried out in this area. Some verifi-
cation approaches are based on formal languages (e.g., Event-B [14], SOG [8,18],
and Process Algebra [27], etc.). Although these approaches respect the majority
of principles of the Cloud composite service, they mainly consider the resource
allocation verification without verifying the composition correct behavior.

In line with our previous work [16,19], in this paper, we propose a formal
approach based on the Event-B [7] method to model and verify Cloud service
composition. Such verification is necessary, in order to avoid incorrect compo-
sition behavior and unnecessary execution for an erroneous composition. With
First-order logic and set theory as underlying mathematical notation, the Event-
B method allows us to specify and model software systems in a mathematically
sound way. The use of formal methods is now a necessity to create reliable soft-
ware for critical and complex systems.

Our approach is able to ensure the correctness of a composition through the
verification of the deadlock freeness of the composite service which implicitly
involves the following behavior properties (Interoperability, Reachability, Live-
ness, and Persistence). In other words, the proposed approach must:

– check if the resources involved into the composition can be linked together.
This is related to data type compatibility between the linked resources where
the output of a resource should be of the same type of the input of another
resource.

– guarantee that the desired final composition state is reachable from the initial
state.

– ensure that all component services participating in the composition will be
invoked during composition execution.

– when parallel component services are executed simultaneously, ensure that
the occurrence of one service will not disable another.

– check the resource allocation requirements.

As we can notice, these properties are complex, so the designed composition
behavior at runtime can easily deviate from users’ needs. To cope with the afore-
mentioned problems, our approach considers the component services protocols
by analyzing the several states they may move into. We adopt the bidirectional
compatibility checking approach proposed in [11], to check the behavior compati-
bility between the N component services of the composite service. The proposed
approach verifies also the resource allocation properties of the involved com-
ponent services. Two levels of refinement have been performed, the first level
models the behavior properties of the composition and the second level adds
details on the resource properties.
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The reminder of the paper is organized as follows; in the following section,
we present our motivations. An overview of the Event-B method is performed in
Sect. 3. Our formal model is introduced in Sect. 4. The verification approach is
performed in Sect. 5. Section 6 presents a comparison with related works. Finally,
we conclude and provide insights for future works, in Sect. 7.

Fig. 1. P1 and P2 interoperate successfully, but P1’ and P2 can deadlock

2 Motivations

Analyzing services protocols helps us to find out possible interoperability issues.
Indeed, although one service can behave as expected by its partner from an
external point of view, interoperability issues may occur because of unexpected
internal behaviors that services can execute. For instance, Fig. 1 shows two ver-
sions of one service protocol with (P1) and without (P1’) its internal behavior.
As we can see, P2 and P1 can perfectly interoperate because each service can
send (respectively receive) the messages expected (respectively sent) by its part-
ner. However, if we consider P1’ that describes what the service actually does.
Executing the internal choice action τ , may move the state P1’:s1 to state P1’:s3
while P2 is still in state P2:s1. At this point, P1’ and P2 cannot exchange mes-
sages, and the system deadlocks. This issue would not have been detected with
P1. In this work, we introduce our approach to check component services behav-
ior based on the bidirectional compatibility notion introduced in [11].

Analyzing allocated resources at each state is also necessary to ensure the
correctness of the composition. Indeed, the Cloud environment provides three
types of resources: computing, networking and storage. The used resources can be
elastic or not. An elastic resource instance has the ability to change its capacity to
accommodate the workload and handle concurrent requests. However, non-elastic
resources are classical resources with fixed capacity that cannot be changed at
runtime. A Cloud resource may also be shareable or non-shareable. A commonly
shareable resource means that two or more services can be executed at the same
time. An exclusively shareable resource can handle two or more services but
not at the same time. For instance, if at the global state GS1, the resource
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needed by P1 at the local state P1:s1 is the same resource required by P2 at
P2:s1 (P1:s1:r1 = P2:s1:r1), and if the resource is non-shareable or is exclusively
shareable, the composite service execution deadlocks.

To overcome these problems, we propose an Event-B based formal approach
that covers the following requirements: (1) Protocol matching verification: In
order to verify the correctness behavior of the composition, the component ser-
vices protocols are checked according to the bidirectional compatibility notion.
(2) Resource allocation verification: deadlock must be avoided while allocating
resources to the component service for example si is waiting for a resource held
by sj, which in turn, is also waiting for a resource held by si.

3 Overview of the Event-B Method

The B-method was developed by Jean-Raymond Abrial [3] and has been used in
major safety-critical system applications in Europe such as the Paris Metro Line
14. It has robust, commercially available tool support for specification, design,
proof and code generation. Event-B is an evolution of the B-method also called
classical B [5]. Event-B [7] reuses the set-theoretical and logical notations of the
B method and provides new notations for expressing abstract systems or simply
models based on events [9]. Through sequential refinement, this formal method
enables incremental development of software step by step from abstract level
to more detailed levels and possibly to code level. The complexity of a system
is mastered thanks to the refinement concept allowing to gradually introduce
the different parts that constitute the system starting from an abstract model
to a more concrete one. A stepwise refinement approach produces a correct
specification by construction since we prove the different properties of the system
at each step. Event-B is supported by the eclipse-based RODIN platform [6] on
which different external tools (e.g. provers, animators, model-checkers) can be
plugged in order to animate/validate a formal development.

Fig. 2. The Event-B specification

An Event-B specification (Fig. 2) is made of two elements: context and
machine. A context describes the static part of an Event-B specification. An
Event-B context is optional and contains essentially the following clauses:
the clause SETS that describes a set of abstract and enumerated types, the
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clause CONSTANTS that represents the constants of the model and the clause
AXIOMS that contains all the properties of the constants and their types. A
context can optionally extend another one by adding its name in the clause
EXTENDS. A context is referenced by the machine in order to use its sets and
constants by adding its name in the clause SEES. An Event-B machine describes
the dynamic part of an Event-B specification. It is composed of a set of clauses
organized as follows; the clause VARIABLES representing the state variables
of the model, the clause INVARIANTS defining the invariant properties of the
system that it must allow, at least, the typing of variables declared in the clause
VARIABLES and finally the clause EVENTS containing the list of events related
to the model. An event is modeled with a guarded substitution and fired when
its guards are evaluated to true. The events occurring in an Event-B model affect
the state described in the clause VARIABLES. A machine can optionally refine
another one by adding its name in the clause REFINES.

An event consists of a guard and a body (Fig. 2b). When the guard is satisfied,
the event can be activated. When the guards of several events are satisfied at
the same time, the choice of the event to enable is deterministic.

Refinement is a process of enriching or modifying a model in order to augment
the functionality being modeled, or/and explain how some purposes are achieved.
Both Event-B elements context and machine can be refined. A context can be
extended by defining new sets and/or constants together with new axioms. A
machine is refined by adding new variables and/or replacing existing variables
by new ones that are typed with an additional invariant. New events can also
be introduced to implicitly refine a skip event.

Proof-based development methods integrate formal proof techniques in the
development of software systems. The main idea is to start with a very abstract
model of the system under development. We then gradually add details to this
first model by building a sequence of more concrete ones. As such, an Event-B
model is controlled by means of a number of proof obligations, which guarantee
the correctness of the development. Our previous works have proven the Event-B
method efficiency on the modeling and verification of several aspects of composite
services [16,19].

4 The Event-B Formal Model

In this section, we present our formal approach to model the behavioral proper-
ties of a composite service. These properties are expressed in terms of require-
ments that are modeled through the Event-B INVARIANTS and EVENTS.

Figure 3 depicts the formalization architecture of our Event-B model. Our
model abstraction is provided in five levels; the machine StrucM0 sees the con-
text StructC0 and models the structural properties of the Cloud service com-
position. SemM0 refines StrucM0 and introduces the semantic properties of the
composition. BehM0 refines the SemM0 by adding the behavioral properties of
the composition. At this level, we focus on the behavioral based service selection.
The selection is generic and performed at design time. This machine sees BehC0
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Fig. 3. CloudModel architecture

which extends SemC0. The machine ResM0, refines the BehM0, where details
about resource allocation are added. At this level, we aim to avoid deadlocks
in resource provisioning by defining adequate events. This machine sees ResC0
which extends BehC0.

In this paper, we content to present the two behavior and resource abstraction
levels as follows:

– BehM0 models the behavior requirements and verifies the behavioral prop-
erties of the composite service by checking the protocols matching of the
component services.

– The machine ResM0, refines the BehM0, to model and verify the resource
requirements.

4.1 Modeling the Behavior Requirements

At this level, we introduce our formal approach to verify the composite service
behavioral requirements. This verification is performed at design time (i.e. the
discovery and the selection of component services). We adopt the bidirectional
compatibility (BC) notion introduced in [11] to check protocol matching. It is the
most intuitive notion of compatibility which requires that when one service can
send a message, there is another service which eventually receives that message,
and when one service is waiting to receive a message, then there is another
service which must eventually send that message. Furthermore, the protocols
must be deadlock-free. Figure 4 shows three protocols that are not compatible
with respect to BC. The incompatibility is detected at the global state (P1:s2,
P2:s2, P3:s1), reachable from the initial state, since P1, P2 and P3 are not able
to reach any global state in which message d at state P1:s2 can match. In other
words, n services are bidirectional compatible if their protocols global states
are compatible on the send and the receive interactions and are deadlock free.
Therefore, we start by defining the global state of a composite service (Beh1 ).

Beh1. A global state is a global observation of local states and communication
channels.

The sets Services, Protocols, GSs, LSs, and Channels are created in the con-
text BehC0 denoting respectively the services set, the protocols set, the global



610 A. Lahouij et al.

Fig. 4. The bidirectional compatibility

states set, the local states set and the channels set. Each service is represented in
our model by its protocol. This relation is expressed by the total function in the
axiom axm1. A total function is used since each service must have one protocol.

CONTEXT BehC0
EXTENDS SemC0
SETS

Services, Protocols, LSs, GSs, Channels
CONSTANTS

ProtOf, GP, LSsOf, GSsOf, LSsOfGS
AXIOMS

axm1: ProtOf ∈ Services → Protocols

axm2: LSsOf ∈ Protocols → LSs

axm3: GP ∈ {ProtOf} → Protocols

axm4: GSsOf ∈ GP → GSs

axm5: LSsOfGS ∈ GSs → LSs

axm6: ChannelsOfGS ∈ GSs → Channels
END

Each protocol has a set of local states (axm2 ) and global states (axm4 ). The
set of local states of a global state are defined in the total function LSsOfGS
(axm5 ). The channels of a global state are represented by the total function
ChannelsOfGS (axm6 ). A global protocol is the protocol composed of the n
services protocols (axm3 ).

Back to the bidirectional compatibility notion, two protocols are compatibles
if, at first, their global states are compatibles on the send interactions (Beh2 ).
This requirement is modeled by the CompatibleStatesSI invariant.

Beh2. A global state GSi is said to be Send compatible (GSi ∈ CompatibleSt−
atesS), if for each local state LSik: (a) (i) when a message m is sent at this state
(send �→ m ∈ ActionsOf(pk)), it must be received by another service at state
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LSil at the same current global state (∃LSil, pl ·GSi �→ LSil ∈ LSsOfGS∧pl �→
LSil ∈ LSsOf ∧ receive �→ m ∈ ActionsOf(pl)). Or, (ii) there exists a global
state GSj reachable from GSi (∃GSj, LSjl, pl · GSi �→ GSj ∈ ReachableGSs),
where m is received at its local state LSjl (GSj �→ LSjl ∈ LSsOfGS ∧ pl �→
LSjl ∈ LSsOf ∧ receive �→ m ∈ ActionsOf(pl)), (b) the queue q of the receiv-
ing protocol must be able to accept m (EffSizeOfQ(q) ≤ SizeOfQ(q)), and
(c) the average rate of receiving m is lower than the delay defined by LSjl
(AvArRateOf(m) ≤ DelayOf(LSjl)).

MACHINE BehM0
REFINES SemM0
SEES BehC0
INVARIANTS

CompatibleStatesSI: ∀GSi · GSi ∈ GSs ∧ GSi ∈
CompatibleStatesS ⇒ (∀LSik, pk · GSi �→ LSik ∈
LSsOfGS ∧ pk �→ LSik ∈ LSsOf ⇒ (∀m · send �→
m ∈ ActionsOf(pk) ⇒ ((∃LSil, pl · GSi �→ LSil ∈
LSsOfGS ∧ pl �→ LSil ∈ LSsOf ∧ receive �→
m ∈ ActionsOf(pl) ∧ (∀q · pl �→ q ∈
QueuOf ⇒ EffSizeOfQ(q) ≤ SizeOfQ(q)) ∧
(AvArRateOf(m) ≤ DelayOf(LSil))) ∨
(∃GSj, LSjl, pl · GSi �→ GSj ∈ ReachableGSs ∧
GSj �→ LSjl ∈ LSsOfGS ∧ pl �→ LSjl ∈
LSsOf ∧ receive �→ m ∈ ActionsOf(pl) ∧ (∀q · pl �→
q ∈ QueuOf ⇒ EffSizeOfQ(q) ≤ SizeOfQ(q)) ∧
(AvArRateOf(m) ≤ DelayOf(LSjl))))))

END

The second constraint that must be preserved by the n protocols, in order
to be bidirectional compatibles, is that when a service is waiting to receive a
message, then this message must eventually be sent (Beh3 ). Beh3 is introduced
in the invariant CompatibleStatesRI.

Beh3. A global state GSj is said to be Receive compatible (GSj ∈ Compatible−
StatesR), if for each local state LSjl: (a) (i) when it is waiting to receive a message
m (receive �→ m ∈ ActionsOf(pl)), it must be sent at the local state LSjk at
the same current global state GSj (∃LSjk, pk · GSj �→ LSjk ∈ LSsOfGS ∧
pk �→ LSjk ∈ LSsOf ∧ send �→ m ∈ ActionsOf(pk)). (ii) Or, there exists a
global state GSi reachable from GSj (GSi �→ GSj ∈ ReachableGSs), where
m is eventually sent (GSi �→ LSik ∈ LSsOfGS ∧ pk �→ LSik ∈ LSsOf ∧
send �→ m ∈ ActionsOf(pk)), (b) the queue of the pk is able to receive m
(EffSizeOfQ(q) ≤ SizeOfQ(q)), and, (c) the average rate of receiving m is
lower than the delay defined by LSjl (AvArRateOf(m) ≤ DelayOf(LSjl)).
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CompatibleStatesRI: ∀GSj · GSj ∈ GSs ∧ GSj ∈
CompatibleStatesR ⇒ (∀LSjl, pl · GSj �→ LSjl ∈
LSsOfGS ∧ pl �→ LSjl ∈ LSsOf ⇒ (∀m · receive �→
m ∈ ActionsOf(pl) ∧ (∀q · pl �→ q ∈ QueuOf ⇒
EffSizeOfQ(q) ≤ SizeOfQ(q)) ∧ (AvArRateOf(m) ≤
DelayOf(LSjl)) ⇒ ((∃LSjk, pk · GSj �→ LSjk ∈
LSsOfGS ∧ pk �→ LSjk ∈ LSsOf ∧ send �→ m ∈
ActionsOf(pk)) ∨ (∃GSi, LSik, pk · GSi �→ GSj ∈
ReachableGSs ∧ GSi �→ LSik ∈ LSsOfGS ∧ pk �→ LSik ∈
LSsOf ∧ send �→ m ∈ ActionsOf(pk)))))

The last condition imposed by the bidirectional compatibility notion is dead-
lock freeness. The n interacting protocols must be deadlock-free i.e. their initial
global state is deadlock free (Beh4). This requirement is modeled by the invari-
ant DeadLockfree.

Beh4. A global state GSi is deadlock free (GSi ∈ DeadLockFree) if: (a) its local
states are finals (∀LSik · GSi �→ LSik ∈ LSsOfGS ⇒ LSik ∈ FinalLSs). Or,
(b) there exists GSj reachable from GSi and is deadlock free (i.e. its local states
are finals) (∃GSj · GSi �→ GSj ∈ ReachableGSs ⇒ GSj ∈ DeadLockFree).

DeadLockfree: ∀GSi · GSi ∈ DeadLockFree ⇒
((∀LSik ·GSi �→ LSik ∈ LSsOfGS ⇒ LSik ∈ FinalLSs)∨
(∃GSj · GSi �→ GSj ∈ ReachableGSs ⇒ GSj ∈
DeadLockFree))

In order to verify the service compatibility, we need to check every global
state that can be reached during system execution. Let us consider the service
protocols given in Fig. 4. The set of global states which can be reached from
(P1:s1, P2:s1, P3:s1) for P1, P2, and P3 is the following: (P1:s2, P2:s1, P3:s1),
(P1:s2, P2:s2, P3:s1), (P1:s3, P2:s2, P3:s1), (P1:s3, P2:s2, P3:s2), (P1:s4, P2:s2,
P3:s2), (P1:s4, P2:s3, P3:s2), (P1:s5, P2:s3, P3:s2). It provides the set of global
states that n interoperating services can reach, in one or more steps, from a cur-
rent global state (s1, ..., sn) through synchronisations or independent evolutions
(Beh.5). This requirement is defined in the invariant ReachableGs.

Beh5. A global state GSj is reachable from another global state GSi (GSj �→
GSi ∈ ReachableGSs), if starting from each local state of GSi we can reach a
local state of GSj (∀LSi · GSi �→ LSi ∈ LSsOfGS ⇒ (∃LSj · LSj �→ LSi ∈
ReachableLSs).

ReachableGS: ∀GSj,GSi·GSj ∈ GSs ∧ GSi ∈
GSs∧GSj �→ GSi ∈ ReachableGSs⇒ (∀LSi·GSi �→ LSi ∈
LSsOfGS ( LSj LSj LSi ReachableLSs))

The invariant ReachableLs models the requirement Beh6 regarding local
states reachability.

Beh6. A local state LSj can be reached from a local state LSi (LSj �→ LSi ∈
ReachableLSs): (a) if there exists a transition (action) from LSi to LSj (∃act ·



Deadlock-Freeness Verification of Cloud Composite Services Using Event-B 613

act ∈ Actions ∧ act ∈ dom(ActionsOf(pi)) ∧ act ∈ dom(ActionsOf(pj))). Or,
(b) there exists a Local state LSk reachable from LSi where LSj is reachable from
LSk (∃LSk · LSi �→ LSk ∈ ReachableLSs ∧ LSk �→ LSj ∈ ReachableLSs).

ReachableLS: ∀LSi, LSj, pi, pj · LSj �→ LSi ∈
ReachableLSs ∧ ProtOfS(LSi) = pi ∧ ProtOfS(LSj) =

pj ⇒ (∃act · act ∈ Actions ∧ act ∈ dom(ActionsOf(pi)) ∧
act ∈ dom(ActionsOf(pj)) ∨ (∃LSk · LSi �→ LSk ∈
ReachableLSs ∧ LSk �→ LSj ∈ ReachableLSs))

In the events clause, we have introduced the BC event to model the candidate
services selection based on the bidirectional compatibility (Beh7).

Beh7. N services protocols are bidirectional compatible if their protocols global
states are compatibles on the send and the receive interactions and are deadlock
free.

Event BC 〈ordinary〉 =̂

any
c, s

where
grd4: ∀Gs,Gip, ip · {ip} �→ Gip ∈ GP ∧ Ss ⊆
dom({ip}) ∧ {ip} �→ Gip �→ Gs ∈ GSsOf ⇒ Gs ∈
CompatibleStatesR ∧ Gs ∈ CompatibleStatesS ∧
Gs ∈ DeadLockFree

then
act1: SerOf := SerOf ∪ {c �→ s}

end

This event ensures a service selection based on the behavioral properties. As
introduced previously, only services whose protocols are compatible are selected.
The N-compatibility based selection is performed to the set of services out-
coming from the functional selection. The n services that their protocols pre-
serves the invariants above (CompatibleStatesR, CompatibleStatesS and Dead-
LockFree), are selected (Beh7, grd4). The obtained set is added to the set of
services of the composition (act1).

4.2 Modeling the Resource Requirements

In this section, we define our second level of refinement that verifies the resource
allocation properties. Constraints on resource allocation are introduced through
Event-B invariants. At this level, we extend the context BehC0 by adding a
new context ResC0 that contains sets and constants related to the resource
perspective.
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CONTEXT ResC0
EXTENDS BehC0
SETS

Resources, RType
CONSTANTS

ResOF, ResTOf, IsShareable, IsElastic, IsExcShar,

IsComShar, Storage, Network, Compute
AXIOMS

axm2: ResTOf ∈ Resources → RType

axm3: IsShareable ∈ Resources → BOOL

axm4: IsElastic ∈ Resources → BOOL

axm5: IsExcShar ∈ Resources → BOOL

axm6: IsComShar ∈ Resources → BOOL

axm7: RType = {Storage,Network,Compute}
END

We introduce two new sets named Resources and RType to represent, respec-
tively, all available resources and their types. To map each resource to its ade-
quate type, we have defined the ResTOf constraint through a total function
between the Resources set and the RType set (axm2 ). The resource properties
are defined via Boolean total functions: IsShareable, IsElastic, IsExcShar,
IsComShar denoting respectively if the resource is shareable, elastic, exclusively
shareable or commonly shareable (axm3, axm4, axm5, axm6 ). The RType set
elements are given in axm7.

MACHINE ResM0
REFINES BehM0
SEES ResC0
VARIABLES

ResOF, ResCaOf, ReqRCapacity, ReqR
INVARIANTS

inv1: ResOF ∈ Services → Resources

inv2: ResCaOf ∈ Resources → Z

inv3: ReqR ∈ LSs → Resources

inv4: ReqRCapacity ∈ LSs → Z

END

In the machine ResM0 that refines BehM0, we have introduced variables and
invariants related to the resource perspective. The variable function ResOF is
defined to map each service to its resources set (inv1). In invariant inv2, the
function ResCaOf determines each resource capacity. The resource requested
by the service at each local state (LSs) is represented by the variable function
ReqR (inv3). The resource capacity requested by the service at each state is
given by a total function between the local states set (LSs) and the integer set
(inv4).

When N services are provisioned with the same resource at the same time,
the composite service may deadlock. For instance, when two or more services
are provisioned with a resource r that is exclusively shareable, which means that
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it can handle two or more services but not at the same time. If these services
are requiring this resource at the same time, a deadlock situation occurs. In this
work, the provisioned resources of candidate services are checked at design time
to avoid such situations. The following requirements must be preserved when
allocating resources to component services:

Res1. A resource is allocated to a component service only if its capacity is able to
handle the component service requirements, for example when a service required
1Go of disk space, the available capacity of the allocated storage resource must
be greater than 1Go, or is elastic.

Res2. A shareable and non elastic resource is allocated to more than one com-
ponent service only if its capacity is able to handle their requirements at once.

Res3. A shareable resource with limited capacity is allocated to more than one
component service only if it is elastic.

Res4. A resource is allocated to more than one component service at the same
time only if it is commonly shareable.

Res5. A global state is considered as resource deadlock free if it preserves the
requirements Res1 or Res2 or Res3 or Res4.

In the INVARIANTS clause, we have introduced the invariant DiffRes to
model the requirement Res1 where the resources required at the global state GSi,
are different from each other (ReqR(LSik) 
= ReqR(LSil)) and each one capacity
is higher than the requested capacity (ReqRCapacity(LSik) ≤ ResCaOf(Req−
R(LSik))) or the resource is elastic (IsElastic(ReqR(LSik)) = TRUE).

DiffRes: ∀GSi·GSi ∈ DiffRes ⇒
(∀LSik, LSil·GSi �→ LSik ∈ LSsOfGS ∧ GSi �→ LSil ∈
LSsOfGS∧LSik �= LSil⇒((ReqR(LSik) �= ReqR(LSil))∧
((ReqRCapacity(LSik) ≤ ResCaOf(ReqR(LSik)) ∨
(IsElastic(ReqR(LSik)) = TRUE)) ∧
(ReqRCapacity(LSil) ≤ ResCaOf(ReqR(LSil)) ∨
IsElastic(ReqR(LSil)) = TRUE))))

The requirement Res2 is modeled through the invariant ShNotElas. If at
a global state GSi, N (n >= 2) services are requiring the same resource
(ReqR(LSik) = ReqR(LSil)) at different local states (LSik 
= LSil), then the
resource must be shareable (IsShareable(ReqR(LSik)) = TRUE) and its
capacity is higher than the capacity required by the N component services
((ReqRCapacity(LSik) + ReqRCapacity(LSil)) ≤ ResCaOf(ReqR(LSik))).

ShNotElas: ∀GSi · GSi ∈ ShNotElas ⇒
(∀LSik, LSil · GSi �→ LSik ∈ LSsOfGS ∧ GSi �→
LSil ∈ LSsOfGS ∧ LSik �= LSil ⇒ ((ReqR(LSik) =

ReqR(LSil)) ∧ (IsShareable(ReqR(LSik)) =

TRUE ∧ IsElastic(ReqR(LSik)) = FALSE) ∧
((ReqRCapacity(LSik) + ReqRCapacity(LSil)) ≤
ResCaOf(ReqR(LSik)))))
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The requirement Res3 is modeled through the invariant ShAndElas. If at
a global state GSi, N (n >= 2) services are requiring the same resource
(ReqR(LSik) = ReqR(LSil)) at different local states (LSik 
= LSil), then
the resource must be shareable (IsShareable(ReqR(LSik)) = TRUE). If the
resource capacity is lower than the capacity needed by the N services, it must
be elastic (IsElastic(ReqR(LSik)) = TRUE).

ShAndElas: ∀GSi · GSi ∈ ShAndElas ⇒
(∀LSik, LSil · GSi �→ LSik ∈ LSsOfGS ∧ GSi �→
LSil ∈ LSsOfGS ∧ LSik �= LSil ⇒ ((ReqR(LSik) =

ReqR(LSil)) ∧ (IsShareable(ReqR(LSik)) = TRUE ∧
IsElastic(ReqR(LSik)) = TRUE)))

The requirement Res4 is modeled through the invariant CommSh. If at
a global state GSi, N (n >= 2) services are requiring the same resource
(ReqR(LSik) = ReqR(LSil)) at the same local state (LSik = LSil), then the
resource must be commonly shareable (IsShareable(ReqR(LSik)) = TRUE).

CommSh: ∀GSi·GSi ∈ ShAndElas ⇒
(∀LSik, LSil·GSi �→ LSik ∈ LSsOfGS ∧ GSi �→
LSil ∈ LSsOfGS ∧ LSik = LSil ⇒ ((ReqR(LSik) =
ReqR(LSil)) (IsComShar(ReqR(LSik)) = TRUE)))

A global state GSi is considered as resource deadlock free if it preserves the
invariants DiffRes and ShNotElas and ShAndElas (Res5).

NoBlockingRes: ∀GS · GS ∈ NBRes ⇒ GS ∈
DiffRes ∨ GS ∈ ShNotElas ∨ GS ∈ ShAndElas

Finally, we have performed the candidate service selection, in the Event NoBlo−
ckingResP . This event refines the BidirectionalComplementarity Event by
adding constraints on the services provisioned resources. A composite service is
considered resource deadlock free if each global state of the global protocol is
(grd2 ).

Event NoBlockingResP 〈ordinary〉 =̂
refines BidirectionalComplementarity

any
c, s, ip

where
grd2: ∀Gs,Gip · ip �→ Gip ∈ GPOf ∧ ip �→ Gip �→
Gs ∈ GSsOf ⇒ Gs ∈ NBRes

then
act1: SelectedServices := SelectedServices ∪ {s}

end
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5 Model Verification and Validation

In this section, we describe the steps followed in order to verify and validate our
model. The verification covers the static and dynamic properties of the model.
Static properties are expressed through invariants. Invariants of the model must
hold in all states of the model; they hold at the initial state and are preserved
by each event. We refer by dynamic properties to the temporal properties of the
system. Such properties could not be expressed through invariants. They express
the different states of the system at different animation times. The LTL are used
to ensure the dynamic properties verification.

The validation consists on observing the behavior of the specification. The
Rodin platform [1] provides the plug-in ProB for the animation and the val-
idation of Event-B specifications. It gives us the possibility to play different
scenarios by showing at each stage the values of each variable and distinguishing
the enabled events from the disabled ones.

5.1 Verification By Proof Obligations

The term proof obligation is mentioned in this section regularly. What is meant
by a proof obligation is, a theorem that needs to be proved in order to verify
the correctness of the model [26]. Proof obligations (POs) are automatically
generated by Proof Obligation Generator tool of the Rodin Platform. These
POs ensure that each event preserves the invariants. The name of this PO is
evt/inv/INVT where for each event, we have to establish that:

∀S,C,X.(A ∧ G ∧ Inv ⇒ [Act]Inv)

where the event actions Act must preserve the invariant Inv.
Modeling in Event-B relies entirely on the interplay between editing models

and analysing their proof obligations. Proof obligations are generated not only
to ensure that each event preserves the invariants, but also to verify that the
refinement had been correctly performed.

In our case, 75 proof obligations have been generated: 36% of them are auto-
matically discharged by the automatic prover. It fails to discharge the remaining
proofs due to the numerous steps they require and not on account of their dif-
ficulty. To finish discharging these proofs, we resorted to the interactive prover
and helped it find the right steps and rules to apply. The proof statistics are
given in Table 1.

5.2 Validation By ProB Model Checker

ProB is an animator, constraint solver and model checker for the B-Method. It
allows fully automatic animation of B specifications, and can be used to system-
atically check a specification for a wide range of errors. The constraint-solving
capabilities of ProB can also be used for model finding, deadlock checking and
test-case generation [21]. Thanks to ProB we have played and observed different
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Table 1. Proof statistics

M/C Total POs Automatic Interactive

BehC0 0 0 0

ResC0 0 0 0

BehM0 42 15 27

ResM0 33 12 21

Overall 75 27 48

scenarios in order to check the behavior of our model. Before proceeding to ani-
mation, we have given values to the carrier sets, constants and variables of the
model. The animation consists on the following steps (1) we start by firing the
SETUP-CONTEXT event that gives values to the constants and carrier sets in
the context, (2) we then fire the INITIALISATION event to set the model in its
initial state, for the initialisation, we have used our motivating example (3) we,
finally, proceed the steps of the scenario to check. At each step, the animator
computes all guards of all events, and enables the ones with true guards, and
shows parameters which make these guards true. After event firing, substitutions
are computed and the animator checks if the invariants still hold.

For instance, we animated the complete behavior of the composite service
during candidate services selection process while verifying the different states in
which it may move. We have successfully applied the animation of PROB on our
final level of refinement model as follows: (1) We start by the functional selection
which is not subject of this paper. However we can’t proceed to the behavioral
selection without selecting services according to the functions provided by the
composite service. (2) The results of the functional selection are refined by the
BC event. A behavioral selection is performed in order to obtain the set of
services whose protocols match. (3) An other refinement is performed by the
resource based selection to avoid inter-blocking situation.

6 Related Works

The deadlock freeness verification of composite service is becoming more chal-
lenging specially in the heterogeneous Cloud environment. Actually, few works
are handling the behavior verification in the Cloud environment. Not to men-
tion the lack of works addressing the resource provisioning and management.
Such problems are difficult to deal with using only simulation methods. Formal
methods [4] prevail, in such situations, to capture the semantics and behavior
of complex and critical systems. Formal methods use mathematical models for
the analysis of computing, communication, and industrial systems in order to
establish system correctness with mathematical rigor which makes them highly
recommended verification techniques in this field.

For instance, there are several semi-formal languages and supporting tools
that have been used for modeling and verification of Cloud concepts. In [22], a
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semantic-aware model checking (SAMC) approach were proposed to capture the
simple semantic information of the target system. This method does not provide
any formal semantics. The major inconvenient of semi-formal verification is the
lack of informal semantics. Therefore, the formal methods are more suitable to
the Cloud context. The benefits of using formal methods to ensure the correctness
are well-proven.

Authors in [12], presented an abstract formalization of federated cloud work-
flows using the Z notation [28]. The work-flow is modeled as an abstract data type
upon which various operations are possible. In [10], the authors used Labeled
Transition System Analyser (LTSA) to present a λ calculus model for analyzing
and verifying the resources used in web service applications in cloud computing
environment. Early research efforts often focus on non-functional behavior in
terms of response time and financial cost namely the work in [2], where authors
presented a model for web services Event Condition Action (ECA). They used
SPIN model checker [17] in order to verify service agreement property. And so
on, the mentioned works commonly use a formal method to model and verify the
Cloud open issues however none of them have addressed the deadlock freeness
of Cloud services nor compositions.

The work in [24] used High-Level Petri Nets (HLPN) to analyze and model
the structural and behavioral properties of three open source VM-based cloud
management platforms: Open Nebula, Eucalyptus and Nim-bus. Recently, the
work in [25] also used Markov Decision Processes (MDP) for the cloud elastic-
ity modeling, and then used PRISM model checker in order to model and verify
several elasticity decision policies that aim to maximize user-defined utility func-
tions. Model checking suffers from the state-space explosion problem that makes
exhaustive verification very difficult for large and complex systems. In addition,
it is computationally expensive to cover all the state space of the system model.
In fact, abstraction is a powerful technique that enables fitting big systems into
model checkers, yet, it has not been explored well for modeling and verification
of cloud systems.

Our aim, in this paper, is to overcome the aforementioned verification limits
by introducing a new approach, that takes advantage of the Event-B model-
ing method which enables the modeling of systems by means of abstraction
techniques. The proposed model focuses on the deadlock freeness verification of
composite Cloud services.

Otherwise, existing approaches focuses either on the behavior or on the
resource allocation verification but not both of them. The works in [8,18] focus
on the verification of deadlock freeness of business processes focusing only on
the resource perspective. In this work, we believe that both perspectives must be
considered in order to ensure a deadlock free composite service.

For instance, the works in [14,15] intend to manage resource allocation at run-
time. An Event-B model is performed. However managing the resource allocation
at run-time is not enough and in some critical systems it is mandatory to perform
verification at design-time to avoid disastrous consequences.
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7 Conclusion

To sum up, in this work, we have introduced a new formal approach based on the
Event-B formal method to verify the Cloud composite service deadlock freeness.
We have succeeded to introduce a new approach that combines both behavior
and resource properties thanks to the Event-B refinement concept. At the first
level of refinement, we have modeled behavioral properties of the composition
and defined constraints on the n selected services in order to prevent interacting
protocols deadlocks. Then we have specified the second level of refinement to
model resource properties and check the resources provisioned for each candi-
date service. The obtained model was verified and validated by mean of proof
obligation and model checking tools of the Rodin platform.

In the near future, we aim to extend this work by considering the resource
elasticity problems. We also plan to extend the proposed model by adding QoS
properties as presented in [20]. We then aim to deal with dynamic reconfiguration
and adaption of Cloud composite service.
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Abstract. In today’s industries, similar process models are typically
reused in different application contexts. These models result in a num-
ber of process model variants sharing several commonalities and exhibit-
ing some variations. Configurable process models came to represent and
group these variants in a generic manner. These processes are configured
according to a specific context through configurable elements. Consid-
ering the large number of possible variants as well as the potentially
complex configurable process, the configuration may be a tedious task
and errors may lead to serious behavioral issues. Since achieving config-
uration in a correct manner has become of paramount importance, the
analysts undoubtedly need assistance and guidance in configuring pro-
cess variants. In this work, we propose a formal behavioral model based
on the Symbolic Observation Graph (SOG) allowing to find the set of
deadlock-free configuration choices while avoiding the well-known state-
space explosion problem and considering loops and OR-join semantics.
These choices are used to support business analysts in deriving deadlock-
free variants.

Keywords: Business process management
Configurable process model · Formal verification

1 Introduction

When considering today’s changing business requirements, a high degree of flex-
ibility in the design and management of business processes is becoming a strong
need. Configurable process models [10,18] are introduced as a way to model
variability as reference models. Such models represent a large family of related
process variants that share several commonalities while exhibiting some varia-
tions. The configurable model can be configured by selecting one design option
for each configurable element (capturing the variation points) in order to accom-
modate different contexts requirements while still achieving the business goal of
the process. The obtained configured processes are called variants. For instance,
in Fig. 1, a simplified example of a configurable process model designed by a
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process provider for a hotel booking agency is presented. The process is mod-
eled using the Configurable Business Process Model and Notation (C-BPMN)
[5,13], a configurable extension to BPMN1. The travel agency has a number of
branches in different countries. Depending on the specific needs of each coun-
try, each branch performs a different variant of this process model in terms
of structure and behavior. For instance, a process tenant may need the exclu-
sive execution of one path among the outputs of S1 (i.e. configurable connector
modeled with a thicker border). This refers to configuring S1 to an XOR-split.
Another tenant may choose to execute both paths concurrently by configuring
S1 to an AND-split.

As a configurable element represent a design-time configuration choice [18],
then any design mistake should be avoided in order to ensure a correct execu-
tion of the derived variants. Furthermore, configurable processes may be large
with complex inter-dependencies between the different possible configurations.
Consequently, the configuration can not be done manually and a verification
phase is essential. So far, a number of approaches have addressed the verifica-
tion of the process configuration correctness. Some of them have only discussed
the syntactical correctness (e.g. [10,18]), others have attempted to verify behav-
ioral correctness but have faced the exponential number of state-space problems
(e.g. [12]). Very few have addressed the configuration behavior verification while
trying to reduce state explosion problem (e.g. [2,4]) but still suffer from the
exponential complexity of generating their reachability graph.

In our previous work [8], we proposed an approach for the verification of pro-
cess models configuration that contributes greatly to resolving the state explosion
problem. In the current paper, we extend this approach, on the one hand, by
considering configurable processes with cycles and synchronizing OR-joins, and
on the other, by respecting additional configuration constraints: activity configu-
ration and connectors configuration by restricting output or input branches. We
use the Symbolic Observation Graph (SOG) [11,14,15] as a basis to define, for a
given configurable process model, the set of all configuration options that satisfy
specifically the deadlock-freeness property in a reduced graph. That way, the
combinations of options are found prior to configuration time. And then, these
combinations will serve to guide the business analyst in deriving deadlock-free
variants without computing correctness at each step (as in [2]).

Fig. 1. A configurable hotel booking process model

1 BPMN 2.0 specification http://www.omg.org/spec/BPMN/2.0/.

http://www.omg.org/spec/BPMN/2.0/
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The SOG is a versatile symbolic representation formalism that allows to
build an abstraction of the reachability state graph of a formally modeled system
(e.g. using Petri net). In our case, this abstraction is achieved by observing the
configurable elements of the process (that label the SOG arcs) and hiding non
configurable elements inside the aggregates (the SOG nodes). Moreover, without
limiting the generality of our approach, we propose to use Configurable BPMN
(C-BPMN) as input notation. BPMN is highly adopted by business analysts since
it is considered as the internationally recognized industry standard notation for
business process description.

Figure 2 depicts the proposed SOG-based approach allowing to obtain
deadlock-free process variants. First, as depicted on the left-hand side of the
figure, a C-BPMN configurable process model is introduced. This process model
is then mapped into a Petri net-based model; and new semantics is defined
to take into account configurable elements (step 1, see Sect. 3). Afterward, we
extend the SOG construction algorithm by three main points (step 2): (i) by
observing and highlighting configurable connectors and activities in the graph
arcs; (ii) by hiding non-configurable elements’ states in aggregates (see Sect. 4);
and (iii) by restricting the graph nodes to the ones leading to deadlock-free
variants (see Sect. 4.2). As a result, we obtain a reduced SOG that groups the
behavior of all correct configurations. The set of correct configuration combi-
nations is then extracted. The last three steps are performed on-the-fly during
the SOG construction. The set of correct configurations is finally supplied to
the business analyst (step 3) in order to derive correct variants, with no need to
compute correctness at each intermediate configuration step.

Organizationally, in Sect. 2, some preliminary concepts about Petri nets and
Workflow nets are described. New Petri-net-based models for business process
models and configurable process models as well as their semantics are defined
in Sect. 3. Then, in Sect. 4, we illustrate our approach based on the Symbolic
Observation Graph associated with the defined configurable formal model. We
discuss the related work in Sect. 6. Finally, we conclude and provide insights for
future work.

2 Preliminaries and Notations

In order to represent the C-BPMN process model and its corresponding execu-
tion semantics, we propose to use the Petri-nets as a pivot formalism. Actually,
Petri nets offer a formal model that the large majority of modeling languages
can be mapped into it. In the following, first, we formally define a Petri net and
its corresponding notations and semantics. Then, we define a Workflow net and
its deadlock-freeness requirements.2

Definition 1 (Petri Net). A Petri net is a tuple N = 〈P, T, F,W 〉 s.t.:

2 Note that our approach does not rely on specific Petri nets properties but can be
applied to any formal model as soon as states and transition relations are well defined.
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Fig. 2. Our approach overview

– P is a finite set of places and T a finite set of transitions with (P ∪ T ) �= ∅
and P ∩ T = ∅,

– F ⊆ (P × T ) ∪ (T × P ) is a flow relation,
– W : F → IN+ is a mapping assigning a positive weight to arcs.

Each node x ∈ P ∪ T of the net has a pre-set and a post-set defined respec-
tively as follows: •x = {y ∈ P ∪ T | (y, x) ∈ F}, and x• = {y ∈ P ∪ T |
(x, y) ∈ F}. The preset (resp. postset) is extended to sets of nodes X as
•X =

⋃
x∈X

•x (resp. X• =
⋃

x∈X x•). Also, the flow relation F , its inverse
F−1 and its reflexive transitive closure F ∗ are extended respectively as follows:
F (X) =

⋃
x∈X F (x), F−1(X) =

⋃
x∈X F−1(x) and F ∗(X) =

⋃
x∈X F ∗(x). For

a transition t, W−(t) ∈ IN|P | (resp. W+(t) ∈ IN|P |) denotes the vector where,
∀p ∈ P , W−(t)(p) = W (p, t) (resp. W+(t)(p) = W (t, p)). A marking of a Petri
net N is a function m : P → IN.

Semantics. Let m be a marking of t ∈ T

– a transition t is said to be enabled by m, denoted by m t−→, iff W−(t) ≤ m.
– when t is enabled by m, its firing leads to a new marking m′, denoted by

m t−→m′, s.t. m′ = m − W−(t) + W+(t).

For a finite sequence σ = t1 . . . tn, mi
σ−→mn denotes the fact that σ is enabled

by mi i.e., mi
t1−→m1

t2−→m2 → . . . tn−→mn. Given a set of markings S, we denote
by Enable(S) the set of transitions enabled by elements of S. The set of markings
reachable from a marking m in N is denoted by R(N,m). The reachability graph
of a Petri net N , denoted by G(N,mi) (mi is the initial marking), is the graph
where nodes are elements of R(N,mi) and an arc from m to m′, labeled with t,
exists iff m t−→m′. The set of markings reachable from a marking m, by firing the
transitions of a subset T ′ only is denoted by Sat(m,T ′). By extension, given a
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set of markings S and a set of transitions T ′, Sat(S, T ′) =
⋃

m∈S Sat(m,T ′). For
a marking m, m �→ denotes that m is a dead marking (i.e., there is no transition
s.t. m t−→ which means Enable({m}) = ∅).

Definition 2 (WF-Net). Let N = 〈P, T, F,W 〉 be a Petri net and F ∗ is the
reflexive transitive closure of F. N is a Workflow net (WF-net) iff:

– there exists exactly one input place i ∈ P , s.t. |•i| = 0,
– there exists exactly one output place o ∈ P , s.t. |o•| = 0,
– each node is on a directed path from the input place to the output place, i.e.

∀n ∈ P ∪ T, (i, n) ∈ F ∗and(n, o) ∈ F ∗.

3 Formal Model for Configurable Business Processes

A business process consists of a set of activities that are performed in coordi-
nation in an organizational and technical environment. These activities jointly
realize a business goal [20]. In order to obtain an abstract formal definition of
a BPMN process model, we formally define a new model based on Petri nets,
called Business Process Petri Nets (BP2PN ). Then, we extend the BP2PN to
take into account configurable elements, leading to a new model, namely the
Configurable Business Process Petri Nets (CBP2PN ). In this work, we extend
existing mapping work from BPMN models to Petri nets (e.g. [9]) by preserving
connectors’ blocks as transitions representing configurable transitions.

3.1 Business Process Petri Nets (BP2PN)

Definition 3 (BP2PN). A BP2PN is a tuple B = 〈P, T ∪ OP,F,W,O , L〉
where:

– 〈P, T ∪ OP,F,W 〉 is a WF-Net,
– F ⊆ (P × T ∪ OP ) ∪ (T ∪ OP × P ) is the flow relation,
– O : OP → {OR−, OR+,XOR−,XOR+, AND−, AND+} is a mapping that

assigns a type to each operator,
– L : T → {on, off} is a function that assigns for each transition a label on or

off.

BP2PN is a Workflow net such that, the set of places P corresponds to the
set of conditions determining the enabling of a task or a connector; and the set
of transitions T ∪ OP corresponds to the set of tasks and connectors. These
nodes are interconnected through a set of arcs using the flow relation F . Each
connector must either be a join (depicted using the − exponent on the right in
Definition 4) or a split (the + exponent) while having a type: OR, XOR or AND.
For simplicity reasons, we enrich the model with transitions labels. A transition
in T is labeled by on by default, however, it is labeled by off if it has been
excluded from the model and thus it is considered as a silent transition (further
details in the next section).

For simplicity reasons, we define the notion of a syntactically correct BP2PN,
and we particularly consider the deadlock-freeness property as follows.
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Definition 4 (Syntactically correct BP2PN). A BP2PN B = 〈P, T ∪
OP,F,W,O , L〉 is syntactically correct iff:

– For each place p ∈ P : |•p| = 1 and |p•| = 1,
– For each transition t ∈ T : |•t| = 1 and |t•| = 1,
– for each t ∈ OP and O(t) ∈ {OR−,XOR−, AND−}: |•t| ≥ 2 and |t•| = 1.
– for each t ∈ OP and O(t) ∈ {OR+,XOR+, AND+}: |•t| = 1 and |t•| ≥ 2.

Definition 5 (Deadlock-free BP2PN). Let B = 〈P, T ∪ OP,F,W,O , L〉 be
a BP2PN and mi, mf be the initial (i.e. only i is marked) and final (i.e. only o is
marked) markings respectively. B is said to be deadlock-free iff � ∃m ∈ (R(N,mi)\
{mf}) s.t. m �→.

According to Definition 5, a BP2PN is deadlock-free if there is no dead marking
m reachable from the initial marking mi.

Notations. Before defining semantics, given a transition t and a marking m,
let us define Loff (t)Loff (t)Loff (t), Nearest(t)Nearest(t)Nearest(t), W−−(t)W−−(t)W−−(t) , •t−•t−•t− and EPm(t)EPm(t)EPm(t) as follows:

– Loff (t)Loff (t)Loff (t) = {t′ ∈ T | L(t′) = off ∧ t′• ∩ •t �= ∅} is the set of off transitions t′,
i.e. L(t′) = off , producing tokens in some input places of t;

– NearestNearestNearest: T × P −→ 2P is a function that assigns to a transition t and its
input place p having as predecessor an off transition, the nearest place s.t.
its preset transition is either on transition or a connector; so Nearest(t, p) is
defined as follows:

Nearest(t, p)=
{⊥ undefined if p �∈ •t ∨ •p �∈ Loff (t)

{p′ ∈ (F−1)∗•p | (•p′ ⊂T ∧ L(•p′) = on) ∨ •p′ ∈OP} else.

We apply the backward (i.e. inverse) of the transitive closure of F on the
place p until finding the first on transition or connector.

– Nearest(t)Nearest(t)Nearest(t) =
⋃

p∈Loff (t)
• Nearest(t, p) is the set of nearest places starting

from all off transitions that have as output, input places of t
– W−−(t)W−−(t)W−−(t) is the weight allowing the enabling of t s.t.:

W−−(t)W−−(t)W−−(t)(p) =

⎧
⎨

⎩

W−(t)(p) if •p �∈ Loff (t)
W−(t)(p′) if p = Nearest(t, p′)
0 else.

– •t−•t−•t− = Nearest(t) ∪ {p ∈ •t | m(p) ≥ W−(t)(p)} is the set of preset places of
t but also nearest places of t having predecessor transitions in Loff (t);

– EPm(t)EPm(t)EPm(t) = {p ∈ •t− | m(p) ≥ W−−(t)(p)} is then the set of marked input
places of t at the marking m.

In the following, we use •t−•t−•t− to refer to presets of a transition t, and we use
W−−(t)W−−(t)W−−(t) to refer to the weight vector of t presets. These notations allow for the
following definition of the fireability of BP2PN transition.
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Semantics. We define new semantics of BP2PN models by taking into account
the new features of the underlying Petri net (i.e. connectors and the on/off
labeling function).

Definition 6 (Enabled/fireable transition)
Let t ∈ T ∪ OP be a transition, and let m be a marking of a BP2PN;
m enables t iff one of the following conditions holds:

1. if (t ∈ T ∧ L(t) = on)t ∈ T ∧ L(t) = on)t ∈ T ∧ L(t) = on)) ∨∨∨ (t ∈ OP ∧ O(t) �∈ {XOR−, OR−}t ∈ OP ∧ O(t) �∈ {XOR−, OR−}t ∈ OP ∧ O(t) �∈ {XOR−, OR−}) then, m enables
t iff:
– ∀p ∈ •t \ Loff

•, m(p) ≥ W−(t)(p) ∧ ∀p′ ∈ Nearest(t), m(p′) ≥
W−(p′•)

2. if t ∈ OP ∧ O(t) = XOR−t ∈ OP ∧ O(t) = XOR−t ∈ OP ∧ O(t) = XOR− then, m enables t iff:
(a) |EPm(t)| = 1

3. if t ∈ OP ∧ O(t) = OR−t ∈ OP ∧ O(t) = OR−t ∈ OP ∧ O(t) = OR− then, m enables t iff (a) and (b) hold:
(a) EPm(t) �= ∅
(b) � ∃ m′ ∈ R(N,m) ⇒ EPm(t) ⊂ EPm′(t)

We denote by m t−→ the fact that m enables t by one of the above mentioned
conditions. If m enables t, t is said to be fireable in m except when t ∈ T ∧L(t) =
off .

Using this enabling rule, an XOR− is enabled if one of its presets is marked
(see Fig. 3). An ordinary transition or an AND− is enabled if all its presets are
marked. And, an OR− is enabled, if (a) at least one of its presets is marked, and
(b) there is no other token that may mark one of its presets in the future.

Definition 7 (Firing of a transition). Given a fireable transition t, in a
marking m, we define Pre(t) and Post(t) as vectors in IN|P | s.t.:

– Pre(t) = W−−(t)EPm(t), ∀t ∈ T ∪ OP
– Post(t) is defined as follows:

1. if t ∈ OP ∧ O(t) = XOR+ (resp. O(t) = OR+), then Pre(t) = W−−(t)
and Post(t) = W+(t){p} for some p ∈ t• (resp. Post(t) = W+(t)S for
S ⊆ t•);

2. Otherwise, Post(t) = W+(t).

The firing of (a fireable transition) t at a marking m leads to a marking m′

defined by m′ = m − Pre(t) + Post(t).

In fact, Pre(t) corresponds to the number of tokens to consume in the input
places of the transition t or/and the input places of the off transitions in Loff (t).
Post(t) is the number of produced tokens after firing t. As in [8], this semantics
leads to non-deterministic firing. For instance, having a split transition OR+ with
two output places p1 and p2, its firing leads to 3 possible reachable markings m1

(only p1 is marked), m2 (only p2 is marked), and m1 2 (both places are marked).
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Fig. 3. Enabling rule examples for XOR− having Loff = {t1, t3}

3.2 Configurable Business Process Petri Nets (CBP2PN)

Definition 8 (CBP2PN). A CBP2PN is a tuple CB = 〈P, T ∪OP,F,W,O , L,
C 〉 where:

– 〈P, T ∪ OP,F,W,O , L〉 is a BP2PN where L applies on non configurable ele-
ments only, and assigning on to each of them.

– C : T ∪ OP → {true, false} is a function determining the configurable ele-
ments (i.e. any t ∈ T ∪ OP s.t. C (t) = true).

Back to our running example, our C-BPMN process is mapped onto CBP2PN
in Fig. 4. Configurable transitions are highlighted with a thicker border. This
example includes 5 configurable transitions: a4, s1, s3, j2 and j3.

A configurable activity may be needed in a process variant and not in another
depending on specific requirements. We denote by T c the set of configurable
activities i.e. T c = {t ∈ T | C (t) = true}. The configuration of an activity is
reduced to labeling it with on or off . Moreover, we denote by OP c the set of con-
figurable operators s.t. OP c = {t ∈ OP | C (t) = true}. A configurable operator
cc ∈ OPc includes a generic behavior which is restricted during the configuration
phase. A connector may be configured by (i) changing its type (e.g. from OR to
AND), or/and (ii) restricting its incoming or outgoing branches; w.r.t. the set of
configuration constraints [18] defined in Table 1 (having x ∈ {+,−}). Each row
corresponds to a configurable connector that can be configured to one or more
of the connectors in columns. Thus, these constraints allow to specify which reg-
ular connector’s type may be used in the derived process variant. For example, a
configurable OR can be configured to any connector’s type while a configurable
AND can only be configured to an AND. A connector may also be configured

Table 1. Constraints for connectors
configuration [18].

OP c Conf

ORx XORx ANDx SEQ

ORx √ √ √ √
XORx √ √
ANDx √

to a sequence SEQ by preserving only
one branch (cf. last column of Table 1).
But, an AND connector should never be
configured to a SEQ. In addition to the
constraints in Table 1, Definition 9 for-
mally defines the possible configurations
for each transition type. Note that, when
configuring all configurable elements of a
CBP2PN we obtain a BP2PN.
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Definition 9 (CBP2PN configuration). Let CB be a CBP2PN, then the
configuration ConfT of a configurable transition tc ∈ T c and the configuration
ConfOP of a configurable connector tc ∈ OP c, are defined as follows:

– ConfT : T c → {on, off}
– ConfOP : OP c → {OR−, OR+,XOR−,XOR+, AND−, AND+} × 2P

s.t. ConfOP (tc) = (op, s) where s ⊆ •tc if tc is a join connector, and s ⊆ tc•

if tc is a split connector.
• If op ∈ {AND+, AND−} then card(s) ≥ 2
• If card(s) = 1 then op configuration corresponds to a SEQ

One possible configuration of the CBP2PN in Fig. 4 can be done by select-
ing the following configuration choices: (i) the credit card verification activity
is discarded (i.e., ConfT (a4) = off), (ii) s1 is configured to a regular XOR+

(i.e., ConfOP (s1) = (XOR+, {p2, p10})), (iii) j2 is configured to AND− (i.e.,
ConfOP (j2) = (AND−, {p10, p9})), (iv) s3 and s4 are configured to XOR+ (i.e.,
ConfOP (s3) = (XOR+, {p14, p9}) and ConfOP (s4) = (XOR+, {p17, p19})); and
(v) j3 and j4 are configured to XOR− (i.e., ConfOP (j3) = (XOR−, {p13, p15})
and ConfOP (j4) = (XOR−, {p18, p20})). Hence, the resulting process is a
BP2PN since it does not contain any configurable transitions.

Fig. 4. The CBP2PN of the configurable process in Fig. 1

Semantics. The semantics of a CBP2PN is defined such that any reachable
marking by any possible instance of a configuration is represented. Thus, we
consider a configurable transition as the union of all its possible configurations.
That way, we can define its enabling and firing rules as if it is the union of
all executable configured transitions. Since a configuration of a transition tc ∈
T c to its corresponding regular transition t ∈ T is ensured by labeling it as
L(t) = ConfT (tc), its semantics remains the same as previously defined (see
Definitions 6 and 7). Regarding a configurable connector, its fireability and firing
rules follow new semantics as follows.

We denote by AllConfOP (tc) the set of all possible configurations of tc ∈ OP c

(w.r.t Table 1). For example, AllConfOP (s1) = {(OR+, {p2, p10}), (XOR+,
{p2, p10}), (AND+, {p2, p10}), (OR+, {p2}), (OR+, {p10})}; where each couple
represents a possible configuration of the configurable connector s1. Note that,
the last two couples correspond to the configuration of the split connector s1 to
a sequence, then the configured type is not relevant, i.e., it may be any type.
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Definition 10 (Enabling and firing of a configurable connector). Let
m be a marking of a CBP2PN and tc be a transition of OP c, the enabling and
firing rules are as follows:

– m enables tc, denoted by m tc−→ iff ∃x ∈ AllConfOP (tc) s.t. m x−→
– when m enables tc, for some configuration x of tc, the firing of tc from m,

under configuration x, leads to a marking m′, denoted by m tc,x−→m′ iff m x−→m′

Using this semantics, the reachability marking graph associated with a
CBP2PN covers all the possible behavior of all its possible configurations. For
instance, having the CBP2PN of Fig. 4, the configurable transition s1 could be
configured either to: (i) AND+ with all of its output places marked, (ii) XOR+

with only one of the output places marked, or (iii) OR+ with one or more output
places marked.

Definition 11 (Configured BP2PN). Let CB be a CBP2PN and a set of
configurations choices leading to resulting BP2PN, P , that is constructed as fol-
lows:

– P = P \ {p ∈ t•|t ∈ T ∧ L(t) = off}: remove all places that are postsets to
transitions labeled off

– T = T \ {t ∈ T |L(t) = off}: remove all transitions labeled off (or configured
off);

– ∀t, t ∈ OP c ∧ O(t) ∈ {OR+,XOR+, AND+} ∧ ConfOP (t) = (op, s) then
remove all transitions ∈ {t′ ∈ F ∗(t• \ s) | t′ �∈ F ∗(s)}

– ∀t, t ∈ OP c ∧ O(t) ∈ {OR−,XOR−, AND−} ∧ ConfOP (t) = (op, s) then
remove all transitions ∈ {t′ ∈ (F−1)∗(•t \ s) | t′ �∈ (F−1)∗(s)}

A BP2PN is said to be configured if none of its transitions is configurable: T c =
OP c = ∅.
Definition 12 (Correct CBP2PN). Let CB be a CBP2PN. CB is said to be
correct if at least one deadlock-free BP2PN could be configured from it.

Using Definition 12, the CBP2PN of Fig. 4 is considered correct since one
can configure at least one correct variant by choosing OR type as configuration
choice for all its configurable connectors (the correctness of such a variant is
proven in Sect. 4.2). However, incorrect variants could be derived from this pro-
cess as well. For instance, one can choose the alternatives presented earlier that
lead to a deadlock caused by an exclusive choice XOR+ (i.e. s1 ) followed by
a synchronizing join AND− (i.e. j2). In this situation, in order to be enabled,
the transition AND− will be waiting for both places p9 and p10 to be marked,
however only one could be marked. So, the resulting derived variant could never
terminate properly. Here, in the reachability graph, a dead marking from which
no transition could be enabled, is detected. In the following section, we propose
to use the SOG in order to abstract the reachability graph of a CBP2PN, and
to extract all the deadlock-free possible configurations.
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4 Symbolic Observation Graph for Process Configuration

In this paper, we check the behavior correctness of all possible configurations of
a configurable model. This refers to verifying the reachability graph that covers
them all, which leads to the state space explosion problem. In order to reduce
this issue, we propose to use the Symbolic Observation Graph (SOG) [11,15].

4.1 Symbolic Observation Graph (SOG)

We propose to specifically observe the configurable transitions and highlight
all possible configurations leading to a deadlock-free BP2PN. Hence, given a
CBP2PN, the set of observed transitions, denoted by Obs, is the set of config-
urable elements, i.e. Obs = OP c ∪T c. Any other transition belongs to the set of
unobserved transitions, denoted by UnObs, i.e., UnObs = (T ∪OP )\Obs. In such
a way, we construct the SOG as a graph where each node is a set of states linked
by unobserved transitions and each arc is labeled by an observed transition.
Nodes of the SOG are called aggregates and may be represented and managed
efficiently using decision diagram techniques (e.g., Binary Decision Diagrams
BDDs). As a result, by highlighting observed transitions, the SOG represents
the behavior of all process configurations in only one reduced graph.

In the following, the SOG definition and construction algorithm are adapted
to the defined CBP2PN semantics. Before defining the SOG associated with a
CBP2PN, we formally present an aggregate as follows.

Definition 13 (Aggregate). Let N = 〈P, T ∪ OP,F,W,O , L,C 〉 be a
CBP2PN. Let mi and mf be the corresponding initial and final markings respec-
tively. An aggregate a of N w.r.t. Obs is a couple 〈S, f〉 satisfying:

– S ⊆ R(N ,mi) is a set of reachable markings, where ∀s ∈ S:
1. (∃(s′, u) ∈ R(N ,mi) × UnObs | s u−→s′) ⇔ s′ ∈ S;
2. (∃(s′, o) ∈ R(N ,mi) × Obs | s o−→s′) ∧ (� ∃(s′′, u) ∈ S × UnObs) |

s′′ u−→s′) ⇔ s′ �∈ S.
– d ∈ {true, false}; d = true iff S contains a dead state.
– f ∈ {true, false}; f = true iff S contains a final state.

In addition to the d and f attributes of an aggregate, the above definition speci-
fies the states that must belong to an aggregate (the aggregation criterium) and
those that must be excluded: (1) For any state s in the aggregate, any state s′

being reachable from s by the occurrence of an unobserved transition, belongs
necessarily to the same aggregate. (2) For any state s in the aggregate, any
state s′ which is reachable from s by the occurrence of an observed transition
is necessarily outside the aggregate, unless s′ is reachable from a state s′ in the
aggregate by an unobserved transition.

In order to define the SOG, we first introduce the operation Out(a, t). It
returns, for an aggregate a and an observed transition t, the set of states outside
a that are reachable from some state in a by firing t, i.e., Out(a, t) = {s′ ∈
R(N ,mi) | ∃s ∈ a.S, s t−→s′}.
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Definition 14 (Deterministic SOG). Let N = 〈P, T ∪ OP,F,W,O , L,C 〉
be a CBP2PN. Let mi and mf be the corresponding initial and final markings
respectively. The Deterministic Symbolic Observation Graph (SOG) associated
with N , over Obs, is a graph G = 〈A,Obs,→, A0,Ω〉 where:

1. A is a non empty finite set of aggregates satisfying:
– ∀a ∈ A, ∀t ∈ Obs, Out(a, t) �= ∅ =⇒ ∃a′ ∈ A s.t. a′ =

Sat(Out(a, t),UnObs)
2. →⊆ A × Obs × A is the transition relation where:

– ((a, t, a′) ∈→) ⇔ ((t ∈ Obs)∧Out(a, t) �= ∅∧a′ = Sat(Out(a, t),UnObs))
3. A0 is the initial aggregate s.t. A0.S = Sat(mi, UnObs).
4. Ω = {a ∈ A | mf ∈ a.S}.

The nodes of the symbolic observation graph are aggregates (1). The finite set
of aggregates A of a SOG is defined in a complete manner so that the necessary
aggregates are represented. Point (2) defines the transitions relation: there exists
an arc, labeled with an observed transition t, from a to a′ iff a′ is obtained by
saturation on the set of reached states (Out(a, t)) by the firing of t from a.S.
The last two points of Definition 14 characterize the initial aggregate and the
set of final aggregates respectively.

Starting from the initial marking, the original SOG construction algorithm
introduced in [11] follows a classical depth first search based traversal of the
built aggregates. Each aggregate is built by a transitive closure application on
unobserved transitions. The successor a′ of an aggregate a is built by, first, firing
an observed transition from states of a, then by adding all the reachable states by
unobserved transition. The correctness of the SOG associated with a CBP2PN
was characterized and proved in our previous work [8].

In the following, we propose to adapt the original SOG construction algo-
rithm [11], associated with a CBP2PN, in three ways. First, by adopting the
new semantics. Second, the deadlock-freeness property is checked on the fly,
such that any aggregate containing a deadlock state is not inserted in the graph
and so are all the underlying paths. Finally, the set of correct configurations is
extracted on-the-fly.

4.2 Extracting Correct Configurations Using the SOG

In this section, we present the core contribution of this paper: A construction
algorithm of the SOG associated with a CBP2PN. Regarding to the original
SOG construction algorithm [11], Algorithm 1 allows to reduce the SOG, by
removing, on-the-fly, the paths involved in incorrect configurations, and by sav-
ing, within the initial aggregate the correct configurations. To reach this goal,
two new attributes are added to an aggregate: (1) ccc, which is the set of correct
(possibly partial) configurations, starting from this aggregate (and leading to a
final aggregate). (2) ncncnc, which is the set of incorrect (possibly partial) configu-
rations, starting from this aggregate (leading to a dead one). Once the SOG is
built, the set of correct configurations will be saved within the initial aggregate.
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Fig. 5. An example of a SOG

In the following, we go through
Algorithm 1 to explain the main
steps while using a SOG example
in Fig. 5 for illustration. Note that
the main novelties of this algorithm
w.r.t. the original one in [11], are
underlined.

Two main data are used: The SOG graph G, containing aggregates and edges,
and a stack containing the to-be-treated aggregates associated with the set of
fireable observed transitions Fobs.

The first step of Algorithm 1 (lines 5–10) allows to build the initial aggregate
and to push it onto the stack. Then, the main loop (lines 11–56) processes
the set of to-be-treated aggregates as follows: a stack item (line 12) and the
corresponding current observed transition in Fobs (line 14) are picked, and the
successor of the current aggregate by that transition, if any, is calculated using
the semantics of Subsect. 3.2 (lines 15–20). This includes the computation of the
dead (line 19) and final (line 20) attributes of the obtained successor aggregate.

If the latter aggregate is deadlock-free (line 21), has not already been explored
(line 22), and if it is not in the stack (line 23), then it is pushed onto the stack with
its set if fireable observed transitions (lines 24–25). For instance, considering the
example in Fig. 5, we start the construction of this SOG by pushing the aggregate
a0 onto the stack then consecutively push aggregates until a final one (i.e. does
not enable any observable transition). As depicted by step (1) in Fig. 6, a7 is
found as a final aggregate, then it is popped from the stack (line 45) and we
start the loop again by picking a6 to consider its remaining observed transitions
(step (2)). In this case, there are no other remaining observed transitions, so we
go back again to a5 (step (3)), and so on. Since this first path leads to a final
aggregate, the corresponding configuration is considered correct. Then before
popping an aggregate, its set of correct configuration is updated (green list in
aggregates of Fig. 6). However, if the obtained aggregate holds a dead state, e.g.,
the aggregate a9 in step (5), then the corresponding fired observed transition,
e.g., c8, is concatenated to the incorrect configurations of its predecessor a8 (line
39 in Algorithm 1), depicted by the red list in aggregates of Fig. 6. Obviously, a′

is not pushed onto the stack and no edge is created. Then, we recursively verify
its predecessors starting from a using the function recRemoveAggregate(a, t) (line
40). Using this function, each predecessor aggregate is removed only if the states
enabling the current one becomes dead (i.e. there is no other enabled transition
from that state). In this case, its successors are also recursively eliminated in
case they do not have other predecessors. If the newly built successor aggregate
a′ is still in the stack (line 26), then it is not entirely treated and may still have
other observed transitions to fire (that is why it is not yet popped from the
stack). In fact, this means that a′ is actually both successor and predecessor of
the aggregate a. In step (9) of Fig. 6, after popping a5, a new observed transition
cx is fired from a4. However, the obtained aggregate a2 is actually in the stack
because it is not entirely treated. So, a2 is both successor and predecessor of a4

which means that the corresponding CBP2PN contains a loop.
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Following the Algorithm, this situation leads to a loop between a and a′

detected by firing transition t.

Algorithm 1. Deadlock-free Symbolic Observation Graph

1

Require: N〈P, T ∪ OP, F,W,O, L,C〉, Obs, mi, mf

Ensure: G〈A,Obs, →, A0,Ω〉 , C

1: Vertices A=∅; vertex a, a′; {Aggregates}
2: Vertices C=∅; {Correct configurations}
3: set S, S′, UnObs = (T ∪ OP ) \ Obs, Fobs, F ′

obs;

4: stack st; Edges E= ∅;

5: S = Sat({mi}, UnObs); {first Aggregate}
6: a.S = S;

7: a.d = DetectDead(a.S);

8: a.f = IsFinal(a);

9: Fobs = fireableObs(a); {fireable observed transitions of a}
10: st.Push(〈a, Fobs〉);
11: while st �= ∅ do

12: 〈a, Fobs〉 = st.Top();

13: if (Fobs �= ∅) then

14: t = Fobs.next();

15: S′ = Out(a.S, t)

16: if (S′ �= ∅) then

17: S′ = Sat(S′, UnObs);

18: a′.S = S′;
19: a′.d = DetectDead(a′.S);

20: a′.f = IsFinal(a′);
21: if (¬a′.d) then {there is no dead state in a′}
22: if ( � ∃x ∈ A s.t. x == a′) then {a′ found for the first time}
23: if ( � ∃y ∈ st s.t. y.key() == a′) then {a′ is not in the stack}
24: F ′

obs = fireableObs(a′);
25: st.Push(〈a′, F ′

obs〉);
26: else {a′ not yet entirely treated and popped from the stack}
27: a′ exists in the stack ⇒ it is both a successor and a predecessor of a;

28: UpdateIncomplete(a, a′, t);
29: →=→ ∪{a, 〈t, Conf(t)〉, a′};

30: end if

31: else {a′ is an existing aggregate}
32: free a′;
33: Let a′ be the already existing aggregate;

34: →=→ ∪{a, 〈t, Conf(t)〉, a′};

35: UpdateC(a, a′, t);
36: UpdateNC(a, a′, t);
37: end if

38: else {there is a dead state in a’}
39: a.nc = a.nc ∪ {〈t, Conf(t)〉};

40: recRemoveAggregate(a, t)

41: end if

42: end if

43: a.c = a.c ∪ {〈t, Conf(t)〉};

44: CompareCorrect(a);

45: st.Pop();

46: A = A ∪ {a} ;

47: if (mi ∈ a.S) then

48: C = a.c;

49: while a is incomplete do

50: UpdateCLoop(Succ(a));

51: UpdateNCLoop(Succ(a));

52: a ← Succ(a);

53: end while

54: end if

55: end if

56: end while
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Fig. 6. An example of SOG construction in case of a CBP2PN having a loop

To deal with it, we add a new aggregate’s attribute: incomplete that represent
a structure to save the set of incomplete aggregates starting from a′. Updating
this attribute is ensured by the function UpdateIncomplete (line 28). Then, we
add the arc from a to a′ (line 29). This allows to keep an information about this
loop in order to consider it in a further step while updating the set of correct
and incorrect configurations c and nc. As can be seen in Fig. 6, the aggregate
a2 has been saved as a source in the incomplete list, and below, the aggregate
a4 is firstly added. Then, once this later is popped, a3 is added. Afterwards,
once the source aggregate a2 is entirely treated and popped from the stack (cf.
Fig. 7), we use the functions UpdateCLoop and UpdateNCLoop (lines 49–53) to
update the lists of correct and incorrect configurations. Thus, we update these
lists by concatenating the configurations of the different other paths with the
one containing the loop. This is done consecutively for all incomplete successors
(cf. Fig. 8).

If the newly built successor aggregate a′ has already been treated (lines
31–36), then the current aggregate a inherits from a′ its correct and incorrect
configuration (to which the transition linking a to a′ is added). This is ensured
by functions UpdateC and UpdateNC (lines 35–36). The function UpdateC also
verifies that, starting from the same aggregate a, a correct configuration do not
include an existing (or to-be-treated) incorrect one, as in this case it leads to a
deadlock in a different transitions’ firing order. This way, correct and incorrect
configurations are computed backwards starting from the final aggregate to the
initial one.

It is worth noting that before popping an aggregate from the stack and storing
it in the graph (lines 45–46), a final check is carried out on its correct config-
urations by the function CompareCorrect (line 44). Actually, many observed
transitions may be fired from the same aggregate, so some of the correspond-
ing correct configurations may refer to the same one. Hence, a correct sequence
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Fig. 7. Incomplete aggregates are popped in the stack one after the other

Fig. 8. Updating incomplete aggregates in order to consider the loop configuration

is preserved if, for every first fired observed transition op, (i) it is fireable by
the states that have fired another sequence starting by op (i.e. different con-
figurations), or (ii) if their common operators have the same configured type
(i.e. the same configurations but in a different order). Otherwise, the sequence
is considered as incorrect and is eliminated.

Finally, the set of correct configurations is obtained from the initial aggregate,
the last one popped from the stack. As a result, each path of the obtained SOG
starting from the initial aggregate and leading to a final aggregate, represents one
possible configuration and belongs to the set of configurations C. In this case,
this configuration leads to a deadlock-free BP2PN. Note that, different paths
could represent a configuration (e.g. two concurrent configurable connectors).
The obtained reduced SOG of our example contains 29 nodes and 76 arcs, and
135 correct configurations. Which is very reduced in comparison with the size of
the original graphs of configurations (162 possible configurations of our example).
For instance, the configuration of s1, j2, s3 and j3 to OR, s4 and j4 to XOR,
and a4 to on leads to a BP2PN whose reachability graph contains 655 states
and 1674 arcs, while in our SOG this configuration is ensured by 8 nodes and 7
arcs. Due to the lack of space, we could not illustrate the entire SOG (available
at3).

3 http://www-lipn.univ-paris13.fr/∼klai/SignavioExtensionSOG.

http://www-lipn.univ-paris13.fr/~klai/SignavioExtensionSOG
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5 Usage and Proof of Concept

As a proof of concept, we have developed an extension to the Signavio Process
Editor. Signavio is an open source web application for modeling business pro-
cesses in BPMN that, initially, does not support neither process configuration
nor the correctness of designed variants. To fill this gap, first, we developed a
plugin that allows to start the configuration procedure by charging an input file
including the list of correct configurations. This list is provided by our SOG-
based application that computes the corresponding SOG of the designed process
and returns the set of its correct possible configurations4. Afterwards, we have
particularly extended a function that initially allows to load a list of possible
connectors types (default) that may replace a designed connector. Using this
extension, only the correct configurations provided by the SOG are charged in
this list. Thus, the analyst may choose only one type that is allowed by this
list. For example, in Fig. 9, after configuring s1 to XOR, the only allowed con-
figurations for j2 are OR and XOR (see footnote 3 for more details about this
implementation).

Fig. 9. An example of the configuration extension in Signavio

6 Discussion

In order to facilitate the design of configurable process models, a range of process
modeling languages have been recently extended with variable elements such as
Event-driven Process Chain (EPC) (e.g. [1,18]), Business Process Model and
Notation (BPMN) (e.g. [5,13]), Unified Modeling Language (UML) (e.g. [17]),
and Yet Another Workflow Language (YAWL) (e.g. [10]). Based on some of them,
a number of approaches have attempted to reach correct process configuration
either syntactically [10,18] or behaviorally. Traditionally, behavioral correctness
4 For more details see http://www-inf.it-sudparis.eu/SIMBAD/tools/SOGImple

mentation.

http://www-inf.it-sudparis.eu/SIMBAD/tools/SOGImplementation
http://www-inf.it-sudparis.eu/SIMBAD/tools/SOGImplementation
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related to process configuration can be handled by verifying every single possible
configuration using existing work on verification of business processes and work-
flows [3] and some existing tools such as Woflan [19]. However, these methods
are too time-consuming and lead to the state space explosion problem. Authors
in [12] discuss the Provop approach [13] for ensuring soundness of process vari-
ants derived by options. However, this approach is not feasible in large processes
and runs into the state space problem. In [2], Petri net was used to formalize
and verify correctness and soundness properties of Configurable EPC (C-EPC)
processes. They derive propositional logic constraints that guarantee the behav-
ioral correctness of the configured model. However, in these approaches authors
achieve correctness by checking constraints at each configuration step. Also,
authors impose that the C-EPC process model should be syntactically correct.
In our work, we propose a model that finds all possible correct configurations at
design time instead of configuration time without any restriction on the input
C-BPMN process. This allows the process analyst to derive correct processes
without intermediate computing.

In [4], they focused on the behavioral correctness of the configured model
and moved the checking up to design time. Their approach is based on partner
synthesis and considers the weak termination as a correctness criterion. This
technique was applied on C-YAWL and the configuration is build by hiding and
blocking transitions, while our approach configures C-BPMN processes (which
offers an increasing business support and an easier modeling experience) by
changing configurable elements behavior. Practically, the synthesis algorithm
used in [4] constructs an automaton that represents the configuration guidelines.
In order to evaluate our work, we conducted an exhaustive study in which we
compare their automaton to our SOG and show how significantly reduced the
latter is in comparison with the former in terms of states number and complexity.
For example, in our SOG, the configuration of all the configurable connectors
to XOR and the configurable task to ON is represented by one path having 8
nodes and 7 arcs, whereas in their automaton, it is represented by 16 nodes and
33 arcs. It is also worth mentioning that this configuration is the simplest one to
represent in their case. In fact, the configuration of connectors to OR gets much
higher numbers while it is the same in the SOG. Due to the limited space, further
details about the evaluation aforementioned are available in our web page5.

[16], which is applied on C-EPC using questionnaire models, and [6], which is
applied on C-BPMN using configuration guidelines, have attempted to provide
guidance to analysts for process configuration, however, these approaches espe-
cially ensure domain compliant variant and they do not consider any correctness
criterion.

In our previous work [7], a formal approach for deriving correct process
variants from a C-BPMN was proposed. It models the process using Event-B
language and verifies the different constraints and properties using predicates.
These predicates must be satisfied by each configuration step. This work con-
tributes essentially to prevent structural correctness issues in process models

5 http://www-inf.it-sudparis.eu/SIMBAD/tools/SOGEvaluation.

http://www-inf.it-sudparis.eu/SIMBAD/tools/SOGEvaluation
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configuration using a systematic design. However, structural correctness may be
not sufficient. In [8], we especially propose a behavioral approach to achieve the
correctness of the process configuration, and in this current work, we propose
to extend this approach by considering the new semantics of the synchronizing
OR-join and processes with loops.

7 Conclusion

In this work, we propose an approach for ensuring deadlock-free process configu-
ration. We use a SOG-based behavioral model to find all deadlock-free configura-
tions while considering synchronizing OR-joins and loops. Behavioral anomalies
are excluded on-the-fly while constructing the SOG of the configurable process
model. As a result, we obtain a reduced graph in which only correct instances
of process variants are preserved. Then, each path from the initial aggregate to
the final one represent a possible correct configuration. The list of these configu-
rations serves as an input of a plugin that was developed to assist the designers
in the configuration of their processes.

As future work, we plan to first take into account other types of process
configurations such as resource configuration. Then, we aim to adapt the SOG
construction algorithm in order to integrate other specific properties such as
domain constraints.
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Abstract. The detection of changes in event logs recording the behavior
of flexible processes is especially challenging and process mining algo-
rithms generate useless “spaghetti” models out of them. Due to this,
existing approaches for change detection in event logs recording the
behavior of flexible processes can only localize a change point, which
is of no avail when it comes to explain when, why and how a process
model changed and will change. The aim of this paper is to present a
novel clustering technique laying the foundation to determine a variety
of changes and to foresee changes. In order to do this, four algorithms
have been developed. We report the results of evaluations on synthetic
as well as real-life data demonstrating the efficiency of the approach and
also its broad scope of application for event and sensor data.

1 Introduction

Event log files are used as input to any process mining algorithm. Often, the
aim of these algorithms is to derive an as-is model of the process that created
these logs that can be used to further analyze the actual process execution.
Process mining algorithms can be applied to historical data or real-time data
where log files of low-level sensor data is processed. For such data, change detec-
tion is especially challenging. Changes or drifts might occur while the process
is running or under analysis [1]. Many of the different kinds of event, e.g., a
sudden change in sensor data, do not comply with the strict assumptions of pro-
cess mining methods. The changed log is, therefore, not considered by process
mining methods. The challenge of change detection increases when event logs
record the behavior of unstructured processes. Unstructured or flexible processes
are processes with little structure and process mining algorithms have problems
dealing with such log files. They create spaghetti-like process models, which are
harmful with respect to analysis and the comparison of spaghetti-like process
models is almost not feasible. An automated detection of changes in event logs
and also in those that record the behavior of unstructured processes would be
of great avail for process mining and event log analysis in general. This paper
presents an approach for change detection in sensor and event data that might

c© Springer Nature Switzerland AG 2018
H. Panetto et al. (Eds.): OTM 2018 Conferences, LNCS 11229, pp. 643–660, 2018.
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Fig. 1. Overview of the approach for change detection: changes are detected by the
analysis of clusters’ size. A change point means that the cluster size is higher than that
of neighbor clusters as found for C2 and C3 and C4 and C5.

also be recorded from unstructured processes. For this, we define a novel cluster-
ing approach in order to structure event logs. Changes are detected and foreseen
by analysis of the clusters over time. Firstly, an event log is split into clusters
of size 1 for which a new notion of behavioral morphing is defined. The num-
ber of clusters must not be specified beforehand, but it will not change after
the application of the behavioral morphing approach, only the size of clusters
increases. Figure 1 broadly summarizes our approach for change detection. An
event log is first split into smaller event logs according to, for example, time
or location and then transformed into a particular data structure (not shown
in this figure and explained in Sect. 2). The event log must record at least a
date, time-stamp and event or activity and might track the behavior of any sen-
sor connected environments (e.g., CRM, medical processes, smart production).
Also (graphical) process models might be used as source, which are transformed
into the appropriate required data format. Then, an input and output event log
are selected and their behavioral similarity is iteratively calculated where each
iteration represents one cluster. If new event data emerges then similarities to
existing clusters are calculated and the size of those clusters that are most similar
to the new event log increases. Through the analysis of the change evolution and
the clusters’ size, different kinds of changes can be detected with this approach,
an insight which was impossible with previous process mining methods. Besides
change detection, the approach presented in this paper also addresses similarity
calculation between event logs as use case (see Fig. 2).

The structure of this paper is as follows. Section 2 presents the approach of
behavioral morphing to structure event logs. Section 3 describes change detection
and prediction based on the analysis of the clusters’ size. Evaluation results are
summarized in Sect. 4. The paper ends with a summary and an outlook on future
work.
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Fig. 2. This paper addresses research questions related to detection and prediction of
changes and to the similarity of event logs by means of changes.

2 Approach to Structure Event Logs

To provide solutions for the research questions RQ1 and RQ2 from Fig. 2, this
approach works as follows: First, the approach requires an input and an out-
put, which can be event logs or graphical process models such as BPMN dia-
grams. An event log L (over a set of all events Σ) is a multiset of traces. A
trace t is a sequence of events (possibly empty) t ∈ Σ∗. In Fig. 2 the trace
<A,B,C,A,D,E,F> can be identified for the event log from 05/07/18 where A
can be the event “registration off”. Events can also refer to sensor IDs. Then
a trace with the events <M45,M44,M37,M38> refers to e.g., motion sensors in
a storehouse. The output event log (see Fig. 1 “output”) is called a target. The
rationale behind a target is to have a reference point to be reached. Given an
event log with events of the past 30 days where changes should be detected. For
this, the log is divided e.g., according to phases of days (i.e., morning, afternoon,
evening, night). The target can then be the trace of the last two days of the 30
days. The target could also be the activities of a particular customer and then
our approach is used to indicate changes in the consumption behavior. After the
selection of the target, the input event log (or graphical process models) has to
be selected, which is called the origin. With an input and output event log, first
a transformation into process trees or behavior-oriented trace is conducted and
then a behavioral morphing between the trees is applied aiming to determine
clusters and finally changes. All terms and the corresponding algorithms are
explained subsequently.

2.1 Preliminaries

We define a process tree and behavior-oriented trace as follows.

Definition 1. Process trees [2,3] allow for defining block-structured process
models in a recursive way. Let Σ be a set of activities. Each activity a ∈ Σ
is a process tree over Σ. Let T1, . . . , Tk be process trees over Σ, then the fol-
lowing expressions are also process trees over Σ: → (T1, . . . , Tk) (sequence
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of T1, . . . , Tk), ×(T1, . . . , Tk) (exclusive choice between one of T1, . . . , Tk),
+(T1, . . . , Tk) (parallel execution of T1, . . . , Tk), and xl(T1, T2, . . . , Tk) (loop body
T1 can be repeated after executing one of T2, . . . , Tk). The formal semantics of
these operators is given in [3]. Process trees can be seen as an extension of regular
expressions.

In this paper, we use both the textual and the graphical representation of
process trees. Two traces are at least necessary in order to derive a process
tree from an event log. For instance, the traces <a,b,c> and <a,c,b> can be
mapped to the process tree (seq,(a,+(b,c))). The rational behind basing our
approach on process trees is as follows. First, process trees allow a more compact
representation of traces (see Fig. 3) and efficient parsing techniques for trees
exist. Second, with our approach process trees can be derived for unstructured
processes. While process mining approaches aim to derive a (sound) as-is model
of the process that created these logs and thus they aim to derive (sound) process
trees, this assumption of soundness is relaxed in our approach. Our approach
aims to identify valid process trees (and not sound) and thus event logs can be
structured even for unstructured processes.

Definition 2. Behavior-oriented trace A behavior-oriented trace bt is the textual
representation of a process tree.

Definition 3. Valid process tree A process tree, represented either as behavior-
oriented trace or graphically as process tree is valid if each branch is syntactically
correct (i.e. complete).

Figure 3 shows an event log and their traces. A process tree can be derived
from these traces. In this example, the process has the following semantics. The
events a and b are executed in sequence, followed by events c,d and e in a loop
and f and g in a loop. This graphical process tree corresponds to the following
behavior-oriented trace: (seq,(a,b,(xl,(xl,c,d,e))),f,g)). Figure 4 shows the identifi-
cation of valid and invalid process trees for the input (seq,(a,b,(xl,(xl,c,d,e))),f,g))
and the output (seq,(a,(xl,(xl,(x,c,d,e)),tau),tau),b))). For this input and output
three valid process trees are determined with the morphing, deletion and insertion
algorithms as explained below. In this example, not valid process trees exist when
missing child nodes for branching nodes are found.Thus, they cannot bemapped to
a syntactically correct process model. For instance, the first process tree is invalid
due to a missing silent activity for the redo loop operator. A redo loop has to be
defined with at least two children. “The first child is the do part and the other chil-
dren are redo parts” [1]. The black nodes in Fig. 4 within the redo loop operator
are placeholder for one of these children. This means that at least two subnodes
are required for redo loop operators. Placeholder nodes might be replaced later by
concrete events. If one of these subnodes is missing, then the process tree cannot
be mapped to a syntactical correct graphical process model.
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Fig. 3. This figure shows how a graphical process tree and a behavior-oriented tree are
determined from an event log.

Fig. 4. Identification of valid process trees for an input and output process trees.
Exemplary, invalid process trees are shown.

2.2 Algorithms to Determine Valid Process Trees

To derive valid process trees the concepts of recursion, longest common branches,
insertion and deletion operations are used. Algorithms 1, 2 and 3 determine all
valid process trees between an input and an output. For this, Algorithm1 (level
recursion) traverses a process tree or behavior-oriented trace as array list and
uses longest common branches as search indices. The advantages of array lists
(compared to hash keys) as data format is an ordered storage of objects, possi-
bility to use duplicate items and objects can be accessed by an index. Duplicates
occur for redo loops and for placeholders (black nodes). Also with lists, the
identification of longest common branches can be carried out extremely effi-
ciently. The decomposition of lists and the identification of valid process trees
is conducted recursively as exemplary explained in Fig. 5. After decomposition
into lists, the tree is first traversed from left to right. As soon as a branching
is found, the algorithm traverses bottom-up and intends to find longest com-
mon branches (lcb). A lcb is defined by at least a 2-gram item. The benefit of
lcbs is their use as search indices for elements and thus similar elements can be
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Fig. 5. Three valid process trees exist for the input and output from Fig. 4.

Algorithm 1. Level recursion
1: procedure level recursion(btas is, btto be)
2: matching indexes = common branches(btas is, btto be)
3: This part identifies common sublists and return common indexes
4: idxtb = idxis = 0
5: while idxis < len(btas is) do
6: if a: idxis in matching indexes: then
7: idxtb = The associated index of the common sublist for idx tb
8: adapt level(btas is[idxis], btto be[idxtb])
9: Adapt level() adjusts the different levels of the sublists.

10: level recursion(btas is[idxis], btto be[idxtb])

11: if b: idxtb in matching indexes: then
12: idxis = The associated index of the common sublist for idxtb

13: adapt level(btas is[idxis], btto be[idxtb])
14: level recursion(btas is[idxis], btto be[idxtb])

15: if c: btas is[idxis] is instance(list)
16: and btto be[idxtb] is instance(list): then
17: adapt level(btas is[idxis], btto be[idxtb])
18: level recursion(btas is[idxis], btto be[idxtb])
19: matching indexes.append(idxis,idxtb)
20: Matching indexes is extended with sublists without common events

21: if d: btas is[idxis] is instance(list): then
22: adapt level(btas is[idxis], btto be[idxtb])
23: level recursion(btas is[idxis], btto be)

24: idxtb += 1 if not lastIndex(btto be)
25: idxis += 1

26: if idxis is lastIndex(btas is) then
27: btas is = delete(btas is,btto be,matching indexes)

28: return btas is

identified faster than comparing each element with each other. Figure 5 shows
the application of the morphing, deletion and insertion algorithms for the input
(seq,(a,b,(xl,(xl,c,d,e)),f,g)) and the output (seq,a,(xl,(xl,(x,c,d,e)),tau),tau),b)).
First, all elements until the first branching are compared resulting in the iden-

tification of (seq,a) as the first lcb and the deletion of b in the input tree. Then,
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the first valid process tree is (seq,a,(xl,(xl,c,d,e)),f,g)). Next, the morphing algo-
rithm identifies a branching and navigates to the deepest list. It identifies the
next lcb resulting in the deletion of xl and the insertion of x. Due to the second
lcb, the second valid process tree is (seq,(a,(xl,(x,c,d,e))),f,g)). The third lcb is
found at level L2 resulting in the deletion of the events f and g and the insertion
of tau,tau. Finally, the third process tree is (seq,(a,(xl,(xl,(x,c,d,e)),tau),tau)))).
Eventually, the event b has to be inserted in order to obtain the output process
tree (seq,(a,(xl,(xl,(x,c,d,e)),tau),tau),b))).

Algorithm 1 works as follows. Line 2-5: the method common branches()
compares all pairs of sublists of the current level of two process trees, sorts
them descending by the number of common sequences. Common indexes is the
return value. Line 5-25: the while loop iterates over each level using the infor-
mation from matching indexes. The cases a to d analyze all possible occurrences
(lists with lcb or without any lcs or single events) of the input to the output.
The method adapt level() adjusts the different levels of the sublists, if this can
reduce the number of transformation steps. Finally, level recursion() is called
again in order to analyze the reduced subtrees according to the principle divide
and conquer. Line 25-28: the deletion() method is called and removes elements
that cannot be found on the identical level.

The deletion algorithm works as follows: Line 5-14: the matching blocks()
method is used to determine the longest common branches on identical lev-
els. The return values either contain lcbs or single events. Line 5-19: within
the loop all events that do not exist at same levels (between the input and
output) are deleted. Insertion of elements is inverse to deletion. Insertion of

Algorithm 2. Deletion
1: procedure deletion(btas is, btto be, matching indexes)
2: j = lastmatch = 0
3: blockedas is,blockedto be = matching blocks(btas is,btto be,matching indexes)
4: blockedas is and blockedto be contain the indexes of the common sequences.
5: for i, is val in enumerate(btas is) do
6: if is val is operator then continue

7: if i in blocked is then
8: j = lastmatch = blockedto be[0] + 1
9: del blockedas is[0] and blockedto be[0]

10: continue
11: else:
12: del btas is[i]
13: output(btas is)
14: In the output method, the validity of the process tree is checked.

15: if is val is lastElement(btas is)
16: and as is operator is not to be operator then
17: del btas is[0]
18: output(btas is)

19: return btas is
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elements (see Algorithm3) is required if the target has elements that are not
included in the input process tree. Line 2-3: Missing elements() determines the
elements of the iput, which do not exist in the output. The return value is stored
in to insert. to insert contains the information which element or list to insert and
at which index. Line 4-10: A loop iterates the list to insert. An if statement
checks whether the run variable points to a list or an element. If not to a list: The
value (element) of to insert[i] is inserted into the particular index in the input
process tree. If to a list: recursive call of insertion() with the sublists. The last
return value of insertion() is the transformed input process tree, which equals
the output. After the application of the level recursion and deletion or insertion
algorithms, valid process trees are identified with a cluster size of 1. This means
that the behavioral morphing splits an event log into k clusters of size 1.

Algorithm 3. Insertion
1: procedure insertion(btas is, btto be)
2: to insert = missing elements(btas is, btto be)
3: Comment: returns a list with values and indexes to insert into
4: for i, val in enumerate(to insert) do
5: if val is not instance(list) then
6: btas is = insert(btas is, val)
7: Comment: elementwise insertion of value which is not in btas is

8: output(btas is)
9: else

10: btas is = insertion(btas is[index of to insert], to insert[i])

11: return btas is

3 Application of Behavior Morphing

All algorithms are fully implemented in Python. Several plug-ins were integrated
into our software prototype. To transform CSV files into XES format (XML-
based event log format) we use the .csv to .xes plugin. The inductive visual miner
is used to graphically visualize process trees from XES files. Then, graphical
process trees are transformed into behavior-oriented traces, which are parsed as
array lists.

3.1 Application on Synthetic Data

The morphing approach has been tested on a different number of events. The
evaluation results on synthetic event logs are summarized in Table 1.The evalu-
ation indicates a correlation between the number of clusters and the similarity
between the input and output. With respect to the performance, models with
little overlap still requires a low transformation time (morphing) despite the
recursion implementation, which demonstrates the efficiency of the approach.
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Table 1. Analysis of performance

No. of events Nes. depth

(btas)

Common

events

Nes. depth

(bttb)

Transformation

time

No. of clusters

15 5 4 3 4.6ms 5

26 7 20 8 11.4ms 9

41 9 26 6 24.6ms 8

100 4 88 4 111.5ms 15

225 4 75 4 536.2ms 131

1000 3 970 3 12.3 s 24

3.2 Application on Graphical Process Models

To demonstrate the practicability of our approach, we applied the morphing app-
roach on BPMN diagrams as shown in Figs. 6 and 7. Figure 6 shows an as-is CRM
process model. A new customer has three options how to register: online com-
munication via conventional channels (a), contact via third party (affiliates) (c)
or customer recommendations (d). Then, two registration steps follows (e) and
(f) and a customer service (g) is requested. The registration is repeated if errors
occur (h) during the registration or if the customer is denied (j). After successful
registration, the customer can decide whether (s)he wants to complete the regis-
tration (l) or abort the onboarding (m). The company now wants to implement
a new registration path in order to make the process more agile. Figure 7 shows
the company’s new target (to-be) model. An on-line registration option is imple-
mented (i) in order to replace a registration in the store. Furthermore, the second
registration step in the store (f) is removed. Additionally, the company decides
to end offline campaigns (a) and instead to target customers via the Internet (b).
Assumption supporting the process change (i.e., giving hints to accept the to-be
process) will be given in Sect. 4. The morphing approach is applied as preprocess-
ing step aiming to identify the customer acceptance after implementing the new
processes. Both process models (see Figs. 6 and 7) are transformed into behavior-
oriented traces and the morphing algorithm is applied with the inputasis
(seq,(x,a,c,d),(xl,(seq,(xl,(and,(seq,e,f),g),h),k),j),(x,l,m)) and the ouputtobe
(seq,(x,b,c,d),(xl,(x,(seq,(xl,(and,e,g),h),k)i),j),(x,l,m)). Three valid states are
determined in 11.2 ms with common branchesasis: (seq,(xl,(and,(seq,e,f)
,g),h),k) and common branchestobe: (seq,(xl,(and,e,g),h),k). Each valid state is
considered as a cluster. Thus, 5 clusters result. Next, we explain how the size of
clusters can increase.

3.3 Change of Cluster Size: Assign New Event Logs to Clusters

The size of clusters in our approach changes if additional event data emerges and
has been identified as another path of one of the existing clusters. This means
that a new event log is compared with each cluster (see Fig. 8, steps 1 and 2) and
then the lowest similarity value of the comparison decides to which cluster this
new event log is most similar. The similarity between event logs is calculated with
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Fig. 6. Input process model: as-is process of registration.

Fig. 7. Output process model: to-be process model of registration.
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Fig. 8. After behavioral morphing each process tree on the root axis correspond to a
cluster of size 1. The size increases through new similar event data.
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the Levenshtein distance in combination with the level recursion and valid pro-
cess trees. Levenshtein’s edit distance aims to find the shortest sequence of edits
(deletion, insertion, replacement) required to transform one string into another.
In our context, Algorithms 4 intends to find the minimal distance between the
new event data (represented as process tree) and the input, valid process trees
and the output, see Fig. 8, step 3. In Fig. 8 the new event data is most similar
to cluster 4 and thus the size of this cluster increases to 2. The advantage of our
similarity approach in combination with morphing compared to a pure Leven-
shtein distance is a more appropriate consideration of the structure of process
models. To demonstrate this, the following input and output behavior-oriented
traces are given: bti = (seq,(a,(x,(xl,b,c),d)),e) and bto = (seq,(a,b,c,d,e)). The
Levenshtein distance determines two edits, which means that the traces are
quite similar. This, however, is not appropriate since both traces are two widely
different process models, see Fig. 9. The morphing algorithm determines four
valid process trees, which is reasonable. In the case of identical minimal edits
(between a new event log and two clusters), then the current implementation
also considers the order of elements, the number of lcb and the common elements
between lcb in one list in the similarity measurement. In the future we intend
to include quantitative values such as cost functions (see [4]) in the similarity
calculation.

Algorithm 4. Assignment
1: procedure assignment(new trace, is to be states)
2: H = float(’inf’)
3: for j, morphing state in enumerate(is to be states) do
4: d = levenshtein distance(new trace, morphing state)
5: if d <= H then
6: H = d
7: idx = j

8: return idx

behavior-oriented trace =  
(seq,(a,(x,(xl,b,c),d)),e) 

behavior-oriented trace =  
(seq,(a,b,c,d,e)) 

Fig. 9. The Levenshtein distance determines 2 edits required to transform the left
trace into the right trace. The morphing algorithm determines 4 valid states between
the traces, which is more reasonable.
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Fig. 10. Visualization of clusters: (a) upload file, (b) filtering of process trees, (c)
visualization of the cluster centroids as bar charts, (d).

Giving the use case from Sect. 3.2, a new behavior-oriented trace (newInput)
with (seq,b,(xl,(seq,(xl,(and,e,g),h),k),j),l)) exists and should be compared with
the input (inputasis) and the output (outputtobe). The objective of the compari-
son is to answer the research question (RQ 1) (see Fig. 1). For this, a morphing
between newInput and inputasis was performed in 11.8 ms resulting in 8 valid
states. A morphing between newInput and outputtobe required 14.8 ms and found
5 valid states. This comparison shows a higher similarity between newInput and
outputtobe. Then, a morphing to all valid states between inputasis and outputtobe
was conducted. This analysis shows that newInput is a valid state of outputtobe.
This means that the current running process instance is very close to the to-be
process model from Fig. 7.

The next section presents how the size of clusters matters for change analysis
and thus we intend to answer RQ 2.

4 Change Detection by Cluster Analysis

The previous section presented the morphing approach used to cluster event
logs. The size of a cluster increases when new event data is assigned to a cluster
due to the largest similarity by means of changes required to transform one
tree into another. The simulation of the clusters over a specified period allows
changes to be detected and predicted as explained below. The change analysis
is demonstrated with the visualization component of the process tree clustering.
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To visualize the clusters, we use the shiny package from RStudio1 and visualize
clusters as bar charts and not bubbles (which is rather common). Bar charts
allow to present categorical data such as outside temperature, phase of day or
interacting entities (e.g., human-beings, machines) proportional to the number of
their occurrences. Additionally, the number of the clusters must not be specified
before clustering. Figure 10 shows the visualization component.

First, a XES-file must be uploaded including the input behavior-oriented
trace, valid states and the output behavior-oriented trace (Fig. 10(a)). Option-
ally, the number of edits or further meta data can be attached. Then, clusters can
be filtered according to categorical data (Categorial Dimension), see Fig. 10(b)
or the number of process trees to be considered (Number of Observations). One
observation is an additional event log. Edits and Numerical Dimension can be
used to identify process trees that require a certain number of edit operations
and that have particular numerical properties. Changes are localized by the sim-
ulation of the bar charts.

Fig. 11. Indications for changes based upon the analysis of the clusters’ size.

We assume that statement on changes in the CRM use case should be given.
For this, the clusters of the CRM use case are visualized in Fig. 11 by the bar
charts 0is to 4trans4, where 0is corresponds to the input CRM process model
from Fig. 6. New observations are considered and the clustering is simulated.
The simulation shows that new traces are assigned to cluster ttrans2 , i.e., they
are most similar to this cluster. By further simulation, it can be observed that

1 https://www.r-project.org/nosvn/pandoc/shiny.html.

https://www.r-project.org/nosvn/pandoc/shiny.html
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new traces are becoming more and more similar to the target process (see Fig. 7).
The increase of the cluster size on the right side of the diagram indicates a higher
similarity to the output. An increase of the clusters’ size on the left hand side,
would indicate a higher similarity to the output. This cluster development can
be interpreted as an acceptance of the new target process by customers (see
Fig. 7).

More precise assumptions on changes can be made by the comparison of
behavior-oriented traces within one cluster (see Fig. 12). The comparison in
Fig. 12 gives hints to an increased duration of similar events. In this figure we use
duration as comparison factor. One might use any other sensor value (e.g., tem-
perature, interacting entities). The Fig. 12 explains changes due to an increased
duration time of events. Figure 13 visualizes the forecast for the next day of one
event log. To predict the value, a trend line was drawn and the correlation coef-
ficient was determined. A value close to 1 increases the prediction quality. In
this example, the prediction would be that the value increases than decreases.
Eventually, our approach can only give hints as to what changed, that something
changed, why it had changed or how it might change. To benchmark the change
(i.e., is this a good or a bad change?) requires the consultation of humans.

Fig. 12. Analysis of the duration of events.

Fig. 13. This diagram shows the prediction for an event log.
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5 Evaluation

We applied the algorithms on a smart home data set2. The data set tracks events
with motion sensors of 28 days. Each day had around 5300 events. We removed
the duplicates and then split the data set according to days and then according
to the phases of the day (morning, afternoon, evening and night) and ended with
around 1100 events for each phase. The first of the 28 days was selected as input
and the last day as the output. The application of the morphing approach for the
afternoon phase of the input and the afternoon phase of the output determined
106 valid process trees in 14ms. The Levenshtein distance would require more
than 140 edits to transform one tree into another (note again that Levenshtein
distance disregards the structural similarity of process models, as discussed in
Sect. 2.3). Then, we selected the event log of the afternoon of the following days
and run Algorithm4. The change history for this use case is shown in Fig. 14.
In contrast to the approach for event log detection of [5], the application of our
approach shows several change points.

Fig. 14. Detection of Changes for a Smart Home Data Set.

6 Comparison of Related Works

Numerous approaches to cluster event logs exist in the literature [4,6–9]. These
approaches have in common that they intent to improve process discovery either
determined by partition of the event logs [4,6,7,9,10] or based on a balanced
density between the clusters [8]. As a consequence, they do not consider the
quality of the underlying process model and are not suitable to detect changes
to the full extent. The clustering technique of [11] takes a process model as
input for clustering and structures traces in order to mine (sound) process mod-
els. Due to this assumption traces might remain unclustered and thus changes
might be disregarded. Our approach inspects the complete event log and cluster
all traces. It also considers the quality of the underlying process model and thus
event log structuring is determined more appropriately. Our cluster technique is
complementary to trace clustering [12], which might be used to preprocess an
event log and to reduce the complexity needed to determine process trees. In
contrast to approaches that calculate the similarity of traces or process models

2 http://casas.wsu.edu/datasets/.

http://casas.wsu.edu/datasets/
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based on vector-based approaches [13,14], our approach can capture the struc-
ture of process models and also recognize similarities and changes within sub-
process models. This advances our clustering technique to existing approaches.
For instance, [14] determines the similarities between process models based on a
cosine similarity. Two process models are translated into two vectors: an activ-
ity vector to indicate common activities and a transition vector to compare the
similarity of the control-flow. The similarity of the process models is determined
by the included angle. The process models are then grouped according to an
agglomerative clustering. Our clustering technique uses process trees as input
and can therefore use the editing operations as an explanation for changes and
the simulation allows to explain changes for quite similar process models.

Approaches for change detection in process mining (e.g., [5,15,16]) consider
drift detection by means of missing activities or deviations of common activities.
Our approach can detect more changes than existing approaches and can also
be applied to event logs of unstructured processes.

The approach presented in this paper is a revised version of the idea on
process tree clustering presented in [17]. This paper updates and extends the
concept of morphing and cluster analysis presented in [17]. The formalization
of the approach and change analysis were also developed and evaluations were
conducted, which is missing in [17].

7 Conclusion and Outlook

This paper presented a process tree-based approach for clustering of event logs.
This clustering technique was primary developed with the intention of change
detection and prediction, which are possible through the analysis of the clus-
ters’ size and the movements of clusters between the origin and the target. The
cluster visualization with bar charts allows substantial indications of changes.
In contrast to a pure machine-learning solution to clustering and change detec-
tion, no large input sample is required. In data mining settings, clusters are
evaluated based upon the idea of “maximizing intra-cluster similarity and min-
imizing intercluster similarity” [9]. This means that a small distance between
all elements within a cluster and a large distance between the clusters should
be produced. The clusters derived from event logs with the morphing approach
fulfill this requirement and thus make our clustering approach efficient.

In the future, we plan to combine our approach with machine learning tech-
niques in order to allow change period estimation and also to consider quantita-
tive values in the deletion and insertion algorithms in order to refine our notion
of longest common branches. This would mean that changes could be detected
even earlier than through a time-based simulation. Additionally, we intend to
give recommendation on the best selection of origin and target event logs as
discussed in Sect. 3. This requires a lot of evaluations with real data sets.
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Abstract. Inspired by developed economies, many developing economies are
adopting an enterprise architecture approach to e-government implementation in
order to overcome challenges of e-government interoperability. However, when
developing an enterprise architecture for a complex enterprise such as the e-
government enterprise, there is need to rationally specify scope dimensions.
Addressing this requires guidance from e-government maturity models that
provide insights into phasing e-government implementations; and enterprise
architecture approaches that provide general insight into key dimensions for
scoping enterprise architecture efforts. Although such insights exist, there is
hardly detailed guidance on scoping initiatives associated with developing an e-
government enterprise architecture. Yet the success of such business-IT align-
ment initiatives is often affected by scope issues. Thus, this paper presents an
intertwined procedure that draws insights from e-government maturity models
and enterprise architecture frameworks to specify critical aspects in scoping e-
government enterprise architecture development efforts. The procedure was
validated using a field demo conducted in a Uganda public entity.

Keywords: e-Government maturity � e-Government enterprise architectures

1 Introduction

Integration and interoperability are major drawbacks of e-government growth in
developing economies [1, 2]. Literature (e.g. [3–5, 29]) indicates that adopting an
enterprise architecture approach to e-government implementation helps to holistically
address these issues. Since enterprise architecture steers change and integration in
business-IT alignment contexts [6], adopting e-government – a mechanism of business-
IT alignment in government service delivery – can be holistically guided by an e-
government enterprise architecture. Although the success of enterprise architecture
development depends on several factors, scope is among the critical ones [7–13]. If
scope dimensions are not rationally specified, the success of an enterprise architecture
effort is affected [11]. Yet if the enterprise is complex such as the e-government
enterprise, defining the scope of its architecture becomes an intertwined problem.
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From literature (see Sect. 2), addressing such a problem requires insights from e-
government maturity models (because they guide phasing of e-government imple-
mentations) and enterprise architecture approaches (because they articulate key aspects
that inform the scoping of architecture development efforts). This implies the need to
investigate: how e-government maturity models can supplement enterprise architecture
approaches to provide detailed guidance on scoping e-government enterprise archi-
tecture development efforts. Thus, this paper presents an intertwined procedure that can
guide stakeholders on key dimensions to consider when Scoping e-Government
Enterprise Architecture development efforts (SGEA). Section 2 presents related work
and research approach used, Sect. 3 presents the design of SGEA and its instantiation
using a field demo, Sect. 4 highlights key findings from the demo, and Sect. 5 con-
cludes the paper and highlights future research efforts.

2 Related Work and Research Approach

Section 2.1 motivates design of SGEA and Sect. 2.2 discusses the research method.

2.1 Related Work on Scoping e-Government and Architecture
Development

e-Government maturity models [14–19] provide a phased approach that enables gov-
ernments to measure the progress in e-government development and to produce a
robust citizen-centric and responsive government [20]. e-Government maturity models
play a central role by offering generic concepts that inform, shape, and direct e-
government deliberations, investments, and research. However, they hardly provide
guidance on how to scope efforts towards attaining the specific stages and features of e-
government growth that they articulate (as indicated in Table 1).

Table 1. Harmonization of stages in e-government maturity models

Baum & Maio [19] UN & ASPA
[14]

Deloitte & Touché [18] Layne & Lee
[17]

Hiller &
Bélanger [16];
Moon [15]

(1) Web presence (1) Emerging
(2) Enhanced
presence

(1) Information
publishing/dissemination

(1) Catalogue (1) Simple
information
dissemination

(2) Interaction (3) Interactive
presence

(2) Official two-way
communication

- (2) Two-way
communication

(3) Transaction (4) Transaction
presence

(3) Multipurpose portals (2) Transaction (3) Service and
final
transaction

(4) Transformation (5) Seamless or
fully integrated
presence

(4) Portal
personalization
(5) Clustering of common
services
(6) full integration and
enterprise transaction

(3) Vertical
Integration
(4) Horizontal
integration

(4) Political
participation

662 A. Nakakawa et al.



Since e-Government maturity models use somewhat different terms to refer to
specific stages, Table 1 extends the taxonomy in [21] by using specific features to
synthesize names of stages with a bias of the naming used in [19] as indicated in
column 1. Indicators for achieving each stage are as follows.

Web Presence: websites are used to increase access to formal and catalogued infor-
mation [14–18] such as agency contacts, frequently asked questions, publications,
trends/news updates [19] or dynamic information feeds from active databases [14].

Interaction: portals enable two-way communication [14–16, 18], posting online
comments or inquiries, sending and receiving email, downloading documents, sub-
mitting forms; and authenticating users to access particular services [19].

Transaction: portals provide services across departments [18], e-forms and e-payment
capabilities to allow online completion of transactions [14, 17, 19] on applying and
renewing of verification documents and procurement of services [14–17, 19].

Transformation: A universal portal [14] that clusters common services; allows users to
customize their views [18]; and enables vertical and horizontal service integration in
order to deliver proactive service in a seamless and personalized way, that accom-
modates needs of specific groups of customers [15–19].

Although indicators for each stage are explicit, detailed guidelines are hardly
available on how efforts should be scoped and aligned so as to achieve each stage.
Inspired by [3–5, 25], such details can be obtained by designing architecture views as
blueprints of capabilities for achieving a desired stage of e-government growth.
However, prior to designing such blueprints, there is need to rationally specify their
scope. Hence the need to review the extent to which architecture approaches inform
scoping.

Scoping Enterprise Architecture Creation. Lack of a clear scope is a major man-
agerial pitfall in architecture development [7, 8, 10]. Yet, on the one hand, architecture
maturity models provide indicators for accomplishing specific stages in architecture
development [23] without providing guidelines for scoping architecture creation. On
the other hand, majority of enterprise architecture frameworks do not adequately
address issues on scoping architecture initiatives [9] but emphasize the relevance of
scoping and aspects to consider as shown in Table 2.

Overall Research Gap. Existing efforts in Tables 1 and 2 hardly provide detailed
guidance on explicitly determining scope of an e-government enterprise architecture.
Moreover, instantiating insights in Table 2 when developing an e-government enter-
prise architecture is not trivial because the e-government enterprise is contextually
heterogeneous and multidimensional (Sect. 3.1 elaborates this). Thus, this research is
motivated to devise SGEA by blending insights from Tables 1 and 2.
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2.2 Research Approach

Design Science supports the development of feasible artifacts that help an enterprise to
solve a significant problem or embrace a given opportunity towards achieving effective
and efficient operations [22]. Instantiating design science to guide the development of
SGEA implied undergoing three cycles. Relevance cycle involves highlighting the
research gap and potential solutions and verifying applicability of an artifact [22].
Section 2.1 highlights the research gap motivating SGEA design, and Sect. 3
demonstrates its applicability as elaborated below. Rigor cycle emphasizes the need to
draw from existing foundational approaches when creating an artifact [22]. As indi-
cated in Sects. 2.1 and 3, two knowledge fields indicated in Tables 1 and 2 inform the
design of SGEA. Design cycle involves building and continuously refining the artifact
with respect to the problem context [22]. Section 3 discusses the design of SGEA and
Sect. 4 highlights how insights from SGEA validation informed its refinement.

Validation of SGEA in a Developing Country. Design Science artifacts need to be
exposed to the problem environment so as to investigate their applicability and use
findings to refine them accordingly [22, 33]. Design science artifacts can be validated
using lab demos, lab experiments, field demos, field experiments [26], case study,
action research [33]. The choice of approach depends on the purpose of the artifact and

Table 2. Available insights on scoping an enterprise architecture effort

Zachman Framework [13] Scope/contextual/perspective phase involves
establishing:
• Internal and external limits of an enterprise;
goals/scope, strategies, and performance measures of the
enterprise;
• Elements that need to be considered in other phases;
and
• Major enterprise timelines

Integrated Architecture
Framework – IAF [12]

Manage complexity by using abstraction levels i.e.
the “why-what-how-with what” reasoning pattern,
but use the “why” and “what” to address scope because:
• “Why” defines business context/aspects that vary
across enterprises (e.g. drivers/strategy/vision,
objectives, principles, and scope of a problem), and
• “What” specifies services to be supported

The Open Group Architecture
Framework – TOGAF [11]

Consider four dimensions when scoping
architectures:
• Enterprise coverage – define all internal and external
units of the enterprise and specify those to be considered;
• Architecture domains – specify domains relevant in
achieving target state;
• Level of detail – specify level of abstraction of concepts
in architecture views;
• Resources (i.e. time, finances, and existing architectural
assets of the enterprise) for architecture development
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the nature of problem it addresses. The purpose of SGEA is to provide systematic
guidance on aspects to consider when scoping efforts towards developing an e-
government enterprise architecture. Validation of such an artifact requires that it is used
at the start of a real-life e-government development project, to specify and document
scope dimensions of that project using a scope specification matrix. To achieve this, a
field demo is used.

A field demo allows researchers to demonstrate usability of an artifact in practice
by instantiating it with respect to problems in the business environment [26]. Thus, to
demonstrate the usability of SGEA, a field demo was conducted using one of Uganda’s
public entities (as detailed in Sect. 3). The field demo involved three bilateral structured
walkthrough sessions, each lasting for at most one-hour. Each session involved the
ICT/Systems Manager of the entity and one of the researchers. Subjects of discussion
during the sessions and respective instantiations are presented in Sect. 3.

3 Design of SGEA and Its Applicability in a Developing
Country

In design science, a feasible artifact is obtained through exploring how available and
proven means can be used to achieve a desired solution [22]. Thus, this section
demonstrates how existing foundational insights in two fields are adopted and syn-
thesized to design SGEA. First, from e-government maturity models in Table 1, the
model in [19] is adopted as justified in Sect. 2.1, while insights from other models are
used to elaborate descriptions of specific stages of maturity. Second, from enterprise
architecture frameworks, TOGAF [11] is adopted because it provides clearer insights

S6. Determine appropriate 
level of detail of the 

architecture views for the 
target state of a given 
level of e-government

maturity

S5 Determine relevant e-
government architecture 

domains towards achieving 
target state of a given 
level of e-government

maturity

S4. Determine relevant 
entities/capabilities to be 

considered in efforts 
towards achieving target 

state of a given level of e-
government maturity

S3. Determine available 
resources towards 

achieving target state of a 
given level of e-

government maturity 

S2. Specify baseline &
target e-government states 

& contextual-level
indicators towards 

achieving a given level of 
e-government maturity S7 Determine risks with 

respect to the set 
parameters & sub-

dimensions of S1 to S6,
and specify mitigation 

strategies

S1. Specify context of the 
e-government enterprise 

(i.e. nature of enterprise &
complexity of its problem/

opportunity)
start

End

Fig. 1. Dimensions for SGEA
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on scoping, while insights from other architecture frameworks or studies are used to
elaborate particular aspects of scope dimensions for the e-Government Enterprise (GE)
architecture. Thus, SGEA adapts TOGAF’s guidelines on scoping architecture efforts
to support e-government realization with respect to insights on e-government maturity.
SGEA, shown in Fig. 1, is a high level process for guiding deliberations on scoping GE
architectures as blueprints for implementing interoperable e-government solutions.
Each step in Fig. 1 is a pointer to detailed aspects presented in Sects. 3.1 to 3.7, with
interludes of text boxes representing instantiations from the field demo. Appendix 1
shows a template of the scope specification matrix that can be used to document scope
dimensions derived using SGEA. Sections 3.1 to 3.7 discuss SGEA components or
dimensions that are coded as S1 to S7 for cross-referencing purposes.

3.1 Specify Context of the GE (S1)

An enterprise architecture development effort should be tailored to the enterprise
context, planned scope of architecture engagement, and enterprise goals [9]. Thus, S1
indicates the need to define contextual features of the GE using two sub-dimensions
(i.e. S1.1 and S1.2) that shape deliberations on other dimensions as shown in Fig. 1.

S1.1. Nature of the GE. Understanding the nature of an enterprise implies specifying
the “gross size” of that enterprise [13] or defining entities that constitute the full breadth
and depth of its operations [11]. The gross size of the GE comprises three parameters
(i.e. S1.1.1 to S1.1.3) below.

S1.1.1. Structural Nature of the GE. Government is a large and highly complex
enterprise characterized by conventionally interconnected sectors [25], which fulfill
their specific mandates by establishing agencies, departments, and units. Thus, aligning
ICTs with capabilities of such an enterprise yields the GE [30], which structurally
comprises three tiers (i.e. national, sector, and unit tiers) with each tier having seven
scope dimensions that stakeholders need to consider when planning the development of
the GE architecture to enable e-government interoperability. In Fig. 2, a heptagon
shape is used to illustrate these tiers and the seven scope dimensions of each tier are
represented at the vertexes of Fig. 2 and elaborated in Fig. 1 and its discussions.
National level in Fig. 2 comprises entities mandated as overall regulators of e-
government implementation in a country. Sector level comprises entities mandated to
regulate and deliver specific services towards economic growth. Sector-specific e-
government implementations are regulated by the national level. Unit level comprises

Fig. 2. Three levels/tiers that constitute the GE
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agencies/departments/units within a particular sector, and directly interact with each
other to deliver a wide range of e-government services.

Specific questions that prompt actors to specify values for S1.1.1 are provided in
the text box below, and clarified using an instantiation from the field demo.

Question S1.1.1: What is the composition of the national/sector/unit tier of the GE in a given country? 
How many entities are at any/each GE tier and what are their key mandates? Which of these entities 
should be focused on in a given e-government enterprise architecture development effort?
Instantiation: The national tier of Uganda’s GE comprises Ministry of ICT and the sector tier compris-
es 30 entities [27], each comprising several agencies/ directorates/departments that are perceived as 
unit tier entities of the GE. However, in the field demo validation of SGEA, an entity at unit level was 
purposively selected due to resource limitations. Thus, the Directorate of Revenue Collection (DRC) of 
Kampala City Council Authority was selected due to the swiftness it exhibited in responding to the call 
for participation that was sent out to a sample of unit level entities in Uganda’s GE.

S1.1.2. Service Portfolio of the GE. The full scope of the e-government landscape
comprises three categories of e-government solutions, i.e.: e-administration suite with
solutions that support internal processes of a public entity; e-citizen or e-service suite
with solutions that support engagements between a public entity and its customers; and
e-society suite with solutions that support engagements between a public entity and
other public, private, not for profit, or civil society entities [32]. Accordingly, these
solutions support electronic transactions and interactions that yield Government to:
Government (G2G) services, Citizen/consumer (G2C) services, Business and non-
profit agency (G2B) services [31], and Employees (G2E) services [2]. These services
are accessible by international, national, regional, provincial, and local communities
[31]. These classifications imply that each tier in Fig. 2 delivers three categories of
services that need to be considered when deliberating on the scope of the GE archi-
tecture for a specific entity at any tier. Questions for deliberation under S1.1.2 and
corresponding instantiations from the field demo are provided in the text box below.

Question S1.1.2: What is the composition of the service portfolio for the chosen entity/entities at 
any/each GE tier in terms of e-administration (e.g. G2E), e-customer or e-service (e.g. G2C), and e-
society (e.g. G2G, G2B)? Which of the three categories of e-government services should be focused on 
in a given e-government architecture development effort?
Instantiation: DRC service portfolio comprises all services that involve sensitization of taxpayers and 
establishment of strategic and operational policies to guide mobilization and collection of revenue from 
all types of businesses in Uganda’s capital city, so as to promote economic growth [28]. Thus, the GE 
service portfolio of DRC includes three categories of e-government services, i.e.: e-administration, e-
services, and e-society. The field demo focused on the e-services category.
Question S1.1.3: What are the socio-cultural and political concerns or priorities of the chosen enti-
ty/entities at any/each GE tier, and what are the implications of these on choices in S1.1.1 and S1.1.2?
Instantiation: Specifications on this are intentionally excluded for confidentiality reasons.

S1.1.3. Socio-Cultural and Political Environment of the GE. The operational
environment of a specific entity at any/each GE tier in Fig. 2 comprises social, cultural,
and political factors that have a bearing on the success of e-government implementation
and enterprise architecture development. Thus, inter and intra environmental scanning
of the enterprise helps to understand the organizational structure, culture, level of
commitment, and nature of politics in the enterprise as well as the implied or possible
obstacles that may arise [8]. For instance, the level of management commitment and
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support has a direct bearing on the assurance of: resources for enterprise architecture
development, and guidance on enterprise-specific protocols for successful collaboration
of all key stakeholders [10]. Thus, S1.1.3 not only involves understanding socio-
cultural and political factors and their implications on scoping GE architecture
development efforts, but also helps to acquire indicators or implicit information for
gauging resource availability levels in scope dimension S3 (Sect. 3.3). The text above
shows specific questions for eliciting specify values for S1.1.3.

S1.2. Complexity of Problem or Opportunity of the GE. Complexity of a
problem/opportunity is specified using two parameters (i.e. S1.2.1 and S1.2.2).

S1.2.1. Type of Problem/Opportunity in the GE. This parameter indicates the need
to: (a) classify a problem/opportunity of an entity at any/each tier of the GE with
respect to the three categories of e-government services offered by the GE as indicated
in S1.1.2; and (b) determine which category of e-government service should be actu-
alized in order to address the problem or seize the opportunity. Understanding S1.2.1
when scoping the GE architecture effort helps to obtain information relevant for:
determining target state of e-government maturity in scope dimension S2 (in Sect. 3.2);
and selecting reference models/architectures that can be adapted in scope dimension S5
(in Sect. 3.5). The text box below shows specific questions for eliciting specify values
for S1.2.1, and corresponding instantiation.

Question S1.2.1: What is the problem/opportunity of the entity at any/each tier of the GE, and which 
category of e-government service(s) should be implemented by the GE so as to overcome or seize the 
opportunity?
Instantiation: DRC faced a problem of overwhelming client volumes and operational complexity, that 
called for the need to streamline management of revenue collection through re-engineering existing 
business processes and developing a supporting e-government solution. Categorically, based on [6,23], 
this is a problem of establishing IT-reliant business processes and implementing quality management 
systems respectively. Thus, the categories of e-government services required to address the problem are 
e-administration and e-services.

S1.2.2. Magnitude of Problem/Opportunity in the GE. Any enterprise transfor-
mation prompts stakeholders to seek information on the part of the enterprise that is to
be impacted, corresponding boundaries of the impact, and other related projects that are
to be indirectly affected [23]. Therefore, S1.2.2 indicates the need to identify internal
and external entities at any/each GE tier that are directly and indirectly affected by the
specified problem or opportunity; or that support the achievement of the category of e-
government service specified in S1.2.1. Understanding S1.2.2 when scoping the GE
architecture effort helps to obtain information relevant for decision making in scope
dimensions S4 and S6 (in Sects. 3.4 and 3.6 respectively). The following text box
shows specific questions for eliciting specify values for S1.2.2.

Question S1.2.2: Which internal capabilities within the chosen entity/entities in S1.1 and external 
entities or capabilities are (or are to be) directly and indirectly affected by the issues or specified catego-
ry of e-government service(s) in S1.2.1? 
Instantiation: DRC comprises 3 business capabilities (i.e. Valuation and Revenue Collection; Compli-
ance and Inspectorate; Research and Business Analysis), and all were directly affected by the problem. 
Also, out of the 10 sister directorates to DRC, 8 were indirectly affected by the problem in DRC.
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3.2 Determine Baseline and Target State of e-Government Maturity (S2)

This involves sub-dimensions S2.1 to S2.3 below. Specific questions for eliciting
values for S2.1 to S2.3, and field demo instances are provided in the text boxes below.

S2.1. Specify baseline e-government maturity level. This indicates the need to
assess maturity level of e-government establishment of the focus entity/entities spec-
ified in dimension S1. This can be done by using the e-government maturity models in
Table 1 (Sect. 2.1) to derive an e-government maturity assessment checklist. However,
while deriving such a checklist, there is need to ensure that maturity assessment fea-
tures accommodate the three categories of services that constitute the service portfolio
of the GE (as indicated under S1.1.2). This is because e-government maturity models
summarized in Table 1 emphasize maturity assessment features for initiatives under e-
citizen/e-service category and some instances under e-society category. They are silent
about maturity assessment features for initiatives under e-administration category and
some instances under e-society category. However, designing the assessment checklist
that addresses this gap is beyond the scope of this paper.

Question S2.1: Using e-government maturity models in [14 - 19], what is the maturity level of the e-
services/e-citizen category of e-government services in the entity/entities chosen in S1? What is the 
maturity level of the e-administration and e-society categories of e-government services?
Instantiation: Baseline target state of DRC was one-way interaction stage because the DRC website 
had forms for business people to download and apply for various services.

S2.2. Specify legally acceptable level and affordable target level of e-government
maturity. The target state of e-government maturity in a given entity may depend on the
laws and unique constraints associated with exercising the mandate of that entity. In
other words, complexities and governing laws in delivering a particular service may not
permit implementation of e-government solutions beyond a given stage of maturity.
Thus, this sub-dimension indicates the need to: (a) assess complexities and risks
associated with implementing each stage of e-government maturity in the focus
entity/entities specified in dimension S1; (b) determine the legally acceptable level of e-
government maturity for the focus entity/entities specified in dimension S1; and
(c) determine the affordable or appropriate target state of a given level of e-government
maturity in the focus entity/entities specified in dimension S1. Managerial issues in
enterprise architecture efforts such as restricted rules in enterprise operations, ambiguity
of goals and strategies [8], and rapidly changing operational conditions [10] are
accommodated by specifying both the legally acceptable level of e-government
maturity and the affordable target state of e-government maturity. This is because an
entity may be legally cleared to achieve a given level of e-government maturity, but
resources and situational context may not allow in a given period. Such an entity can
then determine and pursue the affordable target state. The affordable or appropriate
target state is specified by considering the urgency required in addressing the GE
problem in S1.2 and existing legal framework in S3.1 or resources in S3.
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Question S2.2: What are the risks associated with implementing each stage of e-government maturity in 
the entity/entities chosen in S1? What is the legally acceptable level of e-government maturity for the 
entity/entities chosen, and why? Given existing resources, what is the affordable/ appropriate target 
state, and why? 
Instantiation: Although the legally acceptable level of e-government maturity for DRC is “transfor-
mation” stage, the affordable/appropriate target state was “two-way interaction” level due to two 
reasons: urgency in streamlining processes towards effective delivery of its mandate and limited re-
source envelop to support attainment of target state.

S2.3. Specify context-specific indicators for the e-government target state. This
sub-dimension indicates the need to specify explicit indicators/milestones towards
realizing the target state of e-government maturity for the focus entity/entities specified
in dimension S1. These milestones inform/guide the selection of features associated
with other dimensions in scoping the GE architecture (that are discussed in Sects. 3.3 to
3.7). The contextual indicators are derived by instantiating a given stage of an e-
government maturity model with respect to the service portfolio (specified in S1.1.2) of
the focus entity/entities specified in dimension S1. In addition, these context-specific
indicators are not only for the e-government solutions as end products, but also for the
operational and governance framework associated with delivering a given level of e-
government maturity in the GE (as elaborated below).

If target state is web presence stage across any/all GE tiers, should the operational
and governance framework have centralized or decentralized policies and procedures
for web content management aspects such as: type of content, language and cultural
constraints for content generation, update frequency, feedback and risk
control/mitigation strategies, reliability/continuity strategies)?

If target state is interaction stage across any/all GE tiers, which categories of
services should be partially completed online and which ones should not as per the
operational and governance framework, what is the appropriate extent of online
engagement for either categories, and the appropriate feedback and risk
control/mitigation strategies?

If target state is transaction stage across any/all GE tiers, which categories of
services should be fully handled online and which ones should not as per the opera-
tional and governance framework, what are the corresponding feedback and risk
control/mitigation strategies, are the legal capabilities established to support full
transaction handling for all entities at each GE tier?

If target state is transformation stage across any/all GE tiers, which category of
services quality for vertical integration in each GE tier and for horizontal integration
across all tiers as per the operational and governance framework, and what are the
corresponding legal capabilities?

Question S2.3: What are the entity-specific indicators/milestones towards realizing the target state of e-
government maturity in the entity/entities chosen in S1?
Instantiation: To achieve two-way interaction state in DRC, indicators include: an e-government 
capability that allows business owners to register businesses online, appear at DRC offices for identity 
verification, receive a token number for making online payments of licenses and other fees.
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3.3 Determine Available Resources for e-Government Implementation (S3)

Resource-related problems in enterprise architecture development include: outdated
legal/regulatory documents and infrastructure; limited capabilities/expertise in
management/leadership, change management, enterprise architecture, human resource
establishment; and limited budget to provide mitigations for the resource gaps [8].
Therefore, this dimension helps to obtain relevant information for planning the
development of the GE architecture with respect to contents in the “resource envelop”.
To achieve this, two perspectives apply. From an e-government perspective: OECD
[24] articulates that the success of e-government implementation requires resources
such as a comprehensive legislative and regulatory framework, financial sustainability
framework, and a strategic-operational framework for reducing digital divide and
establishing shared technology infrastructure. From an architecture perspective:
TOGAF (2009) emphasizes that when securing finances to facilitate architecture
development and when determining the appropriate time required to deliver architec-
ture products (to respond to a situation), it is vital to consider all possible ways of
reusing existing enterprise resources (such as preliminary/earlier architecture products,
reference models, available human resource skillset, and enterprise-wide awareness
levels among key stakeholders on enterprise architecture development).

Accordingly, five sub-dimensions (i.e. S3.1 to S3.5) that shape the GE resource
envelop are derived from the above two perspectives. For each sub-dimension, there is
need to specify the strengths and gaps with respect to achieving the target stage of a
given level of e-government maturity (as specified in scope dimension S2) and the
magnitude of the identified gaps. The text boxes below show questions that prompt
entity-specific values for S3.1 to S3.5 and related instantiations from the field demo.

S3.1. Information Resources. Baseline information resources (such as management
frameworks, policies/regulations, principles, tools) need to be identified, updated, and
re-used during enterprise architecture development [11]. In addition, the constraints
that existing information resources imply on efforts towards achieving the target state
specified in S2 need to be determined.

Question S3.1: What are the existing information resources in the entity/entities chosen in S1, and what 
constraints do they imply on efforts towards achieving the target state specified in S2?
Instantiation: Existing information resources in DRC included: process flow models of the DRC opera-
tional framework, website with service portfolio information, data requirements for the DRC operation-
al framework, downloadable application forms that request for DRC services
Question S3.2: What are the existing skills among all key stakeholders in the entity/entities chosen in 
S1 with respect to undertaking activities required to achieve the target state specified in S2?
Instantiation: Although there was high level of awareness on the use of system engineering and project 
management approaches in e-government adoption in DRC, there was limited expertise in enterprise 
architecture adoption in e-government implementation.

S3.2. Human Resources. There is need to determine existing technical and other
skills or capacity (among all internal and external stakeholders of the GE) with respect
to designing, implementing, adopting, and maintaining capabilities relevant in
achieving the target state specified in S2.

S3.3. ICT Infrastructure. Existing e-government solutions and ICT infrastructure and
their functionality status need to be determined in order to devise mechanisms and
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strategies of realizing the required synergy and interoperability towards achieving the
target state specified in S2. For example, it is vital to specify the: existing technology
infrastructure, legacy systemswith respect to rapidly changing technologies; the extent to
which IT infrastructure is shared; the extent of cohesion of existing e-government solu-
tions; and the extent of the digital divide problem [24]. Therefore, S3.3 enables entities at
any GE tier to implement e-government solutions (for achieving the target state specified
in S2) that are consistent with existing, ongoing, or planned e-government solutions.

Question S3.3: What are the existing e-government solutions and ICT infrastructure, what is their 
functionality status, and what is their role in efforts achieving the target state specified in S2?
Instantiation: Existing e-government solutions and infrastructure were being used by sister directorates 
to DRC

S3.4. Finances. Finances available to facilitate the achievement of the target state of
a given level of e-government maturity depend on the country-specific programmatic
planning and partnership funding programme [24]. S3.4 indicates the need to specify
the mode of funding and peculiarities that shape its availability to facilitate efforts
towards achieving the target state specified in S2.

Question S3.4: What are the funding sources to facilitate efforts towards achieving the target state 
specified in S2, and what are the availability constraints?
Question S3.5: What is the timeframe for achieving the target state specified in S2 with respect to 
constraints implied by S3.1 to S3.4?
Instantiation: S3.4: Since this was a field demo, the finances dimension was not considered compre-
hensively. S3.5: The duration to conduct the scoping demo was one week because the duration of the 
larger project that had to use scope specifications from SGEA was two months.

S3.5. Time. Time available to achieve the target state of a given level of e-
government maturity depends on: (a) the urgency required in resolving the challenge or
embracing an opportunity of the GE; or (b) country-specific funding mechanisms and
donor conditions in terms of financial planning periods or mode of sponsoring/funding
as indicated in S3.4. Thus, S3.5 indicates the need to specify the timeframe for
achieving the target state specified in S2 with respect to with respect to constraints
implied by S3.1 to S3.4.

3.4 Determine Suitable Extent of Engagement in the GE (S4)

Defining the scope of enterprise architecture development involves determining all
internal and extended units of an enterprise, units that are to be impacted by the
architecture initiative, and units that are within and those that are outside the scope of
the initiative [11]. SGEA adapts this principle using two aspects that are explored at
different levels/steps due to contextual and understandability issues. The first aspect is
discussed in Sect. 3.1, where all entities that are to be directly and indirectly affected by
the problem and solution/opportunity experienced by an entity at any/each GE tier in
Fig. 2 are specified under parameter S1.2.2. However, due to resource constraints, it
may be difficult to afford accommodating all entities listed under S1.2.2.

Thus, the second aspect is accommodated in this dimension, which indicates the
need to specify a fraction of those entities that can be engaged in efforts towards
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achieving particular milestones associated with the target state of a given level of e-
government maturity (as specified in Sect. 3.2), with respect to contents in the resource
envelop (as specified in Sect. 3.3). Also, given the complex contextual nature of the
GE, it is imperative that the extent of intervention in developing the GE architecture is
specified at each tier with respect to target state and resource envelop. This can take a
top-down approach (from national-sector-unit levels) or bottom-up approach depending
on output from dimensions in Sects. 3.1, 3.2 and 3.3. Sub-dimensions S4.1 to S4.3
apply as discussed below. Specific questions and field demo instances for S4.1 to S4.3
are provided in the text box below.

S4.1. National extent of engagement. This indicates the need to determine a fraction
of existing sectors in a country and a fraction of partners at national, regional, and
international levels that are relevant in achieving the target state of a given level of e-
government maturity at national level.

Question S4.1: Which sectors in a country and which partners at national, regional, and international 
levels are relevant in achieving the target state specified in S2? 
Question S4.2: Which existing and planned units/departments/agencies in a given sector, partner sec-
tors/entities, and specific partner entities at national, regional, and international levels are relevant in 
achieving the target state specified in S2?
Question S4.3: Which internal and external/partner entities of a given unit, and existing/planned busi-
ness capabilities are relevant in achieving the target state specified in S2?
Instantiation: S4.1 & S4.2 do not apply due to the selection of DRC as indicated in S1.1.1. 
S4.3: All the three business capabilities (listed in S1.2) were considered in designing the e-government 
business architecture for DRC. However, the 8 sister/affiliate entities/directorates (listed in S1.2) could 
not be considered due to scope values chosen under S1 to S3

S4.2. Sector level extent of engagement. This indicates the need to determine: a
fraction of existing and planned units/departments/agencies that constitute a given
sector, a fraction of partner sectors/entities, and a fraction of specific partner entities at
national, regional, and international levels that are relevant in achieving the target state
of a given level of e-government maturity at sector level.

S4.3. Unit level extent of engagement. This indicates the need to determine a
fraction of internal and external/partner entities that constitute a given unit and a
fraction of their existing and planned business capabilities that are relevant in achieving
the target state of a given level of e-government maturity at unit level.

Specifying governance structures in the enterprise architecture process helps to:
(a) exhaustively identify all relevant stakeholders because missing some key stake-
holders may cause questioning of architecture deliverables; and (b) appropriately
articulate responsibilities of key stakeholders and implied measures of engagement
[10]. Thus, specifying entities to be considered at any/each GE tier in a given period of
developing GE architecture helps to specify the roles and responsibilities of specific
key stakeholder groups and the GE architecture governance team.

3.5 Determine Relevant Domains of the e-Government Architecture (S5)

Managerial architecture development challenges such as fuzzy strategies for actualizing
enterprise goals [8] are addressed through specifying architecture domains that are
relevant in delineating the implementation of each e-government implementation
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strategy/goal. An enterprise architecture comprises five architecture domains (i.e.
business, data, application, technology, and security), but limitations in enterprise
resources may not permit all the domains to be developed at once [11]. Hence the need
to specify relevant architecture domains for guiding e-government implementations in a
specific entity at any GE tier. S5 comprises sub-dimensions S5.1 and S5.2 as discussed
below. Specific questions and field demo instances for S5.1 and S5.2 are provided in
the text boxes below.

S5.1. Determine overall purpose of the GE architecture. This indicates the need to
specify the purpose of the GE architecture in realizing the target state of a given level of
e-government maturity (that was specified in Sect. 3.2). An enterprise architecture is an
instrument for: (1) assessing impact of a strategy before actual implementation of a
strategy; (2) specifying business and ICT requirements for realizing a transformation;
(3) informing and contracting service providers of specific capabilities towards real-
izing the desired state; and (4) guiding decision making during a transformation [23].
Thus, specifying any/all of these purposes as the overall purpose of the GE architecture
in achieving the target state of e-government helps to guide decision making on SGEA
dimensions that are discussed in Sects. 3.3, 3.4, 3.6, and 3.7.

Question S5.1: What is specific purpose/role of the GE architecture in achieving the target state speci-
fied in S2? 
Instantiation: General purpose of the GE architecture is to specify business and ICT requirements for 
the e-government capability that enables features specified in S2.3.

S5.2. Determine relevant domains at any/each GE tier that should be considered in
designing the e-government architecture for achieving the target state of a given level
of e-government maturity. Relevant domains are selected based on: the overall purpose
of the GE architecture (specified in S5.1), the specified extent of engagement (in
Sect. 3.4), resource envelop (in Sect. 3.3), desired target state of e-government matu-
rity (in Sect. 3.2), the GE nature (in Sect. 3.1), and the focus area of each architecture
domain. In determining the focus area of each architecture domain, the following
definitions are derived based on TOGAF [11] and coded as follows.

S5.2.1. e-Government Business Architecture: specifies business capabilities (and
their interrelationships) that are needed in a specific entity at any/each GE tier, so as to
establish a responsive operational framework for delivering the full landscape of e-
administration, e-citizen/e-service, and e-society services and to realize the e-
government implementation and governance strategy.

S5.2.2. e-Government Data Architecture: specifies the logical and physical data
capabilities that are needed in a specific entity at any/each GE tier to support S5.2.1.

S5.2.3. e-Government Application Architecture: specifies a suite of specific elec-
tronic solutions that need to be deployed/realized in a specific entity at any/each GE tier
in order to provide agile e-administration, e-citizen/e-service, and e-society services
services; and the interoperability implications of these solutions towards reliably
supporting S5.2.1 and S5.2.2.

S5.2.4. e-Government Technology Architecture: specifies the suite of software and
hardware capabilities that are needed in a specific entity at any/each GE tier to support
S5.2.1 to S5.2.3 and S5.2.5.
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S5.2.5. e-Government Security Architecture: specifies the range of all security-
related mechanisms and provisions that need to be established in a specific entity at
any/each GE tier to protect all resources in S5.2.1 to S5.2.4, so as to increase reliability
and agility of e-government services.

Question S5.2: How relevant is the GE business architecture, GE data architecture, GE application 
architecture, GE technology architecture, and GE security architecture in fulfilling the specific purpose 
of the GE architecture as specified in S5.1?
Instantiation: The e-Government Business Architecture domain was selected to show the cohesion of 
revenue with other departments, in order to determine the scope of access or use of the e-government 
solution and implied information exchanges.

3.6 Determine Fitting Level of Detail of the e-Government Architecture (S6)

Understanding architecture descriptions is usually difficult because builders and
users/consumers/implementers thereof are often different people [10]. To improve
understandability of architecture descriptions, this dimension indicates the need to
specify the appropriate level of detail that should be considered in designing the
selected domains for the GE architecture (as specified in Sect. 3.5). The level of detail
in enterprise architecture views can be at high/vision level – showing only major
capabilities; medium/moderately detailed level, or extremely detailed level – showing
capabilities in a fine granularity mode [11, 13]. Accordingly, the appropriate level of
detail for specific domains of the GE architecture may vary across entities and GE tiers
because it is determined basing on: the purpose of the domain (in Sect. 3.5), entities
selected at each GE tier (in Sect. 3.4), size of resource envelop (in Sect. 3.3), target
state of e-government maturity (in Sect. 3.2), and nature of a given GE tier (in
Sect. 3.1). For example: at national level, level of detail for selected domains of the GE
architecture could be vision level; at sector level it could be intermediate detailed level;
and at unit level it could be extremely detailed level. The text box below shows
questions that prompt deliberations and responses on this dimension.

Questions S6: What is the appropriate level of detail that should be considered in designing the selected 
domains for the GE architecture with respect to choices arising from dimensions S1 to S5?
Instantiation: The appropriate level of detail for the e-government business architecture for DRC was 
vision level due to resource limitations and other aspects arising from choices in S1 to S5.

3.7 Assess Risks in the Specified Scope of the e-Government
Architecture (S7)

The scope of an architecture effort and the existence of several enterprise architecture
approaches with limited procedural and consistent guidance, have a bearing on the
complexity involved in creating and maintaining architecture models for heterogeneous
and dynamic social systems [10]. Thus, risk analysis is not only a vital step in the
enterprise architecture development process [11], but also crucial in specifying the
scope of efforts on developing enterprise architectures. Sections 3.1 to 3.6 attempt to
curb the complexity by providing procedural insights into scope dimensions S1 to S6
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that require deliberation when planning architecture development efforts for the GE.
Thus, basing on output or specified features for dimensions S1 to S6, this dimension
indicates the need for two sub-dimensions S7.1 and S7.2 as discussed below.

S7.1. Evaluate possible risks in adopting the proposed concatenations. It is vital to
assess risks of specific contextual values/features for each scope dimension and its
corresponding parameters in Sects. 3.1 to 3.6. Thus, this sub-dimension indicates the
need to: (a) compare possible risks of proposed scope dimensions with envisioned risks
in adopting the concatenations of alternative contextual values/features for each scope
dimension and corresponding parameters; and (b) determine corresponding risk miti-
gation strategies for the proposed scope and alternative scope and the implications of
these on the resource envelop dimension in S3 (discussed in Sect. 3.3). This may result
into feedback loops in dimensions S1 to S6 to address concerns raised from risk
analysis.

S7.2. Choose and document the appropriate concatenation of values for all scope
dimensions. This sub-dimension indicates the need to: (a) specify selected
features/values for each scope dimension of the GE architecture from Sects. 3.1 to 3.6;
(b) provide justification for each selected value/feature with respect to a given con-
catenation of scope values; and (c) document alternative concatenations of scope values
along with reasons why they have been deemed inappropriate. The chosen scope values
are represented using a scope specification matrix for the GE architecture. A template
for this is provided in Appendix 1.

scope dimensions S1 to S6? What are the risk mitigation strategies for the proposed scope and alterna-
tive scope dimensions? What are the implications of the mitigation strategies on the resource envelop in 
dimension S3?
Questions S7.2: Based on findings in S7.1, what is the justification for each selected value/feature of a 
given scope dimension and the concatenation thereof? What is the reason why the alternative concatena-
tions of scope values are inappropriate?
Instantiation: Scoping started at unit tier, thus chances of not engaging key stakeholders in S4.1 and 
S4.2 were high, and this would affect the quality of the GE architecture in terms of interoperability.

Questions S7.1: What are the possible risks of the proposed features of scope dimensions S1 to S6? 
What are the envisioned risks in adopting the concatenations of alternative contextual values/features for 

4 Key Insights from the Field Demo on SGEA

From Sect. 2.2 and text boxes in Sects. 3.1 to 3.7, this section highlights how the field
demo helped to refine SGEA. SGEA was used at the start of a larger e-government
project to specify and document scope dimensions of the project using the template in
Appendix 1. This yielded the italicized instantiation phrases presented in text boxes in
Sects. 3.1 to 3.7. The actual e-government architecture views that were obtained after
the scope specifications can not be included herein because they are beyond the scope
of SGEA and the focus of this paper. The field demo yielded three major aspects.

First, parameter S1.2.2 was originally part of dimension S4 (i.e. level of detail for
the GE architecture views), but during the field demo it was noted that it has to be
shifted to be part of dimension S1 to allow proper reasoning on parameters and values
associated with dimensions S1 to S3. Second, parameter S7.2 had to be amended in
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order to ensure that values chosen under each parameter of a given scope dimension are
justified. This amendment has been addressed as indicated in Sect. 3.7. Third, further
research needs to be done to: (a) derive a comprehensive checklist that assesses the
baseline maturity level of an entity with respect to all the three categories of e-
government services as specified in Sects. 3.1 and 3.2; (b) derive a comprehensive
documentation framework of findings resulting from the risk-mitigation analysis of
scope dimensions as discussed in Sect. 3.7; and (c) derive additional standardized
formats/templates (that serve as feeder templates to the scope specification
matrix/template in Appendix 1) for documenting the specific features/values of the
scope dimensions, sub-dimensions, and parameters across e-government projects.
Aspects (a) to (c) arose as mechanisms to address use-related challenges that were
faced when instantiating SGEA scope dimensions during the field demo.

It was noted that if each e-government project in a given entity at any/each GE tier
has such a scope specification matrix, it helps to provide early insight into possible
counts of integration and interoperability that should be accommodated between and
among e-government projects.

5 Conclusion and Future Work

This paper demonstrates that scoping an e-government enterprise architecture devel-
opment initiative is not a trivial task, but a multi-layered iterative procedure that
considers a number of intertwined aspects in order to obtain a well thought out scope
specification. This multi-layered synthesis, coined herein as SGEA, draws from the
field of e-government maturity models and scoping insights from the field of enterprise
architecture development. SGEA not only guides scoping, but allows a specific entity
at any GE tier to implement e-government solutions that are interoperable with e-
government solutions that are existing, ongoing, or planned within that entity or in
other GE entities/tiers. A field demo validation of SGEA revealed the need to underpin
some SGEA dimensions with supporting tools or frameworks to allow systematic
assessments to be done. Accordingly, future developments of SGEA include devel-
opment of a comprehensive context-specific checklist for assessing all categories of e-
government maturity, standard templates for documenting values for scope dimensions
and parameters, and a framework for supporting risk assessment of selected features or
values of SGEA scope dimensions.

Acknowledgments. Authors appreciate the Systems manager at KCCA for participating in the
field demo and anonymous reviewers of this paper.

Appendix 1. Template for the Scope Specification Matrix of SGEA

Dimension Sub dimension Parameters Scope dimensions of the GE architecture

S1 S1.1 S1.1.1
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