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Preface

This book contains the peer-reviewed research papers of the 13th Enterprise Design
and Engineering Working Conference (EDEWC 2023). EDEWC 2023 was co-located
with the 16th IFIP WG 8.1 Working Conference on the Practice of Enterprise Modeling
(PoEM) 2023, as part of the Business Informatics (BI) Week 2023. The BI Week 2023
was hosted by the Business Informatics Group of TU Wien, Austria between 28th of
November and 1st of December 2023.

In 2023 EDEWC was renamed from EEWC (Enterprise Engineering Working Con-
ference)1 (former CIAO!Enterprise EngineeringNetwork (CEEN)) to include the notion
of enterprise design in the title, and as such to broaden the scope of the conference.
Enterprise design and engineering aims to take an integrative and engineering-oriented
perspective to enterprise development management. As such, it considers enterprises as
purposefully designed systems where all relevant aspects should be designed in coher-
ence. The new scope of EDEWC reflects the rapid increase in digitalization of enterprises
in the last decade. This has resulted in a substantial change in the nature and structure
of enterprises, which was the main focus of EDEWC 2023.

Since 2005, the Enterprise Design & Engineering Network (EDEN) has organized
the CIAO! Workshop and, since 2008, its proceedings have been published as Advances
in Enterprise Engineering in the Springer LNBIP series. From 2011 onwards, this
workshop was replaced by the Enterprise Design and Engineering Working Confer-
ence (EDEWC). The authors were involved in lively discussions with the audience
about their presented papers, which resulted in the further development of the accepted
research papers presented in these proceedings.

This volume contains the proceedings of EDEWC 2023, which received 15 sub-
missions. In pursuit of the spirit of being a working conference, it is now the norm
of EDEWC to publish the proceedings after the event. As such, the accepted papers
that were presented during the conference were made available to the conference par-
ticipants prior to the conference. This form facilitated lively discussions of the papers,
which resulted in constructive feedback for the authors. After the conference and the
paper presentations, the authors were able to revise and extend their papers by taking
into account the feedback they received during the conference and the feedback from
the reviewers, as well as by considering any new research developments that might have
taken place during or after the conference.

Each submission was reviewed by three members of the Program Committee (PC).
The reviews were double-blind. This means that neither the reviewers nor the authors
were able to identify each other. Each submission received at least 3 reviews. On the basis
of the reviews, the PC chairs made the decision whether to accept a paper or not. A total
of 7 papers were accepted for presentation during EDEWC2023 and publication in these
Springer post-proceedings. Out of the 7 papers, 4 papers were accepted as full research
papers, and 3 were accepted as short research papers. There was a possibility to promote

1 https://ede-network.org/.

https://ede-network.org/


vi Preface

a short paper to a full paper. The promotion was contingent upon the potential for a
research paper to be improved based on the feedback received during the presentation
of the paper at the conference and the reviewers’ comments. After the conference, the
authors of 2 short papers submitted an improved version of their initial paper along
with a report outlining the changes they had undertaken. The PC chairs reviewed these
two papers and decided to promote one short paper to a full paper. As a result, these
proceedings include 5 full research papers with 18–20 pages, and 2 short papers with
12–15 pages.

EDEWC aims to address the challenges that modern and complex enterprises are
facing in a rapidly changing world. The participants of EDEWC2023 shared a belief that
dealing with these challenges requires rigorous and scientific solutions, focusing on the
design and engineering of enterprises. The goal of EDEWC is to stimulate interaction
between the different stakeholders, scientists, and practitioners interested in making
enterprise engineering a reality.

We thank all the participants, authors, and reviewers for their contributions to
EDEWC 2023 and hope that you find these proceedings useful to your explorations
of current enterprise engineering challenges.

March 2024 Monika Malinova Mandelburger
Cristine Griffo

Sérgio Guerreiro
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Challenges in Building a Digital Business
Ecosystem in the Maritime Domain

Ben Hellmanzik(B) and Kurt Sandkuhl

Rostock University, Rostock, Germany
{ben.hellmanzik,kurt.sandkuhl}@uni-rostock.de

Abstract. The Marispace-X project aims to create a digital ecosystem
of providers and users of data from the oceans. For this purpose, dif-
ferent use cases (munitions detection, biological climate protection, the
construction of offshore wind platforms and the testing of IoT sensors)
are used as examples to model the benefits of the planned ecosystem.
One of the main focuses of the project is to analyze and build emerg-
ing business models. Most research in this sector is focussed on singular
business models, while industry specific business models are underrepre-
sented. The problems in building such an ecosystem are not only tech-
nical, but also social in nature. Therefore, this work aims to illustrate
how academia and industry can work together to address problems and
develop possible solutions for Digital Business Ecosystems (DBE). This
conjunction of problems, i.e., the view of an industry domain as a busi-
ness model and the view of digital business ecosystems, motivate this
research. This work shows how to start building an ecosystem or plat-
form and how to sensitize relevant stakeholders to existing challenges in
designing ecosystems. Furthermore, some solution approaches are pre-
sented to address sub-problems in business model design, especially in
the area of value creation through data. Lessons learned and further open
challenges can be found at the end of the paper. The contributions of
this paper are: (1) an emerging digital business ecosystem with different
roles, (2) a problem/goal model for science-communication with relevant
stakeholders, (3) the application of an analysis tool for business models
with a FAIR-Data Value Chain, (4) remaining challenges, especially in
the areas of ecosystem governance and modelling.

Keywords: Data value chain · FAIR · business model · Digital
Business Ecosystem · Governance · Model

1 Introduction

The term “business model” has been used more and more frequently in recent
times. In the literature database Scopus more than 45.000 different publications
are available with a focus on some aspect of business models. A lot of these papers
are concerned with the discussion about what a business model actually is and
how it can be defined. Since the term is used in various fields, as for example
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Malinova Mandelburger et al. (Eds.): EDEWC 2023, LNBIP 510, pp. 1–17, 2024.
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in economics and business information systems, it is no surprise that different
interpretations have been developing over time. A recent development is the use
of business models in the context of digital business ecosystems (DBE). A DBE
is, according to [29] a “[...] socio-technical network of individuals, organisations
and technologies that collectively co-create value.”

The dominant view in investigating business models, however, is the “Enter-
prise View”, according to Bernd Wirtz [34, p. 78]. This is a predominantly inter-
nal view of a business model, where resources, activities and the positioning of an
enterprise are the important factors. The focus of this paper, however, is on the
industry level: environmental factors, such as the role of customers and suppliers,
as well as strategic partnerships play a bigger role in that regard. The collective
co-creation of value leads to higher coordination costs along a project. Based
on these assumptions, options must be developed to support the managers of a
digital ecosystem. This includes, for example, new possibilities for modelling and
cooperation. A lot of research in the area of digital business ecosystem, or more
specifically platforms, follows an ex-post analysis. This leads to a distortion in
the scientific approach, where only successful cases are researched. Additionally,
this can lead to a lack of understanding regarding platform or ecosystem design
[25]. To address these issues, research in the emerging digital business ecosystem
Marispace-X was conducted.

Section 2 presents the core ideas and contents of Marispace-X and also defines
important concepts. Sections 3 to 6 illustrate, how to start building an ecosys-
tem and how to sensitize relevant stakeholders to existing challenges in designing
ecosystems: starting from goal modeling for the ecosystem (Sect. 3), the inves-
tigation of value creation steps (Sect. 4), the relevant roles in the ecosystems
(Sect. 5) and the business models for the ecosystem and involved roles (Sect. 6)
are presented. Section 7 summarizes the challenges experienced in the project
and Sect. 8 gives an outlook on future work.

The intended contributions of this paper are: (1) an emerging digital busi-
ness ecosystem with different roles, (2) a problem/goal model for science-
communication with relevant stakeholders, (3) the application of an analysis tool
for business models with a FAIR-Data Value Chain, (4) remaining challenges,
especially in the areas of ecosystem governance and modelling.

2 Marispace-X

The Marispace-X Project [21] is part of the Gaia-X Initiative: Gaia-X is an ini-
tiative that develops a software framework for control and governance and also
defines a standardized catalog of policies and rules that can be applied to any
existing cloud/edge technology stack. The goal is to achieve transparency, con-
trollability, portability and interoperability of data and services. The framework
is intended to be deployed on any existing cloud platform that adheres to the
Gaia-X standard [10].

Gaia-X enables and promotes the creation of data spaces through trusted
platforms governed by common rules that allow users and providers to share and
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exchange data securely and without restrictions on an objective technological
basis across multiple actors [10].

The Idea behind Marispace-X is pretty simple: The Blue Economy is a grow-
ing opportunity for Business Models, for example in the areas of power generation
in offshore-windparks, research, aquacultures, logistics, or the mining of resources
[7]. But at the same time, the amount of available data skyrockets, while diver-
sity in sensors and sensor formats increases. Best Practices are poorly defined
and the development of common protocols takes time [31]. In effect, all of the
5V’s in Big Data are affected by these factors: The Volume of Data is increasing,
the Variety of Data expanding, but the Veracity of Data is not as good managed
as it could be, while the need for faster Velocity grows [20]. Possible solutions
for these problems would also lead to better value creation processes.

Considering these aspects, the Value Proposition of Marispace-X is clear:

– Increasing efficiency and reducing costs through data-driven processes
– Cross-industry bundling and data availability through shared use
– Scaling through cloud technologies across applications and sectors in the mar-

itime sector
– Developing new digital business models (e.g. federated algorithms/AI).

Further side effects include the development of future-oriented high-tech work-
places, knowledge-transfer between industry and research and an accelerated
growth and digitization of the European Blue Economy [21].

The remaining question is: How to implement these Value Propositions? One
of the answers is: Via platforms and a Digital Business Ecosystem (DBE).

The project partners in Marispace-X consist of different actors: Some are
start ups or SME’s, some are research institutes, some are universities and one
is a Cloud Provider. The most important actors in this case were the de-facto
project leaders: Two startups with the goal of building a data management plat-
form for the maritime domain. The background of the CEO’s of these companies
varied, but they had a extensive legal background or a background in environ-
mental geography and management.

In addition to an analysis of literature in the field, the most important entry
points for our research were meetings and workshops with above stakeholders.
Our first ideas were the following: while the theory of platforms could be too
challenging for entrepreneurs, questions regarding the value creation in the mar-
itime domain are more in their area of interest, especially with regard to effects
of the FAIR-principles.

Thus, one of the early steps in the project was to build an easy to understand
model to inform the project leaders of risks or opportunities in platform ecosys-
tems. The background for this decision can be found in De Reuver et al.’s work
[25]. According to the authors, a clear definition of platforms and ecosystem is
necessary. In addition to that, the scope of the work must be clear and concepts
be defined.

In order to achieve that, it should be specified here, that we have a socio-
technical view on platforms. The unit of analysis is the business model of the
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ecosystem partners, starting from view of the platform owner. The underlying
definition of a platform is that from Parker et al. [23]:

“A platform is a business based on enabling value-creating interactions
between external producers and consumers. The platform provides an open, par-
ticipative infrastructure for these interactions and sets governance conditions for
them. The platform’s overarching purpose: to consummate matches among users
and facilitate the exchange of goods, services, or social currency, thereby enabling
value creation for all participants.”

For the definition of a platform ecosystem we rely on Hein et al. [12]:
“A digital platform ecosystem comprises a platform owner that implements

governance mechanisms to facilitate valuecreating mechanisms on a digital plat-
form between the platform owner and an ecosystem of autonomous complemen-
tors and consumers.”

Since there are different types of platforms, it could be interesting to see
which one Marispace-X aspires to be. For that discussion, the distinction between
a transaction and an innovation platform, proposed by Cusumano, Gawer and
Yoffie [11] could be of use.

3 Goal-Modelling and Stakeholder Participation

None of the participating stakeholders had experience in modelling or building
ecosystems, so the most common goals and challenges in the Design of Platforms
were modelled by a researcher. The provision of those more general and abstract
model should lead to a more precise strategic alignment in the ecosystem.

The modelling language used was 4EM, the underlying model a Goal-Model
according to Sandkuhl et al. [28]. It should be noted that the goals presented
are not necessarily SMART. These goals are not Specific enough, at these Stage
hardly Measurable, but Achievable and Relevant. The timeboundness of the
goals is rather broad. Also, the approach to modeling was not collaborative, but
merely an individual approach. In this context, there is need for clarification: In
this case the presentation of the model was more important than the modeling
process: The most important findings from the research were to be presented to
the industry partners in a form as possible, since companies in the startup phase
in particular have relatively little time to spare.

Although the concept of a “prosumer” is sometimes of interest in platform
research, since participants produce and consume at the same time [2], this
concept is not applied in the modelling approach. This differentiation between
consumers and producers on a platform could seem to be more distinct and
better understandable by practitioners. One of the most prominent examples of
platform building problems seems to be the “chicken-or-the-egg” problem [30].
The question is whether to attract users or to bring complementarians onto the
platform first. Therefore, these are two of the views of the target problem model.
One of the goals connected to that area is the “Capturing” of values, as proposed
by Rohn et al. [26], with the different subgoals, seen in Fig. 1.
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Fig. 1. User and Value Capturing Perspective in a Goal Model

The next area is that of Value Creation: How is value created on a platform?
We still rely on the work of Rohn et al. [26] here, the results can be seen in
Fig. 2.

But since the creation of value on a platform is mostly done by the comple-
mentors of the platform, not the platform owner [27] (p. 23), the complementor
side is of special interest in platform development.

Here, the attraction of different organisations and stakeholders could be a
great opportunity [15], but a risk at the same time. Here, observing the strategic
dimension, proposed by Kretschmer et al. [19] could help to balance the coop-
eration and competition between participants. Brunswicker et al. [4] emphazise
here to find a balance between platform openness and restrictive access. Hese-
nius et al. [16] promote the alignment of technical and business architecture, the
focus on platform features and the reduction of technical prerequisites for service
providers. Multihoming could be seen as a problem [27] (p. 101), while problems
between ownership concerns are mostly in the area of personal data [27] (pp.
15, 135), the usage of data could be of interest for developers on a platform too.
The results of the models can be seen in Figs. 3 and 4.
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Fig. 2. Value Creation in a Goal Model

Fig. 3. Attraction of Complementors in a Goal-Model
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Fig. 4. Attraction of Developers in a Goal-Model

These models were the basis for conversation between the researchers and the
CEO’s, the CFO and the CMO of the participating leading SME’s in Marispace.
Together, a joint understanding was formed: Both of the enterprises were not a
platform at the moment, they had a more strategic approach to data manage-
ment in the maritime domain, not platform theory. But one of the findings of
Sethi et al. [30] was still the basic idea behind their business idea: The focus on
a niche market (in this case more geographically) to test the value proposition.

4 Shifting the View to Value Creation

From a research point of view, this meant a shift in the viewpoints of the chal-
lenges: Instead of platform governance issues, the challenges here were more or
less business model challenges in nature. To understand these, the concept of
the data value chain and some of the insights of interviews with stakeholders
were applied. One of the CEO’s made the need for standardised formats in the
maritime domain very clear: More than 14 different software suites would be
needed to analyse all of the different kinds of sensors.

One of the solutions to that problem would be the FAIR-Principles, Data
should be Findable, Accessible, Interoperable and Reusable [33]. For the mar-
itime domain there is one example of such a Value Chain by Ferreira et al. [9],
however the step of “Value Curation” has not stated the FAIR-Principles explic-
itly. Additionally, some of the benefits of the Value Chain from a business point
of view was not given.

The task for research here was to develop a Data Value Chain with the FAIR-
Principles in mind, which was done by adding the steps Meta-Data Generation,
Assessment and Qualification, Licencing and Sovereignity, as well as Indexing
and Registering [14] (Fig. 5).
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Fig. 5. FAIR-Data Value Chain

Then, an analysis tool was build to specify the Value Proposition of the
respective Business Model. The idea behind the tool stems mostly from the Par-
tial Models in a Business Model of Bernd Wirtz [34](p.126). This approach was
used for three reasons: First, the Osterwalder Canvas [22] was already familiar
in the participating company. The re-execution of the modelling experience was
therefore not a promising approach. The use for an internal view of the can-
vas can be beneficial, but from our research point of view it was not sufficient
enough. First of all, it did not take the challenges in the maritime domain itself
into account. The value proposition canvas could be of help here, but the mere
question of pains and gains would not show an understanding of the (industry-
wide) data value chain. The third reason against the use of the Osterwalder
Canvas was the reliance on the Data Value Chain from Edward Curry [6], who
in turn uses the Value Chain from Michael Porter [24]. The Concept of the Value
Chain as a “system of interdependent activities” as it is called by Porter is the
basis of our understanding of the different linkages in a business model. This
linkage between different activities is not so clear in the Osterwalder Canvas
itself. One result of our research is therefore an Analysis tool, that links dif-
ferent parts of business models with network partners in an industry view. As
for different modelling methods, like e3-Value: The project is momentarily in
a design phase, not a deployment phase. Modelling of economic values as it is
the focus of e3-Value [18] would therefore be highly theoretical, while the devel-
opment for a joint understanding of an DBE must be found between different
partners. The first step of the Modelling is therefore analysing the market and
the different stakeholders in the domain and the ecosystem, not the modelling
with specific values.

The analysis tool covers mostly the elements of strategy, networks and value
creation. The idea is to get to a market offer model (or defining the value propo-
sition) via this tool. One Axis represents the Data Value Chain, the other one
represents questions regarding the partial models of business [13]. Since one of
the goals in the platform business model has to be standardisation, “Architec-
tures and Tools” were added as a means to define the market offering, as well
as input and output data to “visualise” what happens to the data. The core
question was always that of value creation (Fig. 6).

The combination of those two axes results in a Matrix, which is fillable by
the participants and can be seen in Fig. 7.

This leads to a “guiding” Framework for an interview: For each step in the
Data Value Chain the participants are asked basically the same questions: How
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Fig. 6. Analysis Dimensions: Blue - Value Creation, Green - Network Model, Beige -
Strategy (Color figure online)

Fig. 7. Analysis Matrix

would you describe the step for your company? Are there any tools or architec-
tures for that? What is it you do to create value in that area? What is the input
in this step? What is the output? What is the challenge here? Are there any new
trends? Who is active in that area?

If the need arises, the clarification of some terms could be useful and the
questions may lead to follow up questions.

In the resulting interview with Matrix Application, the feedback on the tool
was good: One of the involved stakeholders pointed out the end of the data
value chain and said “This is the part where we would do fancy presentations,
for the application and maybe the Use of AI. But the start of the value chain
is actually more important for us.”. There may be some changes to do in the
application of the matrix to reach a joint understanding: In this use-case for
example, the proposed term “Data Acquisition” was substituted with the term
“Data Upload”. This joint understanding will be important later on, when more
than one stakeholder joins the modelling. The joint understanding should there-
fore be considered from the perspective of a consortium, not a single individual
on the producer or consumer side. However, the producer side seems to be a
better starting point.

5 Identified Roles in the Ecosystem

These tasks seemed sufficient for the moment, the research direction went back
to a more general approach: To realise an ecosystem, the definition of roles is an
important one [32].
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For the strategic alignment, the proposed roles from the project “incentives
and economics of data sharing” (IEDS) were used: In a workshop, the relevant
stakeholders in the project gathered and were presented with all of the options
and their own view of the ecosystem. The self-identification process lead to the
following roles in the ecosystem: Service Provider, Cloud Platform Provider,
Data-Infrastructure Provider. The role of Data provider was left empty via-
self identification, but the participants saw one absent participant in the role,
who could not participate in the workshop. More interestingly, the role of the
ecosystem orchestrator was left empty: The responsibility here was not clear.
From a research standpoint, this could be because all of the participants gather
in monthly meetings in a consortium and come to agreements there. This could
be mapped when the concept of the ecosystem orchestrator represents the same
as the platform owner in Hein’s [12] depiction of a platform. Another possibility
is that the responsibility here is still unclear, which in turn could lead to frictions.

Proceeding from these observations, a general business model for the platform
was build via the framework of Wirtz [34]. The understanding of a business model
here is as follows:

“A business model is a highly simplified and aggregated representation of the
relevant activities of a company. It explains how the value-added component of
a company generates marketable information, products and/or services. In addi-
tion to the architecture of the value creation, the strategic, as well as the cus-
tomer and market components are taken into account to ensure the overall goal
of generating or securing the competitive advantage.” [34].

The modelling was structured according to the partial Models of Wirtz. While
modelling the industry specific prototype, we understood the socio-technical sys-
tem as one company, consisting of the core members of the project. The strategy
model defines the strategic business areas of the company and the long-term
and medium-term goals in the business areas, including the activities to achieve
them. The resource model identifies core assets and competences, which are
important for value creation. Core assets are company-specific, are difficult for
competitors to develop or imitate and are of great importance for the value
creation process. Similarly, core competences are company-specific, central to
the value proposition and difficult for competitors to acquire or develop. The
network model defines the most important strategic partners of the company.
The market offer model structures the existing market and competitive situ-
ation, defines the company’s focus and identifies potentially competing business
models. The customer model defines which value propositions (i.e. products,
services or combinations thereof) are offered to which combinations are offered
to which customer groups in which market segments. This also includes differen-
tiation criteria and utilisation scenarios for the products and/or services offered.
The revenue model structures the cash flows and defines their significance.
It shows how the value creation for the company can be monetised. The value
creation model defines how the input factors (e.g. goods or services) are com-
bined and transformed into value offerings (e.g. products and/or services) of
the company. In the case of Marispace-X the Value Creation process can gener-
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ally described via the mentioned data value chain, where the singular steps add
value to the input data, up to the point of a new product or a new service. The
finance model describes the sources of capital required for value creation and
the associated supporting business activities. The procurement model defines
which production factors are provided by which supplier. The resulting model
can be seen in Fig. 8.

6 A Generic Business Model for Marispace-X

The funding from the project stems from mostly public institutes, who want
new standards and more opportunities for business models in exchange. The
Value Creation process in the platform is the FAIR-Data Value Chain, generally
speaking for all involved parties. The market offer model is derived from the
application of the FAIR-Data Value Matrix (in this case, the market offer is cost
reduction through standardisation, interoperability (A “One fits all” approach,
Network effects, and derived from interviews, the visualisation of data.) The
revenue can be earned via value based pricing (according to Hinterhuber [17] a
promising approach) or subscription models from different customers or better
“complementors”. The strategy dimension starts small in a niche market and
transforms from a data management solution to a transaction platform and then
(hopefully) to an innovation platform. The competencies in the maritime domain
are strong and backed by research institutes and expertise. Infrastructure and
Cloud Infrastructure are taken care of by senior developers. The network model
is strong with different kinds of partners in various areas of the platform. The
management of the partners follows the concept of “tier lists” and should lead to
manageable governance decisions. The customers of the resulting business model
could be fishers, offshore-wind farm operators, shipping and insurance companies
(since the cost of insurance of natural habitat are quite expensive, as well as
construction work underwater), or possibly sea-weed farmers in the future. This
model does not include other forms of new business models or opportunities yet,
but can be build on in a later iteration.

The remaining challenge here is to model the relationships of the stakeholders
in an easy to understand way. In order to achieve this, the different business mod-
els of the stakeholders will be investigated and possible connections in a model
revealed. But there were more challenges in different aspects of the ecosystem,
which will be collected in the next section.

Alternatively, there are different business models for each of the participating
members in the ecosystem. They were organised according to their role (e.g. Data
Provider). An example of that approach can be seen in Fig. 9.
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Fig. 8. A generic Business Model for Marispace-X
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Fig. 9. A generic Business Model for the role “Data Provider”

7 Challenges During the Project

One of the more obvious challenges in the project is the organisation: With lots
of different stakeholders, who need to interact on a regular basis, while employee
fluctuation is high, the organisation is difficult.
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Another point is the niche in the project: The different sensors and formats
may have led to a specialisation in an already narrow space. The need for stan-
dardisation is high, but the gathering of the relevant experts in the field for
standardisation may be very difficult.

One reoccurring concern is the question of pricing of data: What is my data
worth? While the price for research in the maritime domain is high, the sharing
of data is still a difficult venture. Some researchers like Enders et al. [8] argue,
that lack of management support could bring data sharing prospects to a halt.
How to involve management of external companies in these decisions could be a
important question.

Another point is the “Chicken-or-Egg” problem disguised in another form.
It regards the question of how a community can be build from scratch. The
incentives here could be another interesting topic.

Deriving from these arguments, the research of value co-creation, which is
an important part in platforms [35] has not been investigated thoroughly in the
project. The studies of Benz et al. [3] could be an interesting starting point for
that challenge.

The last point is not surprising, since a lot of software developments “fail”
in regards to time or cost [1]. But in an ecosystem, delays in the development
lead to a more severe impact, since all participants are interwoven. Finding and
fixing these bottlenecks could be a crucial challenge.

8 Summary and Future Work

In this case-report, we worked on Modelling and Analysing Approaches in Digital
Business Ecosystems in the maritime domain. Focus of the approaches was one
of the leading organisations in a consortium, that wants to realise change and
a digital transformation in the maritime domain. The key problems (lack of
standardisation, high-costs, different actors) were analysed. The researchers role
in the project is to develop business models for the partners in the ecosystem
and the industry itself. The researchers themselves are part of the consortium,
so that our research approach falls between action research and design science
research according to Collatto et al. [5].

Our task at hand was the creation of a industry specific business model,
incorporating findings from platform theory and approaches of the data value
chain. The feedback of the participants was important, as it implicates usefullness
to the project. The incorporation of platform theory and the goals defined by
research were interesting starting points, but not feasible for the design phase of
a digital business ecosystem, since most of the research conducted on platforms
was ex-post [25]. The goals in the project therefore shifted to analysis and tools
for anaylsis which were better suited to get an understanding of the maritime
industry.

In order to achieve these tasks:

– A explorative literature review on platforms was conducted
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– The main findings of the literature review were presented in a goal/problem
model

– The results were presented to a stakeholder
– The feedback of the stakeholders was incorportated in research (important

and interesting, but not in the right phase)
– A structured literature review lead to the connection of FAIR-Data with a

Data Value Chain
– The FAIR-Data Value chain was connected with different parts of business

models, as a means to develop an anaylsis tool
– The analysis tool (the FAIR-Data Matrix) was presented to the stakeholder
– The analysis tool was deemed appropriate for the task of analysing the data

value chain of the maritime industry, and only slightly changed
– The tool was used in another interview with a research institute
– The results were used to develop a industry specific business model for the

maritime domain, incorporating different viewpoints
– The industry specific business models lead to further open questions of Mod-

elling a Digital Business Ecosystem, which were incorporated in a modelling
workshop

In this work, a possible approach was shown to scientifically accompany the
industrial work in building ecosystems. Since work is currently still being done
on the project, a new perspective on the development of platforms is shown,
which is not only ex-post. For this purpose, current problems of data processing
in the maritime domain were worked on and scientifically highlighted. Solutions
and analysis tools were presented to the industry partners to be able to look at
these problems from a different perspective and to sharpen their own business
model.

Future work should include participative modelling with relevant stakehold-
ers for a holistic ecosystem view, the analysis of generic business models for the
roles in the ecosystem and possibly work on governance models in the ecosystem.
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Abstract. The emergence of the new business context is creating innovative sys-
tems andmodels of work, having a deep impact on business environment and orga-
nizational interdependencies. In manymodern cases such systems consist of a net-
work of business agents which are autonomous in their behavior, believes and val-
ues, but shouldmaintain interaction between each other in order to enhance overall
innovation capacity and competitiveness. Distributed and cooperative multi-agent
networks should be considered as an inimitable asset and collaborations and net-
works encompass a broad range of inter-organizational or even inter-personal
relationships. These forms of conducting business activity are characterized by a
low volume of transaction costs and the grade of mutual trust between the agents
represents the crucial factor for its formation. This work applies the concept of
multi-agent simulations to study impact of alternative trust management strategies
on the overall effectiveness of the enterprise. A real case of the software freelance
market is used for simulation experiments based on the NetLogo multi-agent plat-
form. Analysis of simulations shows that cognitive trust management strategies
give advantage even in environments with a high level of information noise. Devel-
opedmulti-agent decentralized algorithmswere generalized and can be applied for
automation of routine tasks in other domains where trust management in networks
of cooperative agents plays an important role.

Keywords: transaction costs · trust · Industry 4.0 · Industry 5.0 · organizational
interaction · multi-agent simulation

1 Introduction

The emergence of the Industry 4.0 and the consequent transition to Industry 5.0 as a new
social and business context is creating innovative systems and models of work, having
a deep impact on business environment and organizational interdependencies [18]. The
importance of this latter consists in the more attentive focus onto human-centric values
where the trust plays the important role. To define the current business landscape, some
authors [3, 6, 7] indicate that one of its basic feature is the intricate interdependency
among companies that requires an alternative framework to be studied. The disruption
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that the fourth industrial revolution will have on existing political, economic and social
models will therefore require that empowered actors recognize that they are part of a
distributed power system that requiresmore collaborative forms of interaction to succeed
[18].

Different sources [2, 3, 6] recognize business relationships as another type of resource
that a company can use in the strategic game. The opportunity to mobilize others as
“partners” has increasingly become an emergent issue in the management literature.
Froma resource-based perspective the importance of business relationship is emphasized
by the idea that a firm’s critical resources may span the boundaries of the firms. It is often
claimed that a firm’s network of business partners should be considered as an inimitable
resource itself and as a means by which to assess others’ inimitable resources. The
multi-agent networks are to be considered inimitable because of their flexibility and
the capacity to adopt to any business situation. So, in these studies collaborations and
networks encompass a broad range of inter-organizational relationships.

Business networks can also be analyzed as a result of an engineeredprocess [7],where
theworking arrangements are fulfilled in a formal organization, the goals are planned and
specified in a predetermined time horizon, the cooperation is based on “network capital”
rooted in a business and economic rationality and focused on investing in relationships as
a means to increase business performances. The architectural approach helps to balance
‘market-driven’ perspective (focused on customer’s needs) with a ‘technology-driven’
approach (focused on internal technology aspects).

Transaction cost economists [2, 3, 19] have argued that the cooperation may assume
different forms between markets and hierarchy and these forms depend on the volume of
transaction costs associated with a specific exchange on the market or inside the vertical
integration [3]. In transaction cost economic literature various roles have been identified
for collaboration issues, but the grade of the mutual trust between the agents remains the
most important factor of transaction costs volume. Hence, the possibility to manage and
define the trust gives the opportunity to define the success of different organizational
forms and justify the necessity of business engineering processes application.

In this article we consider application of multi-agent simulations to study impact
of alternative trust management strategies on the overall effectiveness of the enterprise.
Within that scope we consider trust as a social phenomenon and apply socio-cognitive
approach to its definition following Castelfranchi and Falcone [4]: trust is a certain
state in terms of individual agent’s beliefs and intentions which emerges during social
interactions when the agent decides to rely on another agent(s), despite the possibility
of harm or negative consequences.

We believe that objectivation and operationalization of trust management in the form
of multi-agent simulations will open opportunities for design of efficient Industry 5.0
enterprises, where humans and artificial agents collaborate together and dynamically
form business networks. A real case of the software freelance market is used for simu-
lation experiments based on the NetLogo multi-agent platform. Analysis of simulations
shows that cognitive trust management strategies give advantage even in environments
with a high level of information noise. The results of the study are presented as follows.
In Sect. 2 we consider details of multi-agent modeling for trust management in software
freelance. Section 3 contains description of a NetLogo model for evaluating efficiency
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of different trust-management strategies. In Sect. 4 we analyze experimental results.
Section 5 contain discussion topics and conclusion.

2 Issues of Multi-agent Trust in Relation to the Field of Freelance

Throughout history people cooperate with each other in different ways and under differ-
ent conditions, they do it to perform different tasks and achieve different goals. At the
same time the basis of cooperation inmost cases is trust. Trust is not just a social attitude:
it can also be applied for machines, tools and functional objects. Trust can be placed in
processes or technologies, regarding their reliability and predictability, efficiency and
friendliness.

Issues of trust become fundamental in open multi-agent systems (MAS), in which
agents (both human and artificial agents) can enter and leave the system freely. Multi-
agent systems have found their application in a wide variety of areas of human activity,
such as in modeling social structures, ecological systems and transport communica-
tions, in robotics and computer games, in knowledge management systems and mobile
technologies [12].

The delegation strategy is the rule that an agent-trustor uses to choose an agent-
trustee to whom the task will be delegated. Strategy is the variable that we manipulate in
experiments to evaluate which trustor performs better. Trust is a multi-layered concept
and an important part of the conceptual core is trust as an action, as a decision to rely,
depend on a trustee and delegate a task to him.

One of the key characteristics of agents in MAS is autonomy, i.e. the ability to
perform most tasks without direct intervention from humans or other agents. Advances
in technology lead to increased autonomy and complexity of agents and involve complex
interactions and collaborations. Increased autonomy and complexity lead to increased
human uncertainty and risks [18]. The only way to deal with someone else’s autonomy
is to establish truly trusting relationships.

A characteristic example of a multi-agent system is a freelance exchange. Trustors
place orders which can relate to a variety of areas (for example, programming, design,
copywriting), receive applications from potential performers who are ready and able to
fulfill these orders, evaluate applications and select the most suitable agent. Sources of
information in this case include direct experience of interaction with a trustee agent, his
rating (reflecting the number or value of completed orders), reviews from other agents,
third-party certificates (for example, educational documents), etc.

When considering a freelance exchange, parallels can be drawn between it and an
e-commerce site: in both cases, interaction takes place online, a transaction takes place
in which a product (e-commerce) or service (freelance) is sold. It was the models used
on e-commerce sites (eBay, Amazon) that were among the first in the field of reputation
and trust [13]. However, these models have a number of disadvantages: firstly, they are
models of reputation, not trust (reputation should be considered as an important, but not
the only condition for the emergence of trust), and secondly, they are centralized (each
user has his own reputation profile stored in a centralized database).

It should be noted that modeling the mechanism for generating agent’s trust assess-
ments on a freelance exchange is still a problem. Using an adequate model for achieving
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trust will improve the efficiency of the functioning of both individual agents and the
exchange as a whole.

Attempts to analyze, compare and classify existing models of trust and reputation
have received considerable attention in the scientific literature. Examples of such reviews
are the articles by Pinyol and Sabater-Mir [13], Sabater and Sierra [14], Balke [1],
chapter 3 of Urbano’s doctoral dissertation [20] and chapter 12 of Castelfranchi and
Falcone’s book [4]. Some of the most well-known trust models will be briefly discussed
below. It should be noted that most of the models under consideration are close to the
principles of multi-agent systems: in all models (except for the online-reputation and
SPORASmodels) the absence of a central arbiter is assumed, i.e. information about trust
assessments is stored distributedly. In addition, the authors emphasize the autonomy of
agents.

2.1 The Marsh Model

The Marsh model is one of the first computational models of trust presented in the
literature and takes into account only direct experience [10]. The model defines three
types of trust: basic (the trust disposition of agent x at time t), general (the trust that
agent x has on agent y at time t without reference to a specific situation) and situational
(the trust of agent x on agent y in the situation α). The author suggests three ways
to calculate the overall trust score: the mean, minimum and maximum value from all
available experience.

2.2 Models of Online Reputation

This type of models has been used on e-commerce sites (eBay, Amazon). Buyers pur-
chase goods from sellers, after the transaction is completed, the buyer has the opportunity
to evaluate the seller (in the eBay model three ratings are possible: positive (+1), neutral
(0) and negative (−1)). The sum of all scores represents the reputation value, which is
publicly available. Such systems are simple to implement and intuitive, but have relia-
bility problems, do not consider false information and fraud and do not take into account
the time aspect (a seller with high reputation value may begin to act as a bad one, but
his actions will not have an immediate impact on reputation value).

2.3 Model SPORAS

This model uses the function of updating the reputation value of a trustee after receiving
a new assessment [1]. The inputs to this function are the last reputation value of the
trustee, the reputation of the user giving the rating and the rating itself. The model has
the following features:

• new users start with a minimum reputation value and increase it with active
interactions;

• the reputation value of an rated user cannot fall below the reputation value of a new
user;

• if two users interact more than once, the system stores the last submitted rating;
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• users with high reputation scores experience much smaller changes after each update
than users with low reputation scores;

• the most recent ratings carry more weight in assessing a particular user’s reputation.

In addition, the model contains a measure of the reliability of reputation assessment
based on the deviation of reputation estimates: high deviations indicate a high degree
of variability of reputation (or insufficiently active interaction of the user with others).
Thus, there is an indicator of the predictive power of the algorithm.

2.4 Model Regret

In this model impressions are aggregated to calculate the reputation of trustee [14]. An
impression captures the interaction between two agents from the point of view of the
trustor and in relation to some aspect of the interaction. The trustor (agent a) stores a
base of impressions about the trustee (agent b), on the basis of which he can evaluate the
reputation obtained from direct experience (Ra → b), the reputation obtained from the
direct experience of the group of agents A, which includes a (RA → b), the reputation
based on trusted group B’s experiences with agent b (RB → b), and the reputation
derived from interactions between groups (RA → B). Each of these reputation values
is calculated using a weighted average, where the weight is a function of the recency of
the impression, giving more relevance to recent impressions. Aggregation of reputation
values into a reputation score for one aspect of interaction also occurs using a weighted
average formula, with weights selected according to the specific domain being assessed.
The final measure of a trustee’s reputation in one particular scenario is the aggregate
of the reputations calculated for the various aspects of the interaction that make up that
scenario. For this purpose, ontological graph structures are used.

2.5 FIRE Model

This model is in many ways similar to the Regret model. A fundamentally new source
of trust in the model (along with direct experience and witness information) are certified
reports – assessments provided by the assessed agent about himself and received from
his partners during past interactions. The authors of the model view these assessments
as something similar to letters of recommendation for employment [8]. The FIREmodel
also addresses a specific aspect of social trust – trust that arises from a role-based
relationship between two agents. Each agent has a set of domain-specific rules, defined
by the owner, that encode the norms of the environment. Such rules are hard-coded by the
agent developer and lack the necessary flexibility in dynamic multi-agent systems. The
main problem with the model is the assumption that agents are honest when exchanging
information with each other. Obviously, reliability measures are needed for witness
ratings and certified reports.

2.6 HABIT Model

HABIT model is a probabilistic model [20]. In this model, the vector of parameters
θtr→te is specified for each trustor/trustee pair, defining a distribution that represents
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the trustee’s likely behavior during interactions with the trustor. Each truster/trustee
pair has a belief model, which is the probability distribution p(Otr→te|θtr→te) of all
observationsOtr→te, where p(Otr→te) is a probability measure for all possible outcomes
of interaction between the trustor and the trustee. Another component of HABIT is the
reputation model. The trustor makes an inference about a particular fiduciary based on
observations of any fiduciary obtained from any source (directly or from third parties).
This means that the model can be used to predict the behavior of a trustee based on the
behavior of groups of other agents. The authors of the model propose dividing agents
into groups with similar behavior (for example, using cluster algorithms) and using a
separate reputation model for each group.

2.7 Castelfranchi and Falcone’s Socio-Cognitive Model

Within the framework of Castelfranchi and Falcone’s socio-cognitive model [4] trust is
a relational construct that links the following five components: agent X (trustor); agent Y
(trustee); task of the trustee τ (action α of the trustee, which will possibly lead to a result
p corresponding to the goal of the trustor); the goal of the trustor gX ; context, situation
or environment C. Thus, the trustor X trusts in the trustee Y in context C to perform
action α (executing task τ ) that will lead to an outcome p (including or consistent with
the trustor’s goal gX ). The authors consider trust as a multi-level concept that includes
the following layers: trust attitude, decision to trust, act of trusting, subsequent social
interaction and trustor-trustee relationships.

Schematically socio-cognitive model of trust can be represented as a set of beliefs
that lead to the decision to trust. Castelfranchi and Falcone use a fuzzy approach to
implement their socio-cognitive model, in particular Fuzzy Cognitive Maps (FCM).
Each belief is formed from sources; within the framework of the implementation of
the model, four possible types of sources of beliefs are considered: direct experience,
categorization, reasoning, reputation. The FCM has several nodes representing causal
concepts (sources of belief, etc.) and edges representing the influence of the nodes on
each other. The values of the nodes representing belief sources and the values of all
edges are assigned by humans. These values are propagated through the FCM until a
steady state is reached. The value of the nodes ranges from –1 (true negative) to + 1
(true positive), this number represents the value of an individual trust attribute, obtained
by combining the belief’s confidence value (degree of confidence) and the score for that
attribute. Some nodes receive input values from other nodes. Edges represent fuzzy rules
or partial cause-and-effect relationships between concepts, with the edge sign (+ or –)
indicating increase or decrease. Edge weight refers to the influence that one concept has
on another.

2.8 SOLUM Model

SOLUM model was developed by J. Urbano in her doctoral dissertation A Situation-
aware and Social Computational Trust Model [20]. The model consists of two parts: a
general computational trust structure consisting of various evaluation functions and a
set of computational components designed as possible implementations of the specified
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evaluation functions. The following are the design features of themodel, which are based
on the hypotheses put forward by the author:

• benevolence was included in the model;
• taking into account contextual information in the model, an approach with an

emphasis on patterns of past behavior of trustee;
• integrity was included in the model.

The general structure of the SOLUM model consists of individual functions that
allow you to evaluate:

1. The ability (Ax,y), integrity (Ix,y) and benevolence (Bx,y) of the assessed trustee.
2. The trustworthiness (Twx,y) of the trustee based on the aspects listed earlier.
3. The trust (Trx,y) of the trustor in relation to the trustee based on trustworthiness and

other factors.

SOLUMmodel is in many ways an ideological successor to the approach of Castel-
franchi and Falcone, within which the multidimensionality of trust was considered.
However, their model assumed the existence of specific and detailed information about
each of the dimensions of trust. The author of SOLUMsuggests that in open and dynamic
systems detailed information about the abilities, integrity and benevolence of specific
trustees is not readily available. Therefore, the model uses computational components
(Sinalpha, Contextual Fitness, Integrity Tuner and Social Tuner) capable of extract-
ing relevant information from an available structured set of evidence. The model takes
context into account and extracts trends in trustees’ past behavior in various situations.

2.9 SIoT Model

Another trust model is discussed in the article A Bidirectional Trust Model for Service
Delegation in Social Internet of Things (SIoT) [22]. Objects in SIoT can establish social
relationships without human intervention, which improves the efficiency of interaction
between objects and, as a result, the efficiency of service delivery. Each object in SIoT
(smartphone, video camera, smart sensor) can be a service requester (SR) or service
provider (SP) according to one’s own motives. The SR broadcasts a service request
(e.g., collecting urban noise data) and provides a reward to SP. In turn, the SP provides a
specific service (exchange of information or computing resources) for the SR to receive
a reward. Objects in SIoT can autonomously determine which service to initiate and
which object to delegate a task to within a set of candidate objects.

In contrast to the unidirectional approach that has become traditional in the literature
(when only the SR’s need to assess trust in the SP is taken into account), the authors of
the article propose a bidirectional model for assessing and selecting SR and SP, designed
to prevent their harmful behavior. The model is context-sensitive, i.e. takes into account
the properties of the task in a specific environment. Trust assessment is based on opinion
and evidence and uses subjective logic to determine its quantitative value. In addition, the
correlation between trust and utility and their impact on service delegation is examined.
The model uses a number of simplifications, in particular, the composition of evidence
includes only service attributes, information about bidirectional service evaluations,
service time, etc.without taking into account the relationships between the characteristics
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of devices of SIoT objects and the properties of the service. Accordingly, the model is
more suitable for scenarios where the degree of heterogeneity and differentiation of SIoT
devices is low.

The review of existing trust models resulted in a comparative table (Table 1). The
following classification criteria were chosen:

1. Type of paradigm: mathematical (game theoretical approaches, trust/reputation is
considered as a subjective probability) or cognitive (cognitive aspects are included).

2. Context: single-context (trust in the model is associated with a specific context) or
multi-context model.

3. Information visibility: trust/reputation information can be considered a global prop-
erty that can be observed by all other agents, or a subjective/private property that each
agent creates.

4. Positioning: trust model or reputation model.

Table 1. Alternatives for formalization of trust management

Model Paradigm Context Visibility Positioning

Marsh Mathematic Multiple Subjective Trust

eBay, Amazon Mathematic Single Global Reputation

SPORAS Mathematic Single Global Reputation

Regret Mathematic Multiple Subjective Trust, Rep

FIRE Mathematic Multiple Subjective Trust, Rep

HABIT Mathematic Multiple Global Trust, Rep

Castelfranchi and Falcone Cognitive/M Multiple Subjective Trust

SOLUM Cognitive/M Single Global Trust

Bidirectional Trust Model (SIoT) Cognitive/M Single Global Trust

3 Structure of the Freelance Exchange Simulation Model

The freelance exchange simulation model is based on Castelfranchi and Falcone’s socio-
cognitive model of trust, which is presented in their book [4]. The model is the result
of many years of research, it is well founded and rich, and the authors’ theory of trust
includes detailed discussions about the sources of beliefs and the nature of trust. Mod-
eling was carried out using NetLogo, which is both an agent-oriented language for
developing models and systems and an integrated modeling environment [11].

Within the freelance exchange model, six agents are considered: one trustor and five
potential trustees. There is also a set of 100 tasks, each task belongs to one of three types
(design, programming or copywriting) and has a certain level of difficulty. Trustees,
in turn, are characterized by abilities (their meaning differs for each type of task) and
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level of willingness (reflects involvement in the task and does not depend on the type of
task being performed). It is supposed that there is no cheating in the model: only those
agents whose abilities allow them to complete a task of a given level of difficulty submit
applications for performance. Besides it, a dynamic environment is considered, which
can both complicate and simplify the task. The trustor is able to choose a strategy for
delegating tasks; four different strategies are considered within the framework of the
model:

• a trustor who acts randomly;
• a trustor who acts on the basis of statistics;
• a cognitive trustor;
• a cognitive trustor whose trust assessments are subject to errors (noise).

The operating algorithm of the simulation model includes the following steps:

1. Description and creation of agents (the trustor and five trustees) with specified
characteristics.

2. Description and creation of a set of 100 tasks, each task belongs to one of three types
(design, programming, copywriting) and has a certain level of difficulty. The set of
tasks is the same for any run of the model; this is done to ensure comparability of
experimental results.

3. Creation of a changing environment (re-simulated at each tick of the model).
4. Selecting a random task from the general set. This task will need to be performed

on the current tick of the model.
5. Selection of agents capable of completing it (comparing their abilities with the

difficulty of the current task). Formation of a pool of such agents. If no agent is
potentially capable of completing the task, this task is destroyed, then movement to
step 3.

6. The trustor’s choice of one of four possible delegation strategies.
7. Selection of a specific trustee agent.
8. The process of completing a task that ends in success or failure. Deleting the task,

updating the characteristics of the agents and the statistical characteristics of the
model.

9. Movement to step three.
10. Stopping of the model if there are no tasks left.

The model development process will be discussed in more detail next. The first two
steps of the algorithm include the description and creation of agents. Trustors have only
one property, credit, which reflects the number of successfully completed tasks. Trustees
have a whole set of properties, which include:

• abilities (ability_1, ability_2, ability_3) – agent skills for performing various types of
tasks. Real numbers from 0 to 1 are assigned randomly when the model is run;

• willingness (willingness) – reflects the agent’s involvement in completing the task
(how many resources or time he will spend). This property reflects the fact that even
an experienced agent can fail if it does not use enough resources. A real number from
0 to 1, is set randomly when running the model;
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• environment (environment) – reflects the state of the environment. The color of the
patch on which the agent is located is determined, then the color value is reduced to
a number in the interval (−1, 1);

• number of tasks delegated to the agent (num_deleg_tasks);
• number of tasks completed by the agent (num_compl_tasks);
• ratio of completed and delegated tasks, percentage of completion (stat_tasks);
• trust assessments by the cognitive trustor (trust_cogn_1, trust_cogn_2, trust

_cogn_3) – it is supposed that the trustor knows true information about the agent’s
abilities andwillingness, aswell as about the environment inwhich the taskwill be per-
formed. Trust scores aremodeled as functions of the specified properties,with the base
weights of nodes and edges of the graph taken from the [2]. Themodel provides levers
(weight_ability, weight_willing, weight_environ, weight_internal, weight_external)
that allow changing these weights.

• distorted trust assessments (trust_cogn_noise_1, trust_cogn_noise_2, trust_
cogn_noise_3) – it is assumed that the trustor’s knowledge contains errors. Errors
are modeled as noise, a deviation from the true value of the trust assessment esti-
mated by a certain percentage. The model has a lever (noise_level), which allows
setting the noise level.

The tasks in the model have two properties: class, reflecting their type (1 – design,
2 – programming, 3 – copywriting), and difficulty_level, containing the level of difficulty
(a real number from 0 to 1).

The model at the moment of initialization is shown in Fig. 1. A trustor (yellow
person), trustees (red persons) and tasks (boxes, color depends on the type of task) are
created. It should be noted that the set of tasks in all runs of the model remains the same:
12 tasks of the first type with a difficulty level of 0,2 (easy), 11 tasks of the first type
with a difficulty level of 0,5 (medium), 11 tasks of the first type with a level difficulty
0,8 (hard), 11 tasks of the second type with a difficulty level of 0,2 (easy), etc.

Fig. 1. The model at the moment of initialization (Color figure online)
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In the third step of the algorithm the environment is created using the setup-patches
function. The patch color pcolor is specified as a random number from 0 (black) to
9,99 (white). Therefore, the darker the environment, the stronger its negative impact
on the agent’s task performance. As already mentioned, the environment is generated
anew at each step of the model. The fourth step, selecting a random task from the set, is
implemented using the task-selection function. In this case, the agent number, task type
and difficulty are transferred to global variables.

At the fifth step agents are capable of completing the task are selected. If the agent’s
ability value is greater than the difficulty of the task, then agent changes color from red
to green – the submission of applications by trustees is simulated. There is no cheating
in the model, so agents with insufficient abilities cannot apply submission. It should be
noted that if none of the agents is able to complete the task, it is destroyed and the model
moves on to the next step (this mechanism is implemented within the go function).

In the sixth and seventh steps a delegation strategy is selected and a specific task per-
former is determined. The model implements the strategy-choice function for selecting
a delegation strategy; the choice depends on the value of the global variable strategy,
which is set using the corresponding lever. As part of the experiments, it is assumed that
the tasks are not related to each other and are not part of the same project, so a random
order of task selection is acceptable. Let’s take a closer look at each of the delegation
strategies:

1. A trustor who acts randomly. A random trustee is selected from among the agents
who submitted applications. The global variable trustee_num stores the number of
this agent.

2. A trustorwho acts on the basis of statistics. In this case, there is a training phase, during
which some tasks are delegated (their number is determined by the global variable
educ; a lever is provided in themodel to regulate this variable), the remaining tasks are
delegated during the experiment phase. As an element of the training phase, the trustor
delegates tasks one by one to all agents who submitted applications (it is implemented
by selecting an agent with a minimum number of delegated tasks). In the experiment
phase, the trustor selects agents with the best stat_tasks indicator, i.e. percentage of
completed tasks. It does not take into account the agent’s abilities and willingness,
nor the state of the environment, only learning based on direct interaction. When
calculating the percentage of completed tasks, only those that were delegated during
the experiment phase are taken into account.

3. A cognitive trustor. The trustor knows a priori the properties of all agents and the state
of the environment in which they are located; there is no training. The agent with the
maximum trust score value is selected (trust_cogn_1, trust_cogn_2 or trust_cogn_3
depending on the type of task).

4. A cognitive trustor whose trust assessments are subject to errors (noise). This strat-
egy allows bringing the model closer to a more realistic one. The strategy is similar
to the previous one, only the choice here is made based on the adjusted trust score
(trust_cogn_noise_1, trust_cogn_noise_2, trust_cogn_noise_3). Thenoise level (pos-
sible percentage deviation of the estimate) is set using the noise_level lever. And the
correction of trust scores itself is carried out within the go function.
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The eighth step is to complete the task, which can either be successful or vice versa.
To complete the task agent needs to score three hits (hit). A hit is scored if the random
number rolled (from 0 to 1) is less than the sum of the agent’s ability (from 0 to 1)
and the environment (from −1 to 1). The number of try (try) attempts is defined as ten
times the agent’s willingness, rounded up to the nearest whole number. If completing the
task is successful, the cred variable is increased by one, i.e. the trustor receives 1 credit
for a successfully completed task. The num_compl_tasks property, which contains the
number of tasks completed by the agent, is also increased by one. Regardless of the
success of execution, the task is destroyed at the end of the process. After the hundredth
tick, when all tasks are destroyed, the model completes its work.

The simulation model during operation is shown in Fig. 2. There are levers responsi-
ble for the weights when calculating the trust assessment, a lever for choosing a strategy,
a lever for the noise level in the model, as well as a lever that determines the number of
tasks in the training phase (for strategy 2) on the left side. There are various monitors
showing percentage of completed tasks, total number of completed tasks and number of
tasks completed in the training phase (for strategy 2), characteristics of the current task
(it is executed on the current tick), as well as a number of properties of trustee № 2 on
the right side.

Fig. 2. Model during operation, tick 50

The constructed simulation model complies with the principles of multi-agency: the
behavior of agents is autonomous, there is no central arbiter in themodel and information
about trust assessments is stored in a distributed way.

4 Experimental Study of the Model

As an element of the study of the model, a number of experiments were carried out, the
main purpose of which was to compare the results when using each of the delegation
strategies. In the first experiment 500 runs of the model are performed with the trustor
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using strategy 1 (random selection of a trustee from among those capable of completing
the task). Strategy 1 is considered as basic and is needed mainly for comparison with
other delegation strategies. The received data was processed in Excel, the average value
of the percentage of completed tasks was determined and made up 34,38%.

In the second experiment, the trustor uses strategy 2 (acts on the basis of statistics,
selects the trustee with the maximum ratio of the number of tasks completed to the
number of delegated tasks). In this case, the variable educ varies, which is responsible
for the number of tasks used in the training phase. Three options are considered: 0
tasks (there is no training phase actually), 30 and 50 tasks. The experiment shows that
even in the absence of training (0 tasks), the statistical trustor shows better results than
random ones: 47,57% versus 34,38%. When the number of tasks in the training phase
increases to 30, the percentage of completed tasks increases to 52,56%, which indicates
the effectiveness of training. However, a further increase in the number of tasks in the
training phase does not lead to a significant improvement in performance: with 50 tasks
in the training set, the percentage of completed tasks is 52,66%. Therefore, for further
comparison of strategies, we will use a version of the strategy with training on 30 tasks
as a statistical one.

The third experiment demonstrates the trustor’s use of strategy 3, i.e. the trustor is
cognitive, knows the true values of the agents’ abilities and willingness, as well as the
state of the environment. The average percentage of completed tasks is 75,44%, which is
significantly higher than both random and statistical trustors. Such a high result indicates
the superiority of the cognitive strategy.

The fourth experiment examines the use of strategy 4 (cognitive trustor, trust assess-
ments are subject to errors, in themodel errors are generated as noise using thenoise_level
variable). In this case, the noise_level value varies and is 0,1, 0,2, 0,4 or 0,5 (accord-
ingly, the trust assessment contains an error of 10, 20, 40 or 50%). As a result of the
experiment, a completely logical conclusion was obtained: the higher the noise level,
the lower the average percentage of tasks completed. It is important to note that even
with an error level of 50%, the cognitive strategy is superior to the statistical one: the
average percentage of completed tasks here is 62,86% (versus 52,56% for the statistical
one).

The results of all experiments are combined and presented in a bar graph (Fig. 3). As
already mentioned, the best result in terms of the average percentage of completed tasks
was shown by strategy 3, corresponding to the cognitive trustor (Cognitive). Moreover,
even if trust assessments are subject to distortions (due to inaccurate information and
errors), cognitive strategies still show better results than statistical ones. The results
obtained are generally consistent with the results of the experiments of [2].

The created simulation model made it possible to demonstrate the advantages of the
socio-cognitive approach in relation to the statistical one. A comparative analysis of two
concepts of trust was carried out:

1. The concept of a «statistical trustor»: based on the assumption that it is possible to
model trust in agents only on the basis of direct experience with them (which can
be positive or negative). In fact, only one dimension is taken into account here: the
number of successes or failures of agents in previous steps.
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Fig. 3. Average percentage of completed tasks for each strategy

2. The concept of a «cognitive trustor»: based on consideration of a whole combination
of factors. These factors must be considered before trusting an agent (it includes both
the properties of the trustee and the properties of the environment).

5 Conclusion

In this study we applied a technique of multi-agent simulation for evaluation of different
strategies for trust management. Trust management of autonomous entities becomes a
critical aspect in modern business especially in the context of Industry 5.0. The sharing
economy, the concept emerging in the frame of Industry 5.0 has any number of ingre-
dients, characteristics or descriptors: technology enabled, preference for access over
ownership, peer to peer, sharing of personal assets (versus corporate assets), ease of
access, increased social interaction, collaborative consumption and openly shared user
feedback (resulting in increased trust). Not all are present in every “sharing economy”
transaction.Most companies profess to be collaborative, but their claims will be tested as
real-time data and analytics are applied to the way they target and serve their customers.
The digital age is about accessing and using data, refining the products and experiences,
and moving to a world of continual adjustment and refinement while ensuring that the
human dimension of the interaction remains at the heart of the process. Focusing on
these business ingredients requires design of new approaches for trust management.

Different sources [15, 23] underline that the concept of Industry 5.0 as a subsequent
phase of Industry 4.0 is centred around values, such as human-centricity, ecological or
social benefits. This paradigm shift is based on the idea that technologies can be shaped
towards supporting values. This is especially important as ongoing societal develop-
ments in the fourth industrial revolution change the way value is created, exchanged
and distributed [17]. The technologies at the core of Industry 5.0 are largely congruent
with Industry 4.0, while a stronger focus on human-centred technologies and, hence,
cooperation problems forms the basis for Industry 5.0.

In that context our experimental results showed that in all cases cognitive trustors
performed better than statistical ones in terms of overall success (number of credits
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gained). Thus, the cognitive strategy more effectively models agents and characteristics
of the environment and also allows for the allocation of resources with high accuracy.
The superiority of the cognitive agent over the statistical agent is maintained even in
those experiments where the knowledge of the cognitive agent is noisy. In contrast, even
with an increase in the amount of data during the training phase the statistical trustor
does not show a significant increase in efficiency.

The model is at an early stage of development. In the future it is planned to include
empirical data in it. Besides, the model does not capture for now certain unpredictable
human factors, competitive business strategies, or market fluctuations, possibly over-
simplifying the trust dynamics in real-world business environment. Next, we outline a
number of problematic questions, the search for answers to which can be the basis for
further research. These questions include:

1. Modeling the trust evaluation function. In [4] the fuzzy cognitivemaps are used as part
of their model. It makes sense to study other approaches to building a trust function
in more detail.

2. Connected to the previous issue is the transformation of information/beliefs obtained
from sources into quantitative assessments of the characteristics of trustees. For exam-
ple, the source of information about the abilities of an agent on a freelance exchange
can be documents about the received education (from trusted third parties). And
the source of information about its willingness is the ratings/reviews of other agents.
However, bringing this information into a form that can be used in a simulation model
is a difficult task in itself.

3. Implementation of barriers and threshold values into the model. For example, if an
agent has sufficient ability to perform a task, but his willingness is below a threshold,
the trustor will not consider such an agent as a potential performer.

4. Enrichment of themodel and bringing it closer to reality bymore accuratelymodeling
external factors. Among them adding time and money plays a special role. Time can
be included in the model in several ways: firstly, as the duration of the task, and
secondly, as a limited duration of waiting for applications from agents. The model
does not consider money, but this aspect also deserves attention. For example, we can
add to the model the cost of each task (which the trustor receives upon its successful
completion), service prices of trustees (depending on their abilities). In addition, it
will allow us to model a trustor who seeks to maximize his profit.

Last but not least, the modeling approach proposed also requires methodological
improvements in tooling and generalization aspects. Any particular simulation tool
brings own limitations and accents, so our next modeling efforts should be focused
on reproducing similar trust phenomena within different paradigms of multi-agent sim-
ulations (like BDI-based Jason framework). We believe that generalization of the results
across several simulation approaches and application domains will aim at producing
reliable foundations of computationally tractable and socially accepted algorithms for
trust management in realities of Industry 5.0.

Primarily, we are focused on operationalizing trust management in the form of com-
putationally tractable multi-agent algorithms. As a result of our work, organizational
engineering receives an algorithmic artifact (a multi-agent algorithm) that demonstrates
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advantages over other methods and can be integrated intomanagement and planning sys-
tems. Obtaining new knowledge specifically in the aspect of socio-cognitive research
(i.e., the development of trust management theory itself) is the next step.

References

1. Balke, T., Knig, S., Torsten, E.: A survey on reputation systems for artificial societies.
Technical Report. Bayreuth University, vol. 46 (2009)

2. Blazhchuk, N., Malyzhenkov, P., Masi, M.: Organizational structure reengineering based
on the transaction approach: case of construction business. In: CAiSE 2021 International
Workshops Melbourne, VIC, Australia, June 28 – July 2, 2021 Proceedings, Lecture Notes
in Business Information Processing, 423, Springer Nature Switzerland AG (2021)

3. Cardoni, A.: Business planning andmanagement accounting in strategic networks: theoretical
development and empirical evidence from enterprises’ network “agreement”. Management
Control 3 (2012)

4. Castelfranchi, C., Falcone, R.: Trust Theory: A Socio-Cognitive and Computational Model
// Wiley Series in Agent Technology. John Wiley & Sons Ltd., Chichester, 369 p. (2010)

5. Castells, M.: The Rise of the Network Society. Blackwell Publishers, Oxford (2000)
6. Hakansson, H., Ford, D., Gadde, L.E., Shenota, I., Waluszewski, A.: Business in Networks.

John Wiley & Sons Ltd, New York (2010)
7. Huggins,R.: Forms of network resource: knowledge access and the role of inter-firmnetworks.

Int. J. Manage. Rev. 12(3), 335–352 (2010)
8. Huynh, T., Jennings, N., Shadbolt, N.: An integrated trust and reputation model for open

multi-agent systems. Autonomous Agents and Multi-Agent Systems, vol. 13, pp. 119–154
(2006)

9. Johanson, M., Lundberg, H.: Network Strategies for Regional Growth. Palgrave MacMillan
(2011)

10. Marsh, S.: Formalising trust as a computational concept. Ph.D. thesis, Department of
Mathematics and Computer Science, University of Stirling (1994)

11. Mezentsev, K.N.: Multi-agent modeling in the NetLogo environment. Saint Petersburg:
Izdatel’stvo Lan’, 176 p. (2015)

12. Ossowski, S., Sierra, C., Botti, V.: Agreement Technologies: A Computing Perspective. In:
Agreement Technologies. Law, Governance and Technology Series, vol. 8, pp. 3–16 (2013)

13. Pinyol, I., Sabater-Mir, J.: Computational trust and reputation models for open multi-agent
systems: a review. Artif. Intell. Rev. 40, 1–25 (2013)

14. Sabater, J., Sierra, C.: Review on computational trust and reputation models. Artif. Intell.
Rev. 24, 33–60 (2005)

15. Saniuk, S., Grabowska, S., Straka, M.: Identification of social and economic expectations:
contextual reasons for the transformation process of industry 4.0 into the industry 5.0 concept.
Sustainability, 14(3) (2022)

16. Scapens, R., W., Varoutsa, E.: Accounting in inter-organisational relationships – the institu-
tional theory perspective. In: Hakansson, H., Krauss, K., Lind, J.: Accounting in Networks.
Routledge, London (2010)

17. Schwab, K.: The Fourth Industrial Revolution. World Economic Forum (2016)
18. Such, J.: Attacks and vulnerabilities of trust and reputation models. In: Agreement Technolo-

gies. Law, Governance and Technology Series, vol. 8, 467–477 (2013)
19. Tomkins, C.: Interdependencies, trust and information in relationship, alliances and networks.

Acc. Organ. Soc. 26, 161–191 (2001)



34 E. Babkin et al.

20. Urbano, J.: A Situation-aware and Social Computational Trust Model. Doctoral dissertation,
Faculty of Engineering, University of Porto (2013)

21. Vitro,R.,A.: The knowledge economy in development: perspectives for effective partnerships.
Washington, D.C (2005); Williamson, O., E.: Market and Hierarchies. Free Press, New York
(1975)

22. Wei, L.,Yang,Y.,Wu, J., Long,C., Lin,Y-B.:Abidirectional trustmodel for service delegation
in social internet of things. Future Internet. 14, 135–151 (2022)

23. Xu, X., Lu, Y., Vogel-Heuser, B., Wang, L.: Industry 4.0 and Industry 5.0 - Inception,
conception and perception. J. Manuf. Syst. 61 (2020)



Ontological Analysis of Dimensional
Modeling Concepts in Data

Warehousing/Business Intelligence
Systems

Petr Prokop(B) and Robert Pergl

Faculty of Information Technology, Czech Technical University in Prague, Prague,
Czech Republic

{prokope3,robert.pergl}@fit.cvut.cz

Abstract. Collecting, processing and utilizing data information plays
an increasingly important role in data warehousing/business intelli-
gence (DWH/BI) systems. Currently, these systems are predominantly
described using natural text, informal diagrams, or UML (Unified Mod-
eling Language) diagrams. These potentially imprecise methods for
describing new or complex DWH/BI topics can in combination with
variations in naming and interpretations of concepts between different
authors lead to miscommunication issues. This paper shows the possi-
bility and benefits of using a more formal approach in documenting and
describing such systems or their parts, which results in a more precise
form of communication between researchers or industry experts. The
conceptual analysis of selected parts of the DWH/BI domain is done
using the OntoUML modeling language.
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1 Introduction

Value of data and possible insights extracted from this data was well known to
companies even in the nineteenth century, when the term business intelligence
was coined for the first time in [1].

As we entered the age of information [2], not long after the invention of the
transistor in 1947, the field of BI moved into the domain of digital information
systems, which led to an exponential increase in the collected and processed
data and the value of insights gained from the collected data is increasing to this
date [3–5].

Hence, a strong need for a reliable methodology for the documentation, con-
struction, and maintenance of this type of systems occurred. Currently, mostly
free text, informal graphical models, and UML models are usually used for
description of DWH/BI systems and related concepts. All these techniques for
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DWH/BI system description are prone to vague and ambiguous descriptions,
which in turn could lead to miscommunication between researchers or IT pro-
fessionals resulting in DWH/BI projects delays or budget overruns.

1.1 Research Goals

The objective of this article is to explore the feasibility and impact of apply-
ing formal ontological analysis through OntoUML within the Data Ware-
housing/Business Intelligence (DWH/BI) domain. The aim is to ascertain
OntoUML’s potential in enhancing the ontological precision of dimensional mod-
eling’s core concepts, both for academic exploration and practical deployments.
Our research seeks to explore how OntoUML’s structured and theoretically well-
founded approach to modeling can potentially contribute to clarifying and refin-
ing the foundational elements of DWH/BI, thus potentially driving advance-
ments in the domain’s research methodologies or its application in real-world
scenarios.

1.2 Methodology

Key concepts are identified and selected from the DWH/BI domain, modeled
using the OntoUML language, and then compared with the results obtained
by commonly used methods. The criterion for the comparison of our results
is ontological clarity of conceptualization, which can be guaranteed by proper
usage of a theoretically well-founded modeling language (such as OntoUML) and
proper tools, which can help enforce the adherence to OntoUML rules.

The rest of the paper is structured as follows: Sect. 2 summarizes related
work, Sect. 3 introduces key relevant concepts from DWH/BI, Sect. 4 presents
our approach to ontological analysis using the modeling language OntoUML,
Sect. 5 presentation of our results, and finally Sect. 6 discusses our results and
possibilities for further research.

2 Related Work

To the best of our knowledge, there is currently no work related to ontological
analysis of dimensional modeling concepts within DWH/BI domain, the closest
works focus on comparisons of the main approaches to designing DWH/BI sys-
tems, modeling of ETL (Extract-Transform-Load) processes, and modeling the
process of dimensional modeling.

The authors of [17] present an extensive literature review of modeling meth-
ods for ETL processes. They split current ETL modeling approaches into six
categories – UML, ontology, MDA (Model-Driven Architecture), graphical, ad
hoc formalisms, and approaches for Big Data. However, the reviewed approaches
focus rather on the ETL workflow (i.e. steps of data transformation), technolog-
ical aspects, conceptual modeling of business data and transformation between
conceptual, logical, and physical models.
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Furthermore, [10–13] authors introduce and present their original versions of
the DWH/BI approaches.

In [14] the author describes an agile approach to dimensional modeling in
a DWH/BI setting. This work mainly focuses on collecting business requirements
and transforming them into dimensional schemas.

The authors in [18] conducted an analysis of differences between the main
approaches to designing DWH/BI systems.

With the exception of works listed in [17], all mentioned authors use for
description and comparison of DWH/BI domain natural language text, ad hoc
notation, informal diagrams, E-R (Entity-Relationship) or UML diagrams.

On the other hand, there are numerous success stories published about using
OntoUML to improve ontological clarification of various domains. We mention
two notable examples here: In [15] the authors apply OntoUML in the domain
of gas and oil extraction. As a result of the creation of the OntoUML model,
the authors managed to improve the clarity of several key concepts within the
gas and oil extraction industry. The other notable example is [16] where authors
expand upon existing legal specific ontology called UFO-L and present the right-
duty relation pattern for modeling concepts within the legal domain.

3 Theoretical Background

3.1 DWH/BI

Over the years, multiple authors have stated several definitions of terms BI and
DWH, which naturally differ (even though the key ideas are usually the same).
The definitions presented are those that suit the needs of this article the best.

Business Intelligence is a term independent of data warehouse – the concept
of BI was well known and used even before the first electronic computers. The
first recorded definition of BI is “ability to collect and react accordingly based
on the information retrieved” and dates back to 1865 [1]. Modern definitions are
refinements of the original, but the original idea holds to this date - BI is a pro-
cess of collecting, processing and analyzing data for the purpose of optimizing
business decisions.

Data warehouse is a system that is a type of decision support system [10,12]
– its goal is to extract, clean and integrate data from multiple sources and
deliver them to the end user for the purpose of decision making. In short, a data
warehouse is an implementation of business intelligence functionality.

3.2 OntoUML

The OntoUML modeling language is an extension profile for UML and is based
on a Unified Foundational Ontology (UFO), which is a type of formal ontology
based on cognitive sciences and modal logic [6].

Currently, UFO-A, UFO-B, and UFO-C are the main parts of the UFO,
each focused on different aspects of reality. UFO-A deals with static aspects,
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such as objects and their relationships. UFO-B addresses the dynamic aspects,
covering events and changes over time. UFO-C explores social and intentional
aspects, including agents, intentions, and social constructs. The main differences
lie in their focus areas: UFO-A is about the structure of entities, UFO-B about
temporal dynamics, and UFO-C about social interactions and intentions. More
advances in UFO have been made through UFO-S [8] to provide a detailed expla-
nation of services and related concepts, offering a commitment-based perspective
on what constitutes a service.

In this article, we use only concepts from UFO-A, but discuss the possibility
of application of UFO-B, UFO-C and UFO-S at the conclusion of this article.

In the field of informatics, formal ontology serves as a tool for better under-
standing, description, and representation of concepts, their properties, cate-
gories, and relationships between them. One of the commonly accepted defini-
tions of formal ontology in informatics is: “An ontology is a formal and explicit
specification of a shared conceptualization” [7].

Formal ontology itself has its roots in the philosophical discipline of ontology,
which is the philosophy of organization and the nature of existence [9].

The goal of OntoUML is to provide a theoretically well-founded modeling
language for a more subtle and precise conceptual modeling of the given problem
domain.

In the rest of this section we introduce a necessary subset of OntoUML
concepts used in this paper.

Rigidity. Rigidity is a concept rooted in modal logic and is used in ontology
and OntoUML to denote the property of certain types of entity that remain the
same over time. In OntoUML, a type is considered rigid if instances of it maintain
their types through time. For example, a person remains a person throughout
their life, and thus Person is a rigid type. Example of anti-rigid type are Poor
and Rich phases of a Person as it is possible through time to oscillate between
these two states.

Kind and Subkind. Kind is a foundational category that represents a rigid
type of entity that provides identity and has inherent properties that are shared
across all its instances throughout its existence. Subkind is a rigid specializa-
tion of a identity providing type, inheriting all properties of the supertype but
having additional specific characteristics. For instance, Female or Male could be
subkinds of the kind Person, adding gender-specific attributes.

Category. Category is a high-level or top-level abstraction used to group enti-
ties sharing common properties, but following different identity principles. They
help to structure the ontology at a high level of abstraction, enabling better
organization and understanding of the conceptual model.
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Phase. A Phase refers to an anti-rigid specialization of an entity, marking
different temporal conditions while the intrinsic nature of the entity remains
unchanged. For instance, Infancy and Adulthood are phases in the human life-
cycle, each with distinct characteristics.

Role. A Role is an anti-rigid specialization of an entity that can be temporarily
assumed based on certain external conditions and specific relations. For exam-
ple, a person can assume the role of a Student or Employee under different
circumstances. A key difference between Phase and Role is, that Role is based
on mandatory external relationship – e.g., for Student it could be relation with
University Enrollment entity that makes this Student specialization valid.

Disjoint and Complete. In OntoUML, the meta-attributes disjoint and com-
plete are used to describe the relationships and coverage between subtypes within
the type hierarchy. Disjoint subtypes are mutually exclusive - an instance can
belong to only one subtype at a time. Complete subtypes collectively cover
all instances of the supertype, with no instance left unclassified. Both these
attributes are specification of inheritance relation from UML Class diagrams.

Essential. The essential stereotype is applied to properties that inherently and
necessarily characterize an individual of a given type, indicating that the prop-
erty is fundamental to the existence and identification of the individual of that
type. This stereotype helps to distinguish those characteristics that are abso-
lutely necessary for an individual to be considered as an instance of a certain
kind or to fulfill a specific role, from those that are merely accidental or contin-
gent.

Specific usage of essential relation is for example between Person and Brain –
identity and existence of every Person deeply interconnected with their exact
Brain.

Inseparable. The inseparable stereotype describes relationships where related
entities cannot exist independently of one another. This concept is used to denote
a strong ontological dependency between entities, signifying that if one entity
ceases to exist, the other must necessarily cease to exist as well. This relationship
highlights fundamental and existential dependencies within the model, empha-
sizing the codependence of entities in certain contexts.

Specific usage of inseparable relation is for example between Wall and Hole
in the Wall – if instance Wall ceases to exist, the instance of Hole in the Wall
can not exist on its own.

Mode. Mode is a rigid and existentially dependent aspect that represents the
intrinsic unstructured property of its bearer. As opposed to Quality, Mode is
aspect that does not represent a directly measurable property.

Some examples of Mode include Version of a code, Skill of a person or Finan-
cial Status of a company.
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Shareability. The concepts of composition and aggregation from UML are
replaced by more precise and well defined concepts (e.g. Collective or Quantity).
However, for purposes of syntactical compatibility between OntoUML and UML,
OntoUML defines the symbol of empty diamond for shareable parts and full
diamond for non-shareable parts. Although information about shareability of
parts is already contained in the multiplicities of relations between parts and a
whole.

3.3 Dimensional Modeling

Dimensional modeling is a data architecture framework commonly used in data
warehousing and business intelligence to optimize databases for querying and
reporting. Introduced and popularized by Ralph Kimball [12,19], the method-
ology centers around facts and dimensions, where facts are quantitative metrics
(e.g., sales, revenue) and dimensions provide contextual details (e.g., time, loca-
tion). Employing schemas like Star or Snowflake, dimensional modeling aims to
enhance query performance and data retrieval by organizing data in a way that
is intuitive and efficient for end-users.

3.4 Slowly Changing Dimension

Slowly Changing Dimension (SCD) is a type of dimensional table in a data ware-
house that has attributes whose values change over time. SCDs are designed to
manage and track these changes, allowing for historical data analysis, and most
notably, they provide means to analyze business in both “as is” and “as was”
fashion. The concept of SCD was originally described in [12] and then expanded
in [19]. There are four basic types of SCD which can be summarized as:

– SCD 0: The attribute is not versioned or changed in any way. It is included
for the completeness of categorization of SCDs and would result in an empty
implementation.

– SCD 1: The attribute value is overwritten, and no history is kept.
– SCD 2: Historical values of the attribute are stored in separate records.
– SCD 3: Historical values are stored parallel to the current value, and they

provide “alternative reality”.

The rest of the commonly used SCDs (4, 5, 6 and 7) are either combination,
optimization, or both of previously listed types (SCD 1-3).

4 Approach

Our goal is to apply the OntoUML modeling language on selected parts of the
dimensional modeling within the DWH/BI domain.

First, we create a simple conceptual model using UML Class diagram, then
we expand on that diagram through usage of OntoUML. This initial diagram
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was based on textual descriptions and informal diagrams of these concepts as
presented by [3,12,14,19].

OntoUML through its richer and deeper semantics and grammar leads mod-
ellers’ hand and gives “hints” on what to focus next; for example, it can help
discover missing entities, attributes, or relations. Common questions we asked
when we followed the OntoUML rules during our modeling efforts were following:

– Is this type/property rigid or anti-rigid?
– What is the identity source of this entity?
– Is this an abstract umbrella concept or a specific entity?
– Is this property based on external “truth-maker” or is it based on intrinsic

attribute?
– If it is a subtype, did we include all subtypes? Can these subtypes overlap?

5 Results

During our modeling efforts, we created a conceptual model containing hundreds
of entities and relations. In this section we present a small subset of created
model that in our opinion showcases the benefits of application of OntoUML in
the DWH/BI domain.

5.1 Initial UML Class Diagram

As the first step, we created a conceptual model of some fundamental concepts
within the DWH/BI system, such as categorization of SCD types. The resulting
diagram is shown in Fig. 1. This model serves as a starting point for our further
work and will be significantly expanded by iterative application of OntoUML
concepts and rules.

5.2 DWH Table Types

The initial UML conceptual model captures three types of basic subtypes of
database tables in DWH/BI systems and one specialization of Dimension table,
namely SCD. This table itself has a specific attribute called Type that represents
the specific historization strategy of this table. This model also captures eight
different types of SCD that are commonly recognized [19].

After applying OntoUML specific concepts on database types of tables, we
arrived at the model presented in Fig. 2. The resulting model tells us a quite
richer story about this hierarchy. First, Dimension and Fact follow different
identity principles as their data sources and general roles within the system
differ. Next, Auxiliary is modeled as Category as it is an abstract umbrella over
a large number of tables that share similarities, but we cannot find a common
identity principle at this point, and finding more subtypes is necessary.

Auxiliary tables would be typically used for tasks such as error handling,
generation of surrogate keys, support for meta-data and data lineage, etc.
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Fig. 1. Initial conceptual model using UML Class Diagram.

Fig. 2. Categorization of tables using OntoUML.

5.3 Technical and Domain Attributes

Next we focused on modeling attributes and their relationships. The resulting
model is depicted in Fig. 3.

We decided to model Attribute as Category type as it encompasses common
properties of both subtypes, most notably both subtypes have a data type and
value. Both Domain and Technical attributes were modeled as Kind as both have
a different source of identity. The source of identity for Technical attribute is
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Fig. 3. OntoUML model of attributes and their relation to fact and dimension tables.

a specific ETL process that generated the said attribute. On the other hand, the
source of identity for Domain attributes is the specific source system (or system
of record). Every attribute within the DWH/BI system can be classified as either
Domain or Technical hence we used “{disjoint, complete}” meta-attributes for
specialization relation. We further decided to model domain attributes with two
subtypes – fact and dimensional attributes, as they are used in different modes
within the dimensional model. Note that the two subtypes have only {complete}
meta-attribute on their specialization as it is possible for a domain attribute to
be included in both the fact table and the dimension table and fulfill different
roles in each case.

The technical attributes in a dimension table are used to manage the data
and transformation process and are not directly related to business data. Com-
mon examples are attributes used for implementation SCD (start date, end date,
is current), surrogate keys, audit attributes (created by, last modified on) or row
checksum. These attributes originate exclusively within a DWH/BI environment
and are usually generated during transformation of data from source systems.

Domain attributes, on the other hand, are specific for every organization
and every DWH/BI solution. Values, data types, and names of these attributes
originate from business needs and source systems, and hence are subject to
changes derived by evolution of enterprise and its needs.

5.4 Categorization of Fact Attributes

Fact attributes are commonly classified [3,14,19] based on their ability to be
aggregated across dimensions. Additive attributes can be fully aggregated across
all dimensions, making them ideal for operations such as summing sales figures
across different regions and times. For example, total sales can be summed across
different stores and months. Non-Additive attributes cannot be summed across
any dimension; an example would be average temperature, where averaging,
not summing, makes sense across locations or days. Semi-Additive attributes
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are aggregable across some dimensions but not others; for example, inventory
levels can be summed across locations but not time, as you cannot simply add
inventory levels from two different months to get a meaningful figure.

In our approach, we decided to model different types of additivity using
Phases (Fig. 4). The reasoning behind our decision is the following: whether or
not a specific attribute can be considered additive is determined by the specific
values of that attribute. For example, even though Revenue attribute has the
potential to be additive, it depends on whether the attribute values are in the
same currency. A similar argument could be made for semi-additive attribute
– the average of Temperature is meaningful only if the ETL system is properly
converting values from every source system into a common temperature unit.

Fig. 4. Categorization of fact attributes based on additivity.

5.5 Categorization of Keys

In this subsection, we present the result of our ontological analysis of different
types of database keys.

The root of our classification (depicted in Fig. 5) is an abstract umbrella Key
which splits keys into two Subkinds and two Phases.

The Business Key (also known as Natural Key) is the key from the system of
origin. It could be made up of one or several Domain Attributes. These attributes
directly contribute to the identity of Business Key, hence the reason for essential
stereotype. Specific Domain attributes can be parts of multiple Business Keys,
e.g. attribute ZIP Code could be used in tandem with other attributes to create
the primary key in the source system.

The Surrogate Key is generated within DWH/BI system and it is used for
query optimization and resolution of duplicit Business Keys occurring when
different source systems use the same attributes for Business Key or duplication
of primary keys during the historization process of data in dimension tables. As
with the Business Key, the identity of Surrogate Key is closely interconnected
with the attributes of which the key is made. Unlike the Business Key, the
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Surrogate Key does not share its attributes with other keys, as it would result
in duplicate primary keys in the database.

We also identified two different types of keys based of semantic of their values.
Smart Key is a key with embedded semantics within its value, for example

Vehicle Identification Number (VIN), currency/language ISO code or IP address
can be all potentially be used as keys and contain additional information as well.
Smart Keys are usually Business Keys, but Surrogate Keys can be generated
with meaning as well – for example, the primary key of Holiday dimension could
be a value in format “YYYYMMDD”.

The Simple Key on the other hand is a meaningless value, examples of this
type of keys are GUID or sequential integers generated by the database.

The reason why we decided to model Smart Key and Simple Key as a Phase
and not Subkind is following – whether or not the key has any semantics is up
to the specific value (e.g. “20241332” is not a meaningful value).

Fig. 5. Categorization of keys.

5.6 Categorization of Dimensions

One way to categorize different types of dimension is on the basis of the con-
cept of conformity (depicted in Fig. 6). The conformity in this context describes
whether the concepts modeled and stored in a certain dimension are semanti-
cally unified and adhere to the common understanding of that concept through-
out the entire business. The dimensions that meet this criterion are said to be
Conformed.

If only a subset of attributes within the dimension adheres to the conformity
criterion, such dimension is with Limited Conformity.

The rest of the dimensions are then called Non-Conformed.
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The concept of conformity is important for drill-across reporting function-
ality – Conformed dimensions ensure consistency in reporting and analysis by
providing a uniform view of data across various business areas. For example,
a Client dimension used in sales, finance, and marketing data marts allows for
consistent analysis across these different domains.

Fig. 6. Categorization of dimensions based on conformity.

5.7 Categorization of Fact Tables

One of the common ways [3,14,19] to categorize fact tables is based on what each
business transaction captures in the company and how it will be subsequently
used, which in turn affects how transactions of a given type are stored in the
database.

Accumulating Snapshot fact tables track the life cycle of a business process,
capturing key milestones from start to finish. An example of such process could
be the process of shipping item to customer, milestones would in that case rep-
resent e.g. order, item dispatch and delivery.

Transactional fact tables record detailed line-level data for each transaction
event, e.g. each purchased item.

Periodic Snapshot fact tables aggregate data over a fixed period, such as
daily or monthly. These types of tables are used to analyze trends over that time
frame. Each type serves distinct analytical needs, from detailed transactional
analysis to tracking long-term process performance and trends.

The resulting diagram is depicted in Fig. 7.

5.8 Slowly Changing Dimensions

In Fig. 8 we present the result of the ontological analysis of the relationships
between SCDs and attributes and their data change velocity. We decided to
model concepts related to historization of attributes in significantly different
way than in original model (Fig. 1).
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Fig. 7. Categorization of fact tables.

First, we separated four SCDs (0, 1, 2 and 3) into separate concept called
Attribute Historization Policy (AHP) and its four specializations. This concept is
independent of implementation, and it is intended for communication between
business stakeholders and developers, as its sole role is to express what kind
of historization of data is business interested in. The rest of common SCDs
were identified either as combinations of other SCDs or as merely performance
optimization of other SCDs or both. The meta-attributes {essential, inseparable}
indicate that every dimensional attribute must have its AHP (essential) and that
AHP can not exist independently of the attribute itself (inseparable).

Second, we modeled AHP as attribute of every Dimension Attribute as it
more precisely models the reality – every dimension attribute can be historized
independently within every dimension, possibly by combination of several dif-
ferent AHP, furthermore concrete implementation (whether baseline or highly
optimized) is dictated by expected rate of change of said attribute.

Third, we modeled relationship between Implementation, AHP and Data
Change Velocity (DCV ) and Dimension Attribute. The concept DCV was mod-
eled as Mode with three different Phases. The motivation for the usage of Mode
and Phase was following - the speed of the change of data can vary over time
within each dimension and each attribute, so this property is not rigid and there
is no particular speed of data that makes DCV switch from one subtype to
another.
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Fig. 8. Relations between types of historization and dimensional attributes.

6 Discussion and Conclusion

In this article we applied formal ontological analysis on several concepts of
DWH/BI systems using the OntoUML modeling language. The use of OntoUML
concepts helped clarify and expand commonly used concepts within the DWH/BI
community and showed potential problems with current naming conventions.

During ontological modeling of SCDs and related concepts, we discovered
a semantic misalignment between what SCD represents in minds of developers
and business stakeholders. We also consider the concept of SCD to be overloaded
from semantic point of view - it encompasses business intent (i.e. to have histor-
ical view of data) and implementation details (i.e. how this business need will
be implemented in database).

Based on our modeling results and in order to achieve more clearly defined
concepts related to SCD functionality, we suggest splitting commonly used ter-
minology of SCDs into business and implementation parts. More specifically,
Type 0, 1, 2 and 3 Attribute Historization Policy should be used during the
collection of business requirements, during dimensional modeling, and during
communication between business stakeholders and DWH/BI developers. The
concrete implementation of data historization would then be chosen for required
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business functionality taking into account technological aspects (e.g., volume of
data processed) of historization.

This clear conceptual separation of business and implementation realms
allows developers to switch and change concrete implementations as needed when
data influx into DWH/BI system increases (or decreases) or when better data
versioning strategies are discovered without affecting the perceived functionality
by end users. Other benefits of this separation is, together with identification
of technical and domain attributes, the ability to better and more clearly sep-
arate technological aspects of DWH/BI systems into technological layer which
could be moved into domain independent templates of code. These templates
could then be parameterized using domain-specific requirements – this approach
could potentially leverage knowledge from the field of Model-Driven Develop-
ment. Another application of our suggestion is to hide technological attributes
and/or auxiliary tables from the graphical user interface of tools used for develop-
ment of DWH/BI systems and hence remove unnecessary “technological noise”
from the screen.

Based on our current results, we suggest application of our approach on other
aspects of BI/DWH, namely – metadata, logical and hardware architecture, spe-
cific ETL processes, and reporting, might be beneficial and could yield useful
results. In this article we used only concepts from UFO-A ontology, but appli-
cation of UFO-B on different processes within the DWH/BI environment could
potentially yield interesting results as well. For example, modeling the process of
inserting new record into dimension table with some type of historization, trans-
formation of ETL scripts implementing certain task from one implementation
to another (possibly due to optimization or technological needs), or even trans-
formation of entire architecture from more traditional approach to architecture
following the latest trends in the field of DWH.

Application of UFO-C ontology could potentially enhance DWH/BI by offer-
ing a structured way to model and analyze organizational behaviors, roles and
intentions. It could potentially aid in designing data warehouses that capture and
reflect complex social structures and interactions, improving insights into cus-
tomer behaviors, employee performance and organizational efficiency. By incor-
porating social and intentional dimensions into BI analyzes, organizations can
achieve a deeper understanding of internal and external influences on perfor-
mance and results, leading potentially to more informed decision-making.

Application of UFO-S in DWH/BI environment could be used to create con-
ceptual models for purposes of service integration between source systems and
DWH, description of provided services by DWH to external parties, metadata
management and Service License Agreement (SLA) negation. By providing a
structured and principled framework for representing services, their properties,
and interactions, UFO-S facilitates has the potential to improve integration of
heterogeneous data sources, ensuring interoperability and reducing semantic con-
flicts.

From our experience during our effort so far, we recommend conducting onto-
logical analysis within limited subdomains (e.g., ETL processes) and not the
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entirety of DWH/BI landscape, as it would be enormous undertaking. The par-
tial results of separate ontological analyses should then be combined into one
complex model, which could be further developed into a separate domain ontol-
ogy for the DWH/BI domain, which would be more suitable for further research.

The main disadvantage of using more expressive modeling language like
OntoUML is that the modeler or the reader has to be familiar with its notation
or the OntoUML model has to be transformed back to plain UML.
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Abstract. Model-Driven Development (MDD) is considered an effec-
tive technique for Internet of Things (IoT) application development. Our
observation is that existing model-based approaches for IoT solutions
focus on the software and systems perspective and show a need for more
integration with organizational and business model aspects. Therefore,
we developed a method and tool support for developing IoT applica-
tions in the field of air conditioning facilities. In this work, we applied
quality criteria to evaluate the included Domain-Specific Modeling Lan-
guage (DSML). To practically validate the modeling language as such
and also the way it can be used and supported by the tool, we per-
formed a real-world use case. The main contributions of this paper are a
quality evaluation of the DSML and the tool support and lessons learned
from both.

Keywords: Domain-Specific Modeling Language · Modeling Method ·
Model-Driven Development · Internet of Things · Notation
Evaluation · Quality Evaluation · SEQUAL · MIoTA

1 Introduction

Model-Driven Development (MDD) is considered an effective technique for Inter-
net of Things (IoT) application development [4,21]. Code generated automati-
cally due to model transformations increases productivity and supports consis-
tency through automation [3]. The complexity of IoT application development,
as well as efficient and (partially) automated implementation, can be addressed
by meta-models for domain-specific applications. MDD can be enabled by defin-
ing a Domain-Specific Modeling Language (DSML) to describe system require-
ments [6]. These are easier to specify, maintain, and understand. The integrity
of a model can be preserved by defined semantics or syntax. They also prevent
nonsensical models. Specific graphical notations often provide a concrete syntax
that improves the models’ understanding and clarity.

Our previous work [14] identified the need for a DSML in the area of IoT
application development by analyzing business requirements and existing liter-
ature. We also performed a systematic literature review, which shows there is
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no validated approach that combines technological and organizational aspects in
all phases of the development process, and there is no specific support for Small
and Medium-Sized Enterprises (SMEs) [15].

In this paper, we perform a quality evaluation of a DSML that supports
model-driven IoT application development for air conditioning facilities. It is
included in a modeling tool that does not require any special IT skills at the
application level and thus allows configuration by a domain expert. The DSML
was developed in an industrial use case, and our goal was to optimize energy
consumption and create a basis for predictive maintenance. This is realized by
equipping facilities with as few sensors as possible. As a result, an IoT-based
system creates the basis for these, but also for new business services.

The paper is structured as follows: Sect. 2 introduces the topic of quality
evaluation in conceptual modeling. Our DSML and tool support are described
in Sect. 3. The evaluation approach is described in Sect. 4. In Sect. 5, we discuss
the evaluation of the notation, followed by the practical evaluation of the DSML
and the tool support in Sect. 6. Lastly, Sect. 7 outlines the limitations of our
work, summarizes our findings, and provides an outlook on future work.

2 Quality Evaluation in Conceptual Modeling

Accurate representations are crucial to understanding highly complex problem
domains that exist in today’s organizations. Conceptual modeling creates repre-
sentations and abstractions that remove much of the complexity found in real-
world problem domains [17]. A conceptual modeling method consists of a mod-
eling language, modeling procedure, and mechanisms and algorithms [7]. The
modeling language is described by its syntax, semantics, and notation. It con-
tains the elements that can be used to describe a model. The modeling procedure
describes the steps for applying the modeling language to create models.

Many general-purpose modeling languages, like Unified Modeling Language
(UML) and Business Process Model and Notation (BPMN), have been designed.
Currently, there is a growing emphasis on developing DSMLs [2] that are cus-
tomized to the needs of a particular application domain and its stakeholders.
The modeling language to be evaluated in this work belongs to this. It is part
of a modeling method that conforms to the definition given above.

Quality evaluation in conceptual modeling can, in general, be performed with
a focus on different perspectives of “quality”, such as the quality of the modeling
process [10], the quality of the modeling result [22], the quality levels of concep-
tual modeling [17], or the quality of modeling methods [20]. From the perspective
of our research work, the model as such and its usage are in focus, which moti-
vates the selection of a quality framework that integrates various quality aspects
with emphasis on the modeling result.

We selected the Semiotic Model Quality Framework (SEQUAL) [9] as it has
three properties relevant to our research: (1) SEQUAL provides the possibil-
ity to distinguish between quality characteristics and means to achieve these
characteristics (goals). This allows us to consider the requirements of the model
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from the field of air conditioning facilities and how they were implemented. (2)
SEQUAL addresses quality on various semiotic levels, such as syntax, semantics,
and pragmatics. It is important to include the modeling language as such and
also how it is used in the case study and supported by the tool. (3) Furthermore,
SEQUAL acknowledges that models often are created in collaboration between
those involved in modeling, whose knowledge of the modeling domain changes as
modeling takes place. IoT development in the field of air conditioning facilities,
to our experience, involves different stakeholders in such a collaboration process.

SEQUAL proposes to distinguish between different aspects of model quality:

– Physical Quality addresses the fact that the way the model is presented
(i.e., its externalization) is accessible to the users of the model.

– Syntactic Quality refers to the coherence between a model and the modeling
language that is used for modeling. This could be evaluated by comparing the
model and its meta-model.

– Semantic Quality refers to the correspondence between a model (or its
meta-model) and the modeling domain. The meaning of the concepts in a
domain has to be equivalent to the corresponding concepts in the model.
Closely related is Perceived Semantic Quality, which addresses the ques-
tion of whether actors from the domain think that the meaning of concepts in
the model fits the meaning of the same concepts in the domain. It serves as an
operational surrogate for Semantic Quality because it does not require veri-
fying correspondence between the model and the domain but rather between
the user’s interpretation of the model and the domain knowledge.

– Empirical Quality and Pragmatic Quality are tightly coupled with the
view of the model users, which in SEQUAL are described as social actors.
Empirical Quality compares different models created by a modeler to express
the same understanding but implemented differently (e.g., one model shows
line crossings, and another model is designed to avoid line crossings).
Social Pragmatic Quality refers to how well the model is understood by human
actors, comparing the modeler’s intended understanding of the model with
the model user’s actual understanding.
Technical Pragmatic Quality defines to what extent tools can interpret the
model.

– Social Quality addresses the question of whether actors agree on the inter-
pretation of the model.

– Deontic Quality investigates if all elements of a model contribute to fulfilling
the goals of modeling and if all goals of modeling are addressed through the
model.

3 Modeling Language and Tool Support

This section introduces our DSML and its tool support, along with the use
case that informed their development. A more detailed description of the whole
modeling method, which is named MIoTA (Modeling IoT Applications for Air
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Conditioning Facilities)1, can be found in [16]. We used the meta-modeling plat-
form ADOxx2 for the implementation [18]. It is a platform for the development
and implementation of modeling methods. Using ADOxx allows us to realize
full-fledged modeling software that contains procedures and functionalities in
the form of mechanisms and algorithms in addition to the modeling language.

3.1 Use Case and Requirements

The modeling language and tool support were created in an industrial use case in
collaboration with an SME that builds, operates, and maintains air conditioning
facilities. The aim was to enhance energy efficiency by equipping facilities with
as few sensors as possible. Low-cost technologies can save up to 30% of energy
in most facilities by identifying faults [8,12].

Numerous components must collaborate seamlessly for industrial air con-
ditioning facilities to function effectively. Monitoring their internal operations
requires a variety of sensors. However, interpreting the signal from these sensors
is complex and requires significant pre-processing of the data to be of value.

With the increasing automation of control technology, data volume is growing
rapidly. Intelligent data processing for direct and indirect processes is necessary
to operate energy-efficient facilities. Therefore, there is a considerable need for
system solutions that enable self-recognition, self-organized learning, and sys-
tem control. This results in an IoT-based system that not only establishes the
foundation for this but also enables new business services.

The intended IoT solution aims to offer diagnostic support for improving
both the air conditioning facility and operating procedures of the enterprise
under review in the case study. It must process vast amounts of data from diverse
sources. Furthermore, it should integrate smoothly into the daily operations of
the case study company and facilitate the provision of new business services.

In [15], we derived requirements for the overall system in collaboration with
employees of the use case company. Frequent inspections of facilities in operation
uncover deviations from established energy efficiency but only identify faults
present during the inspection. The system must provide maintenance support,
identify malfunctions and operational errors, enable predictive maintenance, and
facilitate energetic inspections. In Germany, these inspections are legally required
procedures to evaluate the energy efficiency of industrial-sized air conditioning
facilities.

The tool support should have a familiar user interface (req. 1) and the capa-
bility to graphically illustrate facilities (req. 2) to assist technicians in the devel-
opment of IoT solutions and when presenting information to clients regarding
various matters such as upgrades, maintenance, or replacements. A DSML with
an employee-friendly notation should be utilized to achieve this objective.

To realize significant energy savings through facility comparisons of simi-
lar configurations (and to account for heterogeneity), essential data must be

1 https://www.omilab.org/MIoTA/.
2 https://www.adoxx.org/.

https://www.omilab.org/MIoTA/
https://www.adoxx.org/
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collected from each facility. This configuration data incorporates operator, com-
ponent, and sensor information, among other items. A data type, value range,
and matching unit are specified, and default values may be included for mean-
ingful data analysis when data is missing. The configuration data was compiled
by experts in a way that allows the deduction of the necessary sensors required
for each facility. It allows the calculation of many other data points in a facility
(e.g., calculation of transported air based on the measured pressure difference of
the fans in conjunction with the performance data from the manual), so we need
a minimum number of sensors. Combining this data with corresponding sensor
data enables the derivation of relevant energy-saving measures. For instance, it
is now possible to determine if a fan is operating at its best performance or if
rooms or areas of a building are being air-conditioned unnecessarily. The tool
should be able to collect (req. 3) and export (req. 4) this data and assign unique
IDs to the facilities, components, and sensors (req. 5).

3.2 Modeling Language

The DSML was developed to model air conditioning facilities and their compo-
nents. Its visual notation is based on the European standard DIN EN 12792 and
the knowledge of domain experts involved in our project. The current version is
the result of an iterative and incremental development process (see [16]), which
we consider suitable for the development task and essential for achieving a model
that fulfills the requirements of the application domain. The results of the work
described in this paper will lead to the third major version, all of which were
validated with the end users and grounded in requirements.

There are different elements for the components of a facility, the type of air,
and different sensor types. Additionally, there is an item for configuration data
storage and notes. As they are not a part of the actual modeling of a facility,
they are the only ones in color. The DSML contains one relation type for the
logical connection of components and air types, which also shows the airflow
direction in the model. Figure 1 shows the visual notation.

Fig. 1. Visual Notation of the DSML.
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The components are, e.g., Fan, Cooler, and Heat Recovery, and can each
have incoming and outgoing relations. Some of them have several visual repre-
sentations, depending on the specific type of component. The types of air are
Outgoing, Outside, Exhaust, and Supply Air. They each have only one incom-
ing or outgoing relation. A sensor is represented with a circle and a line to the
component or place in the model. The specific type is represented with letters
in the circle (e.g., Temperature (t), Relative Humidity (rh), or CO2 Content
(CO2)). In the object Configuration Data, information about the facility, its
components, and sensors are saved as attribute values. In addition to these ele-
ments, we have objects for grouping components (e.g., in Active/Passive Area or
Room), an object to add photos in the model (e.g., to use them as background
or add several views of a facility), and an object for Notes, which can also be
shown on the modeling surface. It is possible to rotate the orientation of the
modeling objects and also to change the size. Figure 2 shows a model example
of an existing facility.

Fig. 2. Example of a Model of an Air Conditioning Facility.

The model contains two Air Filters, two Fans, a Heat Recovery (type: Rota-
tion), and the elements for the Supply, Exhaust, Outgoing, and Outside Air.
The Fans and the Filters are equipped with a sensor for measuring the pressure
difference. The Exhaust and Supply Air are equipped with CO2 Content and
Temperature sensors. This section demonstrates the provision of a familiar user
interface (req. 1) and the capability to graphically represent facilities (req. 2).

3.3 Tool Functions

The developed tool not only includes the DSML for air conditioning facilities. It
provides several functionalities to support the technician in modeling and con-
figuring the IoT application. The creation of a model in the tool starts with
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Fig. 3. Process of Entering the Configuration Data in the MIoTA Tool.

the input of configuration data (req. 3). Figure 3 shows the process in the tool
with the associated steps. The input can be started from a menu item (step 1).
Dialog boxes are used to speed up the input (step 2), and corresponding queries
are only made if the respective components are included in the facility. Value
ranges have been defined to avoid errors during inputs. If values are entered out-
side these ranges, an error message appears, and a valid value must be entered.
For some attributes, default values are displayed in the dialog boxes to further
speed up input. These values are fictitious and necessary for meaningful data
analysis and are used when real data is missing (e.g., the price of electricity for
a customer).

The modeling elements are created automatically during the input of the con-
figuration data if they exist in the respective facility. Based on the configuration
data, we differentiate the facilities into two different groups. For the two groups,
we have a given set of sensors, which must be installed and are also automatically
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added to the model. We consider facilities with Heating or Cooling or both, and
the second group additionally has Humidification or Dehumidification, or both.
Sensors for measuring CO2 Content are optional for both groups.

After entering the configuration data, completeness is confirmed, or a list of
missing values is output (step 3). It also indicates whether the missing values
are necessary and which entries have been set as default values. The list can be
customized, exported, or printed.

In the next step, the user can adjust the modeling elements by correctly
arranging and connecting the components or adding or removing them. To
change the configuration data or add missing values, the notebook can be opened
(step 4). It is divided into different chapters of the configuration data and stores
the entered information. Furthermore, the identifiers for the sensors and the
Facility_ID are shown. The configuration data can be represented as a JSON
file (step 5).

Figure 4 shows the further functionalities of the MIoTA tool. Step 6 includes
three menu icons:

– Execute AdoScript: Enables the execution and testing of AdoScript code
in the modeling tool.

– Check Sensors and Configuration Data: This icon is used to check if a
sensor appears more than once in a model. It also verifies the configuration
data (refer to step 3).

– Add CO2 Content Sensors: Automatically adds CO2 content sensors with
a specific designation if they are not already included in the model.

Fig. 4. MIoTA Tool Functionalities.

After the model and the data are adjusted, the information can be sent as a
JSON file via an HTTP request to an Application Programming Interface (API)
in the cloud in step 7 (req. 4). The endpoint can be configured by selecting
“Change URL”. Before sending the data, the tool again checks the data (e.g.,
value ranges, plausibility), if duplicate sensors are created, and if all necessary
data is entered.

The data is stored in a document-centric database located in the cloud and is
then used for the (partly automatic) cloud service configuration and subsequent
data analysis. The uploaded data also enables the physical configuration of the
sensors, and it shows which types are needed and where they need to be installed
in the facility. For presentations or internal purposes, it is also possible to export
a documentation of the model.
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The developed meta-model (see [16]) allows the unique identification of the
modeling elements. This is necessary to support the automatic cloud configura-
tion and further data analyses. Each facility, component, and sensor is assigned
a unique identifier (req. 5). The facility ID and sensor ID are used together to
name the Message Queuing Telemetry Transport (MQTT) topics, which informs
the cloud broker where to expect new data.

4 Evaluation Approach

As a general framework for quality evaluation of the DSML presented in Sect. 3
we use SEQUAL. Based on the introduction to SEQUAL in Sect. 2, this section
explains how the different SEQUAL aspects are investigated and the results
obtained. For some aspects, the evaluation has already been performed in pre-
vious work. Table 1 summarizes the evaluation approach and results.

Table 1. SEQUAL-based Evaluation Approach.

Quality
Aspect

Evaluation Approach Evaluation Result

Physical Moody’s “Physics of Notations” &
expert interview

Coherence confirmed
in Sects. 5 and 6

Syntactic Coherence of meta-model of the
DSML and its implementation in
the modeling tool

Coherence was confirmed
in [14]

Semantic Coherence of concept of meaning in
domain and concept in meta-model

Coherence was confirmed
in [14]

Perceived
Semantic

Expert interview: Is the meaning
in the domain consistent with the
meaning in the model?

Coherence confirmed
in Sect. 6

Empirical Usage of models in case study and
observation of different actors
regarding model understanding

So far only partially
evaluation confirming that
actors comprehend the model
in Sect. 6

Technical
Pragmatic

Machine-readability of meta-model
by tool

Given by the implementation
in the meta-modeling tool

Social
(Pragmatic)

Usage of models in case study and
observation of different actors
regarding model understanding

So far only partially
evaluation confirming that
actors comprehend the model
in Sect. 6

Deontic Design of DSML based on
requirements followed by evaluation
for target groups & expert interview

Coherence was confirmed
in [14] and Sect. 6

The Physical Quality was evaluated by applying the criteria from Moody’s
“Physics of Notations” [13] (Sect. 5) and through questions in an expert interview
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with users of the DSML based on these (Sect. 6). It has been confirmed that the
modelers are able to express their intended understanding through the external-
ization of the model. This ensures that the externalized model is available to the
relevant social and technical actors. The meta-model and tool support guarantee
that the model is consistent, up-to-date, and aligned with the modeling goals.
Only authorized individuals have access to view or modify the model, ensuring
security.

Coherence with Syntactic and Semantic Quality was confirmed in our pre-
vious work [14]. To achieve this goal, we evaluated the coherence of the DSML
and its implementation in the modeling tool and the coherence of the concept
of meaning in the domain and the concept in the meta-model in collaboration
with domain experts.

The evaluation of the Perceived Semantic Quality was also part of the expert
interview (Sect. 6), in which we checked whether the meaning in the domain
matched that in the model. The focus was on the criteria of correctness, rele-
vancy, completeness, consistency, and realism. This demonstrated that the objec-
tives of perceived validity and completeness were achieved.

Technical Pragmatic Quality was considered by assessing the machine-
readability of the meta-model by the tool, which is given due to the imple-
mentation in the meta-modeling tool.

To ensure coherence with the Deontic Quality, we started by collecting
requirements for designing the DSML through interviews with domain experts
[14]. The expert interview in Sect. 6 serves to re-evaluate the implementation of
requirements after various modifications have been made in the previous versions.
It has been confirmed that all statements in the model contribute to fulfilling
the modeling goals and that the model addresses all of the goals of modeling.

The evaluation of Empirical, Social, and Social Pragmatic Quality has only
been partial so far. To assess these aspects, we used models in the case study
and observed the different actors regarding the model understanding (Sect. 6).
It was confirmed that social actors (modelers) understand the model by com-
paring the modeler’s intended understanding of the model with the model user’s
actual understanding (Social Pragmatic Quality). In the future, it is also nec-
essary to compare different models created by different social actors (modelers)
to express the same understanding but implemented differently (e.g., one model
shows line crossings, while another avoids line crossing) to completely assess the
coherence with the Empirical and Socical Quality. To further assess the Social
Pragmatic Quality, the understanding of users who were not involved in the mod-
eling process should be compared with the modeler’s intended understanding of
the model.

5 Evaluation of the Notation

As mentioned before, we applied the criteria of Moody’s “Physics of Notations”
[13] as part of the assessment of the Physical Quality of our modeling language.
This is an important work on the quality of visual notations and mainly focuses
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on comprehensibility. A language involves more than its visual notation. Distinc-
tions can be made between the symbols and the concepts behind them, as well
as the abstract syntax for these concepts [7]. SEQUAL is a more comprehensive
approach to language quality that integrates Moody’s work.

5.1 Criteria for Evaluation

There are nine principles for the design of cognitively effective visual notations
defined by Moody [13]. The following is a brief presentation of these principles.

– Semiotic Clarity: A one-to-one correspondence between symbols and con-
cepts of the notation is required by this principle. There are four different
possible deficiencies of visual notations defined with respect to Semiotic Clar-
ity: (1) Symbol Redundancy, if multiple symbols represent the same concept;
(2) Symbol Overload, if a symbol represents multiple concepts; (3) Symbol
Excess, if there are symbols that do not correspond to a concept of the nota-
tion, and (4) Symbol Deficit, if there are notation concepts without a corre-
sponding symbol.

– Perceptual Discriminability: The idea behind this principle is that sym-
bols must be clearly distinguishable from each other. A number of suggestions
are represented to reach this goal, assuring Visual Distance of symbols by
using a high number of visual variables (e.g., color, size, shape) to make them
visually different. The most important visual variable is shape, and this is
called Primacy of Shape. Additional recommendations include using text to
differentiate between symbols (Textual Differentiation), using unique values
for at least one visual variable (Perceptual Popout), and using more than one
visual variable in order to make a difference between symbols (Redundant
Coding).

– Semantic Transparency: This principle describes the extent to which the
meaning of a symbol can be derived from its appearance. This can range from
semantically immediate symbols, where the meaning can be inferred with-
out additional information, over semantically opaque symbols, where there is
no link between appearance and meaning, to semantically perverse symbols,
which imply a wrong meaning for the model user. A notation’s performance
with respect to this principle depends on the model users and should be eval-
uated in experiments. Moody’s general recommendations for that are the use
of symbols that represent real objects (Perceptual Resemblance) and spe-
cial graphical relations (Semantically Transparent Relations) such as inter-
sections or trees. It is possible to check whether these recommendations are
implemented in a notation.

– Complexity Management: According to this principle, explicit mecha-
nisms are required to deal with complexity. The number of elements used
is a simple measure of the complexity of a model. Limitations of perception
and cognition are reached with increasing model size, and the comprehensibil-
ity of the models suffers. Notations should, therefore, provide mechanisms for
reducing complexity. Modularization and Hierarchy (Levels of Abstraction)
are the main mechanisms to reach this goal.
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– Cognitive Integration: A mechanism to integrate information from differ-
ent models is, for example, Conceptual Integration. An overview of the model
and sub-models is given by providing concepts on a high abstraction level that
can be combined in order to relate the used sub-models. To support the model
user with navigation in the model space, there is Perceptual Integration.

– Visual Expressiveness: While the Visual Distance (see above) considers the
pairwise difference of concepts with regard to visual variables, this principle
addresses the use of visual variables throughout the whole graphical notation.
So the question is, what number of visual variables is used to express seman-
tics and to distinguish between concepts (Information-carrying Variables),
and which number of visual variables is not formally used (Free Variables)?
A total of eight variables are defined by Moody: Horizontal Position, Verti-
cal Position, Size, Brightness, Color, Texture, Shape, and Orientation. It is
recommended to use as many Information-carrying variables as possible. So
there is a maximum of eight.

– Dual Coding: In general, text is not a good way to create visual notation.
However, it is useful to support visual notations with text. This can be done
by Annotations or Hybrid Symbols, which combine text and graphical objects.

– Graphic Economy: This principle addresses the number of available sym-
bols for modeling. A maximum of six symbols is recommended. Having an
overabundance of symbols makes it difficult for the modeler to be clear about
which symbols can be used. Moody proposes three strategies to increase
Graphic Economy: (1) Reduce Semantic Complexity to reduce the number of
concepts used, (2) Introduce Symbol Deficit, and (3) Increase Visual Expres-
siveness.

– Cognitive Fit: Different visual dialects are proposed here for different tasks
and target groups. It is assumed that problem-solving performance is influ-
enced by problem representation, task characteristics, and problem-solver
skills. A problem representation should, therefore, fit the two other factors.

– Interactions among Principles: Between the described principles for the
design of the notation, there are also interdependencies. Knowing the interac-
tions allows to synergize (principles support each other) or compromise (prin-
ciples conflict with one another). The introduction of a Symbol Deficit, for
example, and thus the reduction of Semiotic Clarity, promotes Graphic Econ-
omy. Another example is that the greater the number of symbols (Graphic
Economy), the more difficult it is to distinguish between them (Perceptual
Discriminability).

5.2 Application of the Criteria

The evaluation of the notation was performed in two phases by the authors
and two independent researchers. After a brief discussion of Moody’s principles
between the researchers, a joint understanding was confirmed. The first phase
was that everyone evaluated the notation independently of each other and docu-
mented their individual results. In the second phase, the results were compared
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and integrated. The comparison showed no significant differences between the
researchers.

Table 2. Application of Moody’s Criteria.

Moody’s Principles Application of the Principles

1: Semiotic Clarity Fulfilled: No redundant symbols, no symbol overload,
no superfluous symbols, no missing symbols

2: Perceptual Discriminabilty Partly implemented:
Different shapes with the exception of sensor
symbol

3: Semantic Transparency Fulfilled:
Symbols correspond to standard in the domain

4: Complexity Management Not implemented:
No levels of abstraction included so far

5: Cognitive Integration Not implemented: Integration of different models
not applicable; no sub-models used

6: Visual Expressiveness Fulfilled: Pairwise comparison of symbols
confirms that principle is met

7: Dual Coding Fulfilled: All symbols have corresponding text
8: Graphic Economy Partly implemented: More than six symbols are used;

separate symbol set for target groups?
9: Cognitive Fit Not implemented so far; future work

The final result is summarized in Table 2. It shows for each principle if it
has been fully implemented (“Fulfilled”), implemented to some extent (“Partly
implemented”), or not been implemented (“Not implemented”). The following is a
description of the results and (possible) interactions with other principles. Semi-
otic Clarity, Semantic Transparency, Visual Expressiveness, and Dual Coding
have been fulfilled.

– Semiotic Clarity: A one-to-one correspondence between symbols and con-
cepts of the notation is given. There are no multiple symbols representing
the same concept (Symbol Redundancy), no symbols representing multiple
concepts (Symbol Overload), no symbols that do not correspond to a concept
of the notation (Symbol Excess), and no concepts without a corresponding
symbol (Symbol Deficit). It should be noted here that the two researchers who
are not involved in the project were unable to provide meaningful answers to
Symbol Excess and Symbol Deficit due to a lack of domain knowledge.

– Semantic Transparency: According to this principle, the performance of
a notation depends on the model users. Since the intended users are familiar
with the standard, the Semantic Transparency is fulfilled. The two researchers
involved in the project (and also the results in Sect. 6.3) confirm this. It is
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unlikely that a novice would be able to guess the meaning of any of the
symbols.

– Visual Expressiveness: The notation uses five visual variables (Shape,
Color, Orientation, Size, and Brightness), resulting in a Visual Expressive-
ness of five. Color is really helpful here for separating the additional elements
(Configuration Data and Notes) from the actual notation for air conditioning
facilities. Orientation is enabled for each element (except Configuration Data
and Notes) and is dependent on the airflow direction. There are possibilities
for improvement because the range of Shapes is limited, and most of them are
abstract geometrical shapes. Brightness only uses two different levels (dotted
and solid lines), and regarding Size, only a thick line is used for the relation
(Airflow Direction).

– Dual Coding: All symbols of the notation have corresponding text. For
Sensor and Chamber symbols, the text is necessary to distinguish. For the
other symbols, it isn’t necessary for the domain experts (model users) but
important for customers who will also see the model.

More important are the principles that have not been implemented or were
only partly implemented, as they indicate improvement potential. Perceptual
Discriminability and Graphic Economy have been partly fulfilled.

– Perceptual Discriminability: Perceptual Discriminability has only been
partly fulfilled because the sensor symbols (circle with a line attached) all
look similar, as the type of sensor is only indicated by the text in the circle.
One way to improve Perceptual Discriminability is to remove the line from
the symbol and instead use a relation from the component equipped with the
sensor to the actual sensor. This would not only improve the discriminability
but also the expressiveness of the actual model because the relation between
component and sensor is made explicit instead of implicitly representing it
by positioning component and sensor side by side. The disadvantage of sep-
arating circle and line is that the resulting new sensor symbol (circle with
text) no longer complies with the sensor symbol established in the applica-
tion domain (circle with line). However, as the connecting line is still displayed
as a visualization of the relation, this change seems tolerable.

– Graphic Economy: Moody’s principle of Graphic Economy recommends
using no more than six symbols. The DSML does not follow this recommen-
dation as we decided to follow the stakeholder requirement to implement the
symbol set used in the application domain, which has more than six symbols.
One way to improve the tool in this respect would be to distinguish between
different user groups of the DSML (Cognitive Fit) and tailor the symbol sets
available to each group accordingly. However, this would still result in more
than six symbols for each group. In our case, assessing the cognitive man-
ageability of the number of graphic symbols is different because the language
users familiar with the symbols.

Complexity Management, Cognitive Integration, and Cognitive Fit have not
been implemented so far.
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– Complexity Management: Different levels of abstraction (e.g., sub-
models) are a possible way to implement the principle of Complexity Man-
agement. So far, the DSML does not include different levels, as the domain
experts prefer to visualize all components in a model permanently. However,
“grouping” components according to their location (e.g., using the Room class)
by introducing transparent containers (rectangular boxes) is a starting point
to manage complexity without losing transparency. In the future, it is possible
that various model types will be available based on the type of facility. Each
model will only include the necessary components and sensors to reduce com-
plexity. In our case, this principle does not appear to be too relevant, as the
modeling objects are mostly created automatically based on the configuration
data entered.

– Cognitive Integration: The integration of different models is not applicable
in our case because we are currently not using sub-models. However, this can
become relevant in the future (see Complexity Management).

– Cognitive Fit: Currently, the notation consists of a single visual dialect used
for all purposes, so it does not support Cognitive Fit. This can also become
relevant in the future when we will distinguish between different user groups.

This section conducted a systematic analysis of our notation based on a
set of empirically and theoretically grounded principles for the design of visual
notations. The analysis has revealed several issues that may hinder usability
and effectiveness in practice. Based on this, we have derived recommendations
for improvement and to remove potential barriers to its adoption in practice.
However, some points cannot be realized or are not considered useful in our case
due to domain-specific requirements.

6 Evaluation of the Language and Tool Support in Use

To practically evaluate the DSML and the tool support, we conducted a modeling
session based on the Thinking Aloud Method [1] followed by a guided expert
interview. The following is a description of the setting of the modeling session,
how we derived our research questions (RQs) and questions for the interview,
and the results.

6.1 Modeling Session

The session was conducted with two employees of the case study company who
will use the tool in the future. The employees were trained in the tool before but
had no further experience in modeling. Requirements for the tool were closely
coordinated with them during development.

In the session, we sat together in a room, and a model of a real facility was
created. One employee took the lead in modeling, and the other assisted. The
model creation took about 50min. During the session, the employees were asked
to think out loud and discuss the inputs.
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During the session, notes were written about the spoken thoughts, and also
some requests were made. The necessary documents and data for the model
creation were collected in advance. Therefore, the session’s time refers only to
the creation of the model. In practice, gathering all the information about a
facility takes longer. In this way, however, we can measure the time required,
which relates exclusively to the use of the tool.

6.2 Interview and Research Questions

The evaluation of the usability of the tool is primarily based on a guided inter-
view with the employees. According to Döring and Bortz [5], guided interviews
can provide promising information for unexplored and unpredictable outcomes.
They also defined guidelines to execute them properly: a) contextual preparation
by determining the topic, the RQs, the target group (i.e., participants and inter-
viewers), and the interview technique; b) defining the questions for the guided
interview; and c) practicing the interview in advance. Participants’ perceptions of
the modeling session conducted in advance were explored and addressed as part
of our interview. Based on the impressions of the participants, we investigated
if 1) the modeling session was conducted properly, 2) the graphical notation has
a good Physical Quality, 3) the process of creating a model is good, 4) the tool
makes a good impression, and 5) the Perceived Semantic Quality is given.

The participants’ answers are based on their experiences with the tool so
far but mainly on the performed modeling session. Therefore, we challenged our
approach with the following interview questions, which help answer the RQs:

RQ 1: Was the modeling session conducted well?

1.1 : Was the duration appropriate?
1.2 : How was it thinking out loud while modeling?
1.3 : How was it directly answering questions while modeling?

To practically evaluate the Physical Quality of the graphical notation, we
based our RQs on the design principles for good notations by Moody [13] (see
Sect. 3.2). As mentioned in Sect. 3.3, there are no levels of abstraction included
(Complexity Management), there is no integration of different models because no
sub-models are used (Cognitive Integration), and there are no different dialects
for different tasks or user groups (Cognitive Fit). Thus, those principles are not
meaningfully evaluable with our case study, and there are no questions about
them:

RQ 2: How is the Physical Quality of the graphical notation?

2.1 : How easy is the distinction of the objects?
2.2 : Is the number of different visualizations appropriate?
2.3 : Are the elements intuitive and understandable?
2.4 : Is the use of text appropriate?

The following RQ was defined to evaluate how the process of creating a
model is perceived and how the tool supports it:
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RQ 3: Are the process and tool support for creating a model good?

3.1 : Is it easy to place the elements in the right place?
3.2 : Is it easy not to forget something?
3.3 : How useful are the supportive functions?
3.4 : What is the ratio of benefit and effort?

Then, we asked whether the tool is an appealing base platform for modeling
air conditioning facilities: As our tool is based on the ADOxx meta-modeling
platform, we started with questions about the given surface, menu items, and
icons. Further, we asked how easy it will be to integrate the tool into daily
business, whether the tool will be used in the future, and how:

RQ 4: How good is the overall impression of the tool?

4.1 : How is the surface perceived?
4.2 : How clear are the menu items and icons?
4.3 : How easy is the integration of the tool in daily business?
4.4 : How will the tool be used in the future?

Finally, we asked questions about the created model to check to what extent
the Perceived Semantic Quality could be realized. We used the work of Maes and
Poels [11] as a guide to form these questions. In [19], the authors derived different
criteria relevant to the Perceived Semantic Quality to which the questions can
be assigned: correctness (questions 5.1), relevancy (question 5.2), completeness
(question 5.3), consistency (question 5.4), and realism (question 5.5).

RQ 5: How is the Perceived Semantic Quality of the model?

5.1 : Does the model represent the facility correctly?
5.2 : Are all elements relevant for the representation of the facility?
5.3 : Does the model give a complete representation of the facility?
5.4 : Does the model contain contradicting elements?
5.5 : Is the model a realistic representation of the facility?

6.3 Results

This section describes the results we derived from the guided interview. The
answers of the participants are shown in Table 3.

Table 3. Results from the Guided Interview.

Question 1.1 1.2 1.3 2.1 2.2 2.3 2.4 3.1 3.2 3.3 3.4 4.1 4.2 4.3 4.4 5.1 5.2 5.3 5.4 5.5

Answer + + + + + + + + + N + N – + + + + + + +
“+” = Good, “N” = Neutral, “–” = Bad.
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– Modeling Session: The participants were satisfied with the conduct of
the session. 50min to create a model is perceived as a really good time for
both. Answering questions or thinking aloud while working with the tool was
no problem. The collaboration was productive and easy, as the participants
worked together for a longer time.

– Graphical Notation: Both participants perceived the graphical notation as
really good. The number of different elements is appropriate, and it is easy
to distinguish between them. Different visualizations depend on the types of
components, and the use of text is perceived as really helpful, as well as the
possibility to rotate the objects in the model. Since the visualizations were
co-developed by the employees and mainly originate from a standard they are
familiar with, it is not surprising that they have an intuitive effect on them.
The only criticism is that some elements seem a bit old-fashioned and could
be presented a bit nicer.

– Process of Model Creation: The process of creating a model is perceived
as perfect for the participants because the tool’s functions save time and
avoid mistakes. It was easy to place the elements in the correct position and
to connect them. The process is more effective now that there is always the
same procedure. You don’t forget things so easily. The configuration data
query could be improved by navigating back and forth between the dialog
boxes. This way, errors that were noticed directly can be corrected more
quickly. In addition, the note function should be usable during the process of
data input.

– Tool Impression: The tool was perceived as good but had the potential for
further improvements. The bar of the modeling elements could be bigger, so
it is easier to identify the elements. It was easy to use the tool’s functions, but
the menu was confusing in some areas because of the many icons and items.
The surface looks very old. So, the overall visualizations could be improved.
It would be quite easy to integrate this tool into daily business. Two to four
potential employees will be working with it, and it will be easy to teach the
tool handling. One participant said that collaborative work with the tool must
be made easier in the future. The Export of the file of a model is not intuitive,
and in some cases, it will be necessary to send them. For the participants,
it makes sense to integrate further functions into the tool, which have been
implemented elsewhere so far (e.g., show the status of the sensors in the tool
or diagrams of measured/calculated values). The possibilities of exports can
be further expanded (e.g., a specific export for the maintenance team).

– Perceived Semantic Quality: The answers show that there is agreement
between the actor’s interpretation of the model and their domain knowledge.
The criteria of correctness, relevancy, completeness, consistency, and realism
are fulfilled, and thus, the goals of perceived validity and perceived complete-
ness are also fulfilled. In [11], Maes and Poels have shown that the Perceived
Semantic Quality influences the user’s perception of usefulness and satisfac-
tion. The user’s overall satisfaction is further proven to be influenced by the
perceived usefulness. During the development of our DSML and tool support,
we observed these correlations, which are supported by the interview results.
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The importance of the tool for energetic inspections and the valuation of
facilities is perceived as very high. It offers many facilitations, allows the digiti-
zation of (existing) facilities, and replaces the drawing of models by hand. The
consistent process of creating models, supportive functions, and the capability
for dynamic adjustments ease the user’s work, save time, and avoid mistakes.
Explaining the tool to colleagues would be easy. The focus is on explaining the
meanings of the individual configuration data that are queried.

7 Summary and Outlook

Our presented DSML, in combination with the tool support, allows the modeling
of air conditioning facilities and supports the configuration of IoT applications.
The performed quality evaluation based on SEQUAL as a framework demon-
strates coherence with the Physical, Syntactic, Semantic, Perceived Semantic,
Technical Pragmatic, and Deontic Quality. Empirical and Social (Pragmatic)
Quality are partly confirmed by the evaluation, leading to the idea of comparing
models from different modelers in the future and involving further actors.

Evaluation of the notation based on Moody’s principles proved useful as it
resulted in several proposals on how to improve the notation. The most crucial
improvement probably is changing the sensor symbol into a new symbol in com-
bination with a relation to the component the sensor is integrated into. However,
some of the identified points will not be implemented due to the requirements
of our domain or because they conflict with other principles.

In future work, we also have to investigate if differentiation between various
user groups (e.g., the designer of the facility and the technician) could lead to an
improved Cognitive Fit of the DSML for each user group. However, this requires
the involvement of the different groups, a change of the DSML, and - most
importantly - thorough evaluation if this really results in positive effects.

The participants evaluation of the language and tool support indicated that
the tool is highly valuable. They also expressed their willingness to use it in the
future. The participants’ answers confirm that modeling is easily possible for
domain experts without modeling experience and special IT skills, and the tool
functionalities improve and speed up the processes. Tool functionality could be
expanded to include, for example, displaying sensor status or collaborative work-
ing on models. Additionally, there is potential for improving the tool’s appear-
ance and in querying the configuration data.

The main limitation of the practical evaluation is that we only investigated
one air conditioning facility. Generalization from this case to several other cases
is not reasonably possible. Further, one participant did the modeling in the
modeling session, and the other assisted. In practice, it will often be the case
that only one employee can take care of the initial modeling. More case studies
are needed to ensure the validity and generalizability of the DSML and the tool.
In future studies, we recommend also interviewing independent subjects who
were not involved in the modeling process.
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Abstract. In enterprise data management, the development of APIs
for integrating diverse information systems often entails repetitive and
labor-intensive tasks, such as translating variables and methods between
systems. The advent of low-code platforms has significantly altered this
landscape, facilitating the automatic and swift generation of APIs for
both incoming and outgoing data and service actions. This paper explores
a new approach using the Design and Engineering Methodology for
Organizations (DEMO) data models within a low-code platform. Our
methodology simplifies the API creation process by using DEMO’s Fact
and Action models. Using a low-code platform, we enable users to effi-
ciently generate endpoints for various functionalities, ranging from basic
data item lists to complex query results, all achieved through intuitive
drag-and-drop operations within a user-friendly graphical interface. This
approach not only streamlines the development of APIs for internal tasks
but also eases integration with external systems. Moreover, our approach
includes the automated scanning of data from external APIs. Utilizing
a user-friendly GUI, our system can automatically retrieve data from
external sources and align it with internal data, ensuring consistent inte-
gration. This paper details this approach, emphasizing its effectiveness
in integrating external information into local systems.

Keywords: Low-Code Platforms · DEMO · Model Driven · REST
API · Enterprise Engineering · External API Integration

1 Introduction

In enterprise data management, using REST APIs as backend web services has
become a prevalent strategy. REST APIs provide programmatic access to ser-
vices and data within applications or databases, adhering to specific architectural
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constraints. However, backend software development presents considerable chal-
lenges, requiring detailed attention to data integrity, confidentiality, availability,
and privacy, along with the ability to handle multiple requests concurrently.
Implementing such services requires extensive expertise.

This paper has, as context, the research initiative Dynamic Information Sys-
tem Modeller and Executor (DISME) [1], a low-code open-source software plat-
form based on Design and Engineering Methodology for Organizations (DEMO)
methodology. Our specific focus hereby presented, is on the challenge of rapidly
and automatically generating and managing inbound and outbound REST inter-
faces using the DEMO way of modeling approach [2], facilitated through a low-
code platform. Our goal is to enable managers and individuals in similar roles
within organizations to create and oversee REST API endpoints, eventually with
no need of programming skills.

Low-code platforms offer a viable solution for the rapid and automatic gen-
eration of APIs, covering both incoming and outgoing data and service actions.
By leveraging data models within a low-code information system, the creation of
endpoints—ranging from basic data item lists to the results of complex queries—
becomes accessible through intuitive drag-and-drop operations within a user-
friendly graphical interface. This platform not only allows execution of internal
tasks based on external system requests but also facilitates the scanning of data
from external APIs, aligning it with internal data and rules.

This paper expands the Rapid REST API Management (RRAM) approach
[3], deeply rooted in the DEMO methodology [2]. A key component of DISME,
the Action Rules specification, harnesses Blockly1, a visual code editor that sim-
plifies the configuration of business rules following a formal Extended Backus
Naur Form (EBNF) grammar. Blockly’s graphical blocks represent fundamental
code concepts, enabling users to apply programming principles without grap-
pling with syntax complexities. Building upon our expertise with Blockly, we
are developing this RRAM component for DISME, enabling the management
of inbound and outbound API interfaces through an intuitive GUI. Notably,
this component not only facilitates the (semi-)automatic generation of API con-
figurations and data formats but also automates documentation creation using
Swagger UI2

2 Literature Review

In this section, we provide a review of existing research related to the (automatic)
generation, management, and documentation of REST APIs.

Some researchers have explored code generation approaches. Wang et al. [4]
introduced a model-based method for generating code to access databases, which
was then encapsulated into RESTful APIs. While this approach minimizes efforts

1 Blockly - https://developers.google.com/blockly.
2 Swagger UI - https://swagger.io/tools/swagger-ui.

https://developers.google.com/blockly
https://swagger.io/tools/swagger-ui
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and enhances flexibility and reusability, it also comes with multiple drawbacks
such as significant initial efforts, code rigidity, and increased technical complexity.

Other studies advocate Model-driven Engineering (MDE) [5,6] as an iterative
and incremental software development process. Mora-Segura et al. [5] proposed
a solution based on multi-level modeling representing domain knowledge. It sup-
ports on-demand data loading through domain injectors, described by semantic-
rich query descriptions.

Hussein et al. [7] developed REST API Automatic Generation (RAAG), an
integrated framework abstracting layers for REST APIs, business logic, data
access, and model operations. RAAG, designed for reusability, maintainability,
scalability, and performance, significantly reduced development time compared
to traditional REST API implementations, as evidenced by a preliminary evalua-
tion. Users, including non-experienced developers, found RAAG intuitive, main-
tainable, and productive, highlighting its ease-of-use and efficiency.

Overeem et al. [8] evaluated API management maturity in major low-code
development platforms (LCDPs). Challenges arose in making APIs accessible to
inexperienced users due to the inherent simplification of LCDPs conflicting with
the complexity of software solutions. Striking a balance between simplicity and
functionality is crucial.

Brajesh De [9] emphasized the importance of user-friendly API documen-
tation for the successful adoption of REST APIs. The documentation should
offer an easy-to-understand interface, enabling developers, regardless of their
experience, to comprehend the API’s features and seamlessly start using it.

Additionally, in [10], an algorithm was proposed for generating micro-services
conforming to the OpenAPI standard from a DEMO ontological model. How-
ever, the approach generates services for all transaction acts, which is exces-
sive. Furthermore, implementation limitations, such as defining value types and
DELETE operations, were encountered. Addressing these issues, it was noted
that while, ontologically, facts cannot be changed or deleted, practical implemen-
tations require such capabilities, considering regulations like European GDPR.
Our proposed solution aims to overcome these limitations.

Despite diverse studies on REST API generation and management, some
methods rely on complex tools or demand specific experience, limiting their
accessibility. Some lack support for various databases, only allowing data
retrieval, while others primarily focus on code generation [4]. However, it is evi-
dent from the evaluated papers [4,6] that (semi-)automatic generation of REST
APIs is a viable option. Properly executed, this approach simplifies the pro-
cess, enabling individuals with limited programming experience to participate.
Equally significant is the emphasis on creating user-friendly API documentation,
ensuring both experienced and inexperienced users can understand and utilize
the API effectively.
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3 DEMO Models

Building upon the foundational concepts of Design and Engineering Methodol-
ogy for Organizations (DEMO) [2], our innovative approach to automatic API
generation builds on the latest advancements in DEMO Models. These advance-
ments, detailed in [1,3,11–17], represent a paradigm shift in their user-friendly
approach when contrasted with traditional methods [2]. Let us explore the key
components in detail:

3.1 Fact Model (FM) and Fact Diagram (FD)

At the heart of DEMO lies the Fact Model (FM) [13], aiming to represent an
organization’s products and services. The FM defines an organization’s state
and transition spaces within the production world [2]. A relevant artifact within
FM is the Fact Diagram (FD), which provides insights through two lenses: the
Concept and Relationships Diagram (CRD) and the Concept Attribute Diagram
(CAD).

In the CRD, relationships are portrayed using arrows, symbolizing attributes
in one concept that link to instances in another. This visual representation
clearly shows the dependencies between concepts. Notably, binary fact types
are categorized into three distinct relationships: one-to-one, many-to-one, and
many-to-many, each distinguished by specific symbols. For instance, one-to-one
relationships feature connectors with dual arrows, denoting exclusivity.

The CAD, an extension of CRD, carefully outlines concepts’ attributes. Each
concept is encapsulated within a collapsible box, detailing its attributes and
corresponding value types. This detailed breakdown enhances the comprehension
of concept properties [11,13].

3.2 Action Model (AM) and Action Rule Specification (ARS)

DEMO’s Action Model [12] comprises the organization’s operations, guiding
actors through transaction coordination acts. Action rules are specified to direct
actors in their roles. What sets DEMO apart is its adherence to communica-
tive rationality, allowing actors the flexibility to adapt their behavior based on
professional judgment and expertise.

The evolution of Action Rule Specification (ARS) languages has been a key
factor in ensuring clarity and accuracy. The contemporary ARS encompasses
three vital elements: the event (coordinated actions), assess (validity claims),
and response (action instructions), which brings unneeded complexity and lack
of precision. In [16] we have proposed an alternative ARS language, formalized
with EBNF. In Fig. 1, we present an example of an Action Rule in Blockly.
This new approach integrates expressions, logical conditions, validations, input
forms, and templated-document outputs. By streamlining the syntax, it enhances
practical application and functionality needed for our RRAM approach.
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Fig. 1. Action rule for the request of “Rental Contracting” transaction

4 Our Low-Code Platform Approach

The Rapid REST API Management (RRAM) component is being developed as
part of DISME, which comprises two main components:

1. The System Modeler: a comprehensive toolset within DISME, enabling
users to describe organizational artifacts effectively. It includes:
(a) Diagram Editor, which allows visual representation of processes

through DEMO models, automating database entries and enhancing
design [1].

(b) The System Specifier that simplifies the management of model ele-
ments, roles, processes, transactions, and entity types, eliminating the
need for programming skills [1].

(c) Action Rules Management that utilizes structured English and
Blockly to specify process logic and inputs, streamlining complex business
rule creation without extensive programming knowledge [1].
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(d) Forms Management integrates Form.io for seamless form creation,
ensuring precise alignment between specified inputs and user-filled forms
[1].

(e) Dynamic Query Management component that empowers users to cre-
ate queries effortlessly through a graphical interface, utilizing property-
operator-value triplets. This feature enables dynamic and flexible data
retrieval, accommodating diverse information needs [1].

2. System Executor: Facilitates the direct execution of the modeled informa-
tion system in production mode. It consists of the Dashboard, providing the
user interface for organizational tasks, and the Execution Engine, ensuring
information and process flow aligns with the system’s specifications [1].

DISME progress has been validated through the application of these func-
tionalities to the NexusBRaNT case [18].

The RRAM approach capitalizes on the ongoing DISME development and
DEMO methodology to generate endpoints, accessible both within the local sys-
tem and externally. The goal was to seamlessly integrate rapid and/or semi-
automatic REST API generation and handling into DISME, an evolving system.
RRAM is being built upon existing features such as Action Rule specification
and the complex query modeling, developed through Blockly and jQuery Query-
Builder3, that gives it a strong foundation. Extending these components by uti-
lizing existing information such as business facts, attributes, action rules, and
queries, will complement the creation of a dedicated component for modeling
and specifying REST API endpoints.

To address our research challenge, we outline four primary functionalities nec-
essary for seamless integration with other systems through REST APIs. These
functionalities encompass:

– Simple CRUD Operations: This involves Create, Read, Update, and
Delete operations on data from the local DISME system. These operations
are facilitated through intuitive interfaces, allowing users to specify the data
to be exposed via the API. The complexity of these operations is mitigated
as each operation involves a single concept from the system.

– Query-Based Data Provision: DISME facilitates query-based data provi-
sion, allowing users to retrieve specific datasets based on their requirements.

– Integrating internal execution with external endpoint calls: This
functionality involves aligning internal action rules and corresponding local
data with data required from external systems.

– Enabling internal execution by local endpoint calls: DISME matches
local endpoints provided to external systems with internal action rules, ensur-
ing seamless integration.

API endpoint details, including HTTP methods, parameters, and response
fields, are inferred from their specifications within our system. This informa-
tion not only specifies the endpoint but also auto-generates API documentation,
facilitated through Swagger UI.
3 jQuery QueryBuilder - https://querybuilder.js.org/.

https://querybuilder.js.org/
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4.1 Simple CRUD Operations

This facet involved creating endpoints for Create, Read, Update, and Delete
operations for each of DISME’s internal concept/entity types. These operations
are straightforward as they involve only one concept from the system, reducing
their complexity. DISME offers an interface enabling users to select the informa-
tion to expose via the API, including specific entity type properties/attributes for
CRUD operations. These selections are stored in the DISME’s database tables,
automatically generating the corresponding endpoints.

4.2 Query Based Data Providing

In scenarios where simple CRUD operations fall short, DISME offers another
solution, the association of complex queries with specific endpoints. We devel-
oped an intuitive interface enabling users to configure complex queries almost
effortlessly. This component operates on the principle of specifying queries and
their filters through triplets of property-operator-value, all selected via drag-
and-drop actions in a user-friendly graphical interface, eliminating the need for
any programming expertise.

In the first step, users select the entity types focused on in the search as seen
in Fig. 2, with the initial selection serving as the Base Table—the entity type
where the search for entity values occurs based on defined filters.

Fig. 2. Query interface - Step 1 - Select Entity Type.

The second step involves defining the query’s properties. For each selected
entity type, users specify the properties to be included in the result as well as
properties to be used in the filters, as seen in Fig. 3.

These selected properties form the basis for specifying triplets of property-
operator-value in step three. There, users define rules and rule sets that are
applied to the main query, akin to conditions and sub-conditions. Users choose
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Fig. 3. Query interface - Step 2 - Select Properties.

the type of rule (and/or), the property to be filtered, the query’s operator, and
the value restricting the result as seen in Fig. 4.

Fig. 4. Query interface - Step 3 - Specify Filters.

Configured queries as seen in Fig. 5, with clearly specified result properties,
facilitate the configuration of API endpoints whose responses align with the
query results. Users can view the list of properties related to a query and select
the relevant ones to be included in the API response. This also applies to filters;
users can specify one or more filters as query parameters, leaving the values to
be assigned at runtime—for instance, when an endpoint is called with specific
parameter values.

It’s important to note that the DISME’s database uses tables with names:
entity type and property for specifying the enterprise’s data model, yet in
DISME’s user interface, we utilize the names: concept and attribute, from the
adapted DEMO’s FM meta-model, corresponding to entity type and property,
respectively.
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Fig. 5. Configured Queries.

4.3 Integrating Internal Execution with External Endpoint Calls

For the integration of internal execution and external endpoints calls, a series
of tasks had to be undertaken, the first part was the creation of the new inter-
nal actions. This was achieved with the addiction of several new elements to
the grammar and respective blocks to Blockly and their supporting structure,
namely:

– Show Result: An action developed to display external API call results to users
through a dedicated interface. This involved creating a new action type within
DISME, allowing users to visualize data obtained from external systems.

– Create Entity(ies): Another action type was implemented to import values
from external systems into DISME. This required mapping external data to
corresponding internal entities and properties, ensuring data integrity within
DISME.

– Create Temporary Entity(ies): A specialized action was developed to perform
external calls and store temporary data within DISME for user input during
the execution of action rules.

– Matching: A component that allows the user to create a correspondence
between the properties of the entity selected in the create entity(ies) block
and the properties existing in the content of the API call result.

– Temporary Matching: A component similar to matching, but with the respon-
sibility of matching the system’s properties with the properties returned by
the REST API.

The second task was to modify the REST API component, to accommodate
the new necessities, namely by creating the API Request Service to facilitate
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external API calls. This service allowed configuration of common parameters
such as headers, URL, request body content, and request type (POST, GET,
PUT, DELETE). This abstraction reduced code duplication and enhanced sys-
tem modularity. It also accommodates the Integration Logic, by making sure
the REST API component was properly integrated with DISME’s internal logic.
This involved creating a communication bridge between the DISME backend
and external systems.

And to conclude the second task, handling external responses, a component
was designed to handle responses from external systems, which could be in JSON
or XML format. DISME processes these responses, allowing users to interact with
the retrieved data.

The last task was data management, namely create a temporary data storage
to handle temporary data from external systems, a strategy was devised to store
this data within temporary tables in the DISME’s database. This ensured that
external data could be utilized within the DISME context without compromising
the overall system integrity.

The Form Generation and User Input allows the DISME dynamically gener-
ated forms for user input based on temporary data. These forms allowed users to
interact with and validate external data before incorporating it into the DISME’s
internal structure.

Finally, it specifies the mapping and correspondence by implementing mech-
anisms to map external properties to internal properties, allowing seamless inte-
gration of temporary data. This mapping ensured that temporary data could be
utilized effectively within DISME’s entities and properties.

With these three tasks it was possible to integrate internal execution with
external endpoint calls in REST API component. In Fig. 6 we have an example
of configuration of an external API call.

Fig. 6. Example of configuring an external API call.
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4.4 Enabling Internal Execution by Local Endpoint Calls

In order to enable the implementation of local endpoints for creating new objects,
we first needed to develop the new Blockly blocks that will contain/request all
the information that is required to properly create an endpoint, in the form
of internal action rules, as well as some additional information to create the
respective documentation.

The information required for each endpoint is the following, but some of them
may be deduced or be used to deduce each other:

– HTTP method
– URI
– URI parameters
– Endpoint name
– The listing of attributes of the object to be created, each attribute containing:

• name of the attribute
• description of the attribute
• entity type
• value type (number, text, date,...)
• restrictions and/or validations (e.g. check if a number is greater than 0)
• an example of a possible value for this attribute
• mark the attribute as mandatory or optional

– The action(s) to be executed:
• creating the database records, by matching each endpoint attribute with

the corresponding entity type attribute
– The responses:

• Success:
∗ Generic success message
∗ The newly created/updated, queried or deleted object, picking which

attributes should be returned
• Error - depending on the type of error a message is generated accordingly

Although the Action Rules Management Component of DISME already has
many customized blocks, we needed to create a few new blocks and/or personal-
ize some of the existing ones to support this new feature. Firstly, the main block,
that is used as a starting point to create any action rule, had a new option added:
“local endpoint call”, which turns the block into a specific template for creating a
new endpoint, namely the endpoint’s path, the endpoint arguments/parameters,
the request body, the action(s) to be executed and the possible responses. The
main block, with the “local endpoint call” option selected is shown in Fig. 7.

Then we created a block to collect the information for each parameter, which
can be used to set endpoint parameters/arguments, as well as the request body
parameters. The information required to complete this block is: name of the
parameter, a brief description that is used to create the documentation, the
internal entity type, the internal property, an example value for the parame-
ter, a checkbox to determine whether the parameter is mandatory and also, if
needed, the option to add “validation condition(s)” can be chosen. If so, it will
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Fig. 7. The starting block, with the new execution type.

Fig. 8. The “parameter” block with validation condition

be possible to choose one or more validation conditions among a limited list of
possible validations based on the value type of the parameter. An example of
the “parameter” block can be found in Fig. 8.

If the endpoint has nested objects in the request, there is also the option of
using the “parameter set” block, which uses the same “parameter” blocks inside,
as shown in Fig. 9.

Then we changed the behavior of the “action” block when it is associated to
the block in Fig. 7 and the “local endpoint call” option selected. The “action”
block has now the “create record” option selected, and it will allow us to create
the database records. In the entity type, we choose which of the existing entities



Rapid REST API Management in a DEMO Based Low Code Platform 85

Fig. 9. The “parameter set” block

we are creating a new record and select a checkbox if duplicate records are
allowed. In property(ies) we use a new block called “matching” which matches the
property of the entity type to the property received as an endpoint parameter. In
Fig. 10, an example of the “action” block with two “matching” blocks is presented.

Fig. 10. The “action” block and “matching” blocks

To conclude, we need to configure the response. If there is any error while
executing the endpoint, a message and a HTTP status code will be returned
accordingly. In case of success, we have the option of sending a generic success
message, as shown in Fig. 7, or we can choose to return the newly created object
as a response. To do this we select the “created object” option, and then we
can add as many “response property” blocks as we need, where we fill in the
property name how we want it to be in the response and the internal entity
type and property it corresponds to, as shown in Fig. 11. The reason to set
these properties instead of deducing them from the request or the entity itself
is because the objects may contain more properties that have, perhaps, been
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generated by the endpoint and also because we might not want to return every
property, but only a few of them.

Fig. 11. The “response property” blocks inside the success block

Also, similarly to the “parameter” blocks, it is possible to use the “response
set” block to return nested objects, which uses the same “response property”
blocks inside, as presented in Fig. 12.

Fig. 12. The “response set” block

4.5 Extending the Action Meta Model’s EBNF Grammar

This paper makes an additional contribution by suggesting an extension to the
existing EBNF grammar for DISME’s action rules. The modifications outlined
in this section directly pertain to Subsect. 4.4. In Figs. 13, 14 and 15 presented
below, we only specify and subsequently explain the new or updated concepts
within DISME’s action rule EBNF grammar. This approach is taken to avoid
excessive space usage and to maintain the focus on the relevant discussion.
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An action rule operates within the context of a predefined transaction type
within the system. This rule is activated during a specific transaction state. Our
proposal broadens the definition of an action rule by introducing an execution
type that is categorized into two distinct modes: native execution, which per-
tains to the standard execution of action rules through user interactions on the
platform’s dashboard, and local endpoint call execution, which involves execut-
ing the rule through an external system’s API call to a defined system endpoint,
as previously described.

In the case of defining an action rule with the ‘local endpoint call’ execu-
tion type, as previously shown, it is necessary to specify the local endpoint that
external systems will interact with. This is followed by detailing the API call’s
parameters, which may include mandatory or optional system properties. Finally,
one must define the expected response from the call. This allows for the explicit
specification of individual properties, including their name and value type. Alter-
natively, a group of properties can be defined by specifying their names and then
selecting them from an entity type within the system.

Fig. 13. EBNF table - Part 1
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Fig. 14. EBNF table - Part 2



Rapid REST API Management in a DEMO Based Low Code Platform 89

Fig. 15. EBNF table - Part 3

5 Conclusions and Future Work

In this paper, we have introduced a novel approach to the management of
rapid REST API development using the DEMO methodology and a model-
driven low-code solution. Our solution, embedded within the DISME platform,
offers a methodical way to create and manage APIs. By leveraging and updating
DEMO’s Action Meta Model, we enable the automatic or rapid generation of
both incoming and outgoing APIs through an intuitive drag-and-drop interface.

Our approach of combining refined DEMO Action Models with DISME low-
code platforms components, reduces the complexities of API development and
management, reducing the time and effort traditionally required. The automatic
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generation of API documentation ensures clarity and improves system maintain-
ability. In line with these advancements, our ongoing efforts will include com-
prehensive testing, encompassing usability, integration, and performance tests,
to ensure the enhanced functionality meets the users’ needs effectively.

Building on this foundation, in a specific component of DISME, we allow
the development of dynamic query functionalities enabling users to dynamically
parameterize queries. This enhancement allows users to define query parameters
during execution, enhancing the flexibility and utility of our API management
solution.

Future work involves integrating the ability to handle REST requests with
dynamic parameters, augmenting the capabilities of the action rules configured
in DISME and offered in local endpoints to external systems. Also, currently, we
support just simple token authentication methods and REST standard and we
plan to support, in the future, more complex authentication methods (and their
management too) like OAuth and also the SOAP standard.
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Abstract. The paper introduces a new concept – discovery power – that can be
used to characterize an enterprise modeling language. The concept is different
from, but connected to, the concept of expressive power. The concept is defined as
“the degree of help provided by the structure of an enterprise modeling language
to expand a partly built model or fill gaps in it”. The paper also suggests a way of
evaluating the discovery power of enterprise modeling languages.
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1 Introduction

The term Expressive Power of a language, especially an artificial language, was intro-
duced quite a long time ago for programming languages, see [1], which is from 1991.
The informal definition of the concept applied to a language in general in Wikipedia
sounds like “the breadth of ideas that can be represented and communicated in that
language” [2]. This definition needs to be more precise to be used in practice, e.g., for
comparing the expressive power of two candidate languages. Therefore, several more
exact definitions of the concept were created for specific kinds of languages. For exam-
ple, for workflow-basedmodeling languages, patterns are used to evaluate the expressive
power of a workflow language [3]. The language that formally expresses all possible
patterns has the best expressive power. In the domain of programming languages [4],
the language that allows defining a solution in terms of the problem rather than in terms
of an abstract machine is considered to have a greater expressive power. This means
that the expressive power can, for example, be defined as a length of code to express a
particular algorithm. That is, the language requiring less code has a greater expressive
power with regard to a certain kind of algorithms.

In this paper, we are investigating enterprise modeling languages in relation to their
usage for helping humans decide on the course of action, i.e., the area of application of
modeling is human-based decision-making. It means that the interpreters of the models
are people, not machines. Based on our experience, the model used in such a situation
does not need to be formally correct to be useful. Also, a human’s understanding of the
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model to a high degree depends on the labels assigned to itsmodeling elements; the labels
need to be meaningful to the decision makers that would use the model. Therefore, a
model created in a modeling language with a few concepts can still be useful if the labels
are chosen carefully. Still, with equally good labels, some models can be more useful,
as they highlight essential elements by using special means that exist in the language.

The expressive power is not the only modeling language characteristic that should
be taken into consideration when deciding which language to use. In this paper, we
introduce another characteristic that does not exist in the research literature: discovery
power. The importance of this characteristic depends on the context of the project in
which the model is created. If all information needed to build a model is already known,
the discovery power of the modeling language is not relevant to the project, while the
expressive power is. In such a case, the main point is to be able to express all vital
information by means of the language. When the information needed to build a model
is unavailable beforehand, the discovery power can be of importance. Informally, the
discovery power can be defined as “help that the structure of the modeling language
provides for identifying elements of reality to be depicted in the model”. As an example
of discovery power, consider the specialization relation that exists in many modeling
languages. When some object/class has been identified and put in the model, e.g., a
customer, this relation can be used to investigate whether there are different types of
customers, e.g., private and organizational customers.

The situation when the discovery power is relevant for the project is determined
by the relation between the modeler or modeling team and the enterprise that should
be depicted in the model. If the modeler or team has experience in modeling a similar
enterprise, the discovery power of the language might not be important. However, if
the enterprise is in the domain where the modelers do not have experience, choosing
a language with substantial discovery power can help to build a relevant model or, in
a lesser case, minimize the time and other resources needed for building the model.
Even the latter is essential for practice, as the resources allocated to a modeling project,
including the time the stakeholders answer the questions, are always limited.

Help from the structure of themodeling language is not the only source for unearthing
the information needed for building the model. There are other methods to discover
information to build a model, like modeling patterns [5]. However, these methods may
not be sufficiently developed for some domains, especially considering that new domains
are constantly emerging, e.g., cloud hosting, IoT, etc. Besides, having help from the
modeling language has advantages, as the place inside the model where the discovered
elements should be put is already determined.

The two characteristics of modeling languages – expressive power and discovery
power – are not entirely independent. The degree of dependency is related to the way
these terms are defined. Also, these characteristics are not absolute; it is not always
possible to say that one language has more expressive or discovery power than another.
One language can havemore power than the other onlywith respect to some elements that
need to be depicted or discovered. Thus, the choice of language depends verymuch on the
purpose for which a model is to be built. Also, in some circumstances, several modeling
languages can be used. For example, one language with an appropriate discovery power
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is used to get an overall picture, and another language with a proper expressive power
is used to add details to the overall picture.

This paper aims to introduce the concept of discovery power and suggest a way of
establishing the discovery power of an enterprise modeling language. Methodologically,
this work belongs to the Design Science (DS) paradigm [6], as its final goal is to develop
an artifact – an approach to evaluate the discovery power of enterprise modeling lan-
guages. Note, however, that the style of this paper is nearer to the essay style than to the
DS papers styles. This corresponds to our primary goal for this paper – to introduce and
justify a new concept. The essay style is not uncommon for such a goal; for example,
Michael Polanyi uses it to introduce the tacit dimension [7].

The rest of the paper is structured in the following manner. In Sect. 2, we analyze
the already existing concept of expressive power. In Sect. 3, we introduce the concept
of discovery power. In Sect. 4, we discuss the way of analyzing the discovery power of
enterprise modeling languages. Section 5 contains concluding remarks and plans for the
future.

2 Analyzing the Concept of Expressive Power

In this section, we will try to give a more exact definition of the concept of expressive
power in relation to the chosen type of modeling languages, in our case, enterprise
modeling languages, and chosen usage of the models, in our case, decision-making by
human beings. The general notion of whether some pattern of reality can or cannot
be expressed in the language does not give us much room for comparing languages.
For example, most enterprise modeling languages have the concept of the association
relation, with the help of which one can depict any relation between two concepts by
adequately setting a label on the association. We consider that if one language uses a
specific relation between two concepts, and the second one employs a generic relation,
like an association, to depict the same kind of relations, the expressive power of these
languages is different. More precisely, the first language has a higher expressive power
with respect to the specific type of relations. The second language just “codes” the
relation using more generic means.

To illustrate our way of thinking, below, we will present a pattern taken from [8], and
present it in three different enterprisemodeling languages.We do this exercise twice, first
using abstract labels and second using labels that explain the elements’ meaning. The
three languages we use are ArchiMate [9], IDEF0 [10], and Fractal Enterprise Model
(FEM) [11, 12]1. The models with abstract labels are presented in Fig. 1a, 1b, and 2.
Below, we present some explanations for those unfamiliar with these languages.

In the ArchiMate model, all elements, except Y, are from the technology layer:

• X represents a facility, which is shown by the icon in the upper right corner.
• Y represents a role, which is shown by the icon in the upper right corner. The role

can be assigned to an agent.

1 The choice of languages is based on (1) all these techniques having a certain degree of discovery
power; (2) we have experience in using them in practice and/or educational contexts. As far as
FEM is concerned, this modeling technique is our invention.
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• Z represents equipment, which is shown by the icon in the upper right corner.
• V represents an interface, which is shown by the icon in the upper right corner. The

interface is part of the equipment, which is shown by a special type of relations with
a diamond tail; the relation is marked as #3.

• W represents behavior – a technology service, which is shown by the icon in the
upper right corner.

• A, B, and C represent materials, which is shown by the icon in the upper right corner.
• The relation #1, represented by an arrow with a round tail, shows the assignment.

There are three assignments in the model. Equipment Z is assigned to facility X,
which means it is placed inside the facility. Service W is assigned to equipment Z,
which means that equipment Z is used in service W. Role Y is assigned to facility X,
which means that an agent that fulfills the role operates everything inside the facility.

• The relation between the interface and the role, marked by #2, is a serving relation;
it means that role Y operates equipment Z via interface V.

• The relations #4 and #5 are access relations. The relationsmarked as #4, with a dashed
line and arrows on both ends, are of type read/write, which means that service W
both investigates materials A and B and changes them. The relation marked as #5 is
of type write, which means that W changes C.

Fig. 1. Anonymous model. (a) Left - a model in ArchiMate. (b) Right - the samemodel in IDEF0.

In the IDEF0 model of Fig. 1b, a rectangle represents a function; it can be a business
or a technological function. Arrows coming from the left represent the inputs of the
function, and arrows coming out on the right represent the outputs of the function.Arrows
coming to the bottom represent mechanisms used to transform inputs into outputs; it can
be people, equipment, etc. Arrows coming to the top represent control mechanisms
that steer the function execution; there is none in Fig. 1b. The connection between the
functions is presented as output from one function coming as input, mechanism, or
control to another function. Some arrows can come outside the given organization, and
some outputs can go outside the given organization. The model in Fig. 1b has only one
functional shape representing function W that transforms inputs A and B into output C,
using X, Y, and Z as mechanisms. Note that element V from the ArchiMate model has
no representation in this IDEF0 model.

In the FEM model of Fig. 2, an oval represents a process – a repetitive behavior; a
rectangle represents an asset – a set of things or actors that can be used in or managed
by a process. An arrow with a solid line represents the used-in relation between an asset
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Fig. 2. The same model in FEM (anonymous)

and a process; each arrow is provided with one or several labels from a standardized set
of 8 labels. An arrow with a dashed line represents the managed-by relation between
the asset and the process; each arrow is provided with one or several labels from the
standardized set of three labels – Acquire, Maintain, and Retire. The first label means
that new elements are added to the asset, the second label means that some elements are
changed to restore their working conditions, and the third label means that the elements
are removed from the set.

The label stock has a special meaning; it shows that some of the elements of the
asset are consumed in each successful run of the process (a run is one cycle of repetitive
behavior represented by a process). The special meaning of stock is also represented by
the corresponding arrow’s special tale (starting point). The stock label can be assigned
to an arrow alone or accompanied by another label. When alone, it represents some
consumables – parts of the assembly, reserve parts, etc. This label roughly corresponds
to the input concept of IDEF0 (see Fig. 1b).

Comparing the anonymous models, we can see that some aspects of the model
are given more precisely in one model than in the others. For example, we can see
that X is a facility, Y is a role, and Z is equipment in ArchiMate. In IDEF0, X, Y,
and Z are mechanisms without any precision of what kind. FEM takes an intermediate
position between the other two. X and Z serve as technical and info infrastructure; Y
is a workforce, i.e., people employed by the given organization. Relations #4 and #5 in
ArchiMate do not explain what for A, B, and C are used. In IDEF0, A and B are inputs,
and C is an output. The same is expressed by the Stock relation for A and B, and Acquire
relation for C in FEM. The latter means that process W adds new elements to C.

Now, let us have a look at the same models but with properly set labels, which are
represented in Fig. 3a, 3b, and 4. The model in Fig. 3a was taken from [8] (View 30) and
slightly adjusted by setting labels on the access relations. With the labels, the models
could be equally understandable for business people, except that some facts are not
represented in all of them; for example, the interface is not presented in the IDEF0 and
FEM models. Also, the equipment being inside the factory is not represented in IDEF0
and FEM, but it could be easily understood by a business person investigating the model
based on common sense.
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Fig. 3. Models with labels. (a) Top - the ArchiMate model. (b) Bottom - the IDEF0 model.

Fig. 4. The same model in FEM (with labels).

Going back to the concept of the expressive power of enterprise modeling languages,
we give two different definitions of the concept:

1. Absolute expressive power is defined via negation. It concerns whether some part
of reality can be expressed in a given language. If it cannot be expressed, we say
that the given language does not have the expressive power to depict this part of
reality. According to this definition, a language where most relations are depicted as
associations, as in UML class diagrams, has quite good expressive power.

2. Relative expressive power for comparing languages that have the absolute expressive
power to depict a specific part of reality. Suppose some part of reality is expressed
by specific means in one language and by more generic means in another. In that
case, the first language has a greater expressive power than the second one with
respect to this part of reality. A good way to discover the difference is to compare
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anonymized models, as was done in the first exercise in this section. IDEF0 and FEM
have a better expressive power regarding output/input relations than ArchiMate. The
latter uses more generic means – access relation, while the other two use specific
means for output/input.

If we already know what we need to depict, the first definition can be used for
choosing the language, and the second can be totally ignored. If, however, we need to
discover and depict, the second definition can be important as it is directly connected
to the discovery power of the language, as discussed in the next section. Note that the
definition of expressive power in programming languages given in [4] corresponds to
our definition of relative expressive power.

3 Introducing the Concept of Discovery Power

To introduce the concept of discovery power, we need to discuss the context in which
the model is being built and used. We will use an OODA loop as suggested by Boyd
[13], which is depicted in Fig. 5, though this sketch was meant for a different situation
than ours2. The central point of the OODA loop isOrient – an activity that allows one to
get a clear view of the situation, which is then used to generate a hypothesis for action
(Decide). The orientation in the Orient phase is done based on the information from the
Observe phase obtained under the guidance and control from the Orient phase.

The OODA loop is based on managing implicit or tacit knowledge, in terms of
Michael Polanyi [7]. This relates to Boyd’s military profession, dog pilot, and the need
to make and change decisions quickly. Therefore, the model of the situation produced
by orientation and used for decision-making is made on the tacit, not explicit, level.
For building this tacit model, the actor (usually one person) uses his/her experience and
so-called his/her mental (general model) of reality. These components also guide the
observation activity.

A situation where an enterprise model is built and used is different, as it has an
explicit component in both building the model and gathering data for building it; the
latter is equivalent to the Observe phase. Applying the OODA cycle in this situation
requires an adaptation of the diagram presented in Fig. 5. An explicit model is provided
by the Orient phase to the Decide phase (Feed forward in Fig. 5). Moreover, the Orient
phase should provide not only implicit but also explicit guidance to the Observe phase.
This is in line with other works that adapt the OODA cycle for business analysis; see, for
example, the work of Patrick Hoverstadt [14], who adapted the OODA cycle for agile
strategy development and implementation.

In this paper, we are primarily interested in two phases Observe and Orient. Feed
forward from the Observe phase to the Orient phase is information based on which
an enterprise model is being built. For our case, these two phases and their connection
are presented in Fig. 6. Feed forward from Orient to Decide is an enterprise model
based on which a decision on actions is taken. In general, the model should include

2 The choice of the OODA cycle for describing the context of building models is based on it
being in correspondence with our experience. The choice does not exclude the application of
other approaches, but this issue is outside the scope of this paper.
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Fig. 5. Original OODA loop, adapted from [13].

information about the environment of the enterprise in focus, e.g., competitors, and about
the enterprise itself, e.g., its capabilities. The information needed to build the model can
be obtained from different sources, including documents describing the environment or
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the organization itself, interviews with stakeholders, facilitating workshops with them,
and actual observations of what is happening outside or inside the organization.

Fig. 6. Adaptation of OODA cycle for a case when orient should produce an explicit model (only
two phases presented)

Gathering new information in the Observe phase is guided and controlled partly
implicitly (as in Fig. 5) and partly explicitly. Explicit guidance and control can be in the
form of questions for interviews, instructions onwhat specific information ismissing and
needs to be obtained, etc. This control is partly defined by the experience and background
of themodelers,which is depicted in Fig. 5 asPrevious experience,CulturalHeritage and
Genetic Heritage. The other part is provided by the structure of the modeling language
that is used to build the model. This structure defines which entities and relations should
be found in the environment and organization. For example, based on this structure,
specific interview questions can be asked, or gaps in the model being built initiate
looking for certain kinds of information in the documents.

We consider that the chosen language has enough absolute expressive power for
the current task. The need to have better relative expressive power depends on the con-
crete situation. For example, if the modeling team has experience in modeling a similar
organization, then the guidance for Observe and building the model can be based on
the experience. Another example is when the language is quite general, but there exists
additional material on how to use it in certain situations, e.g., a set of patterns that can
be looked for, which are expressed in the language. In a situation where the domain to
which the targeted organization belongs is new for the modeling team, and there are few
easy-to-use guiding materials, the structure of the modeling language could help. This
can be true if the language has specific means for expressing certain important ideas, i.e.,
it has a better relative expressive power than other possible languages. These specific
means can provide explicit guidance and control for gathering information and building
the model.

Note that the OODA loop does not imply that its four phases are done consequently;
they all happen simultaneously, and there is tight cooperation between them. It means
that building an enterprise model starts as soon as some data has been obtained, and
new guidance is produced to get information to continue building the model and filling
gaps discovered in it. Based on this deliberation, we can define the concept ofDiscovery
power of an enterprise modeling language as.
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“Degree of help provided by the structure of enterprise modeling language to
expand a partly built model or fill gaps in it”.

Under the structure here, we mean not only syntax but a combination of syntax,
semantics, and pragmatics of the language that facilitates looking for missing informa-
tion. This help consists of explicit guidance and control provided by the Orient phase to
theObserve phase. Consider an example: suppose we use IDEF0 as amodeling language
and already have a functional element F with an output O. The relevant guidance for
the Observe phase is to find another functional element for which O serves as an Input,
Control, or Mechanism. There are two options: (1) it already exists in the model, (2) it
does not exist in the model. In case (1), a connection between two functional elements
of the type output-input, output-mechanism, or output-control is added. In case (2), a
new element and a new connection are added to the model. In both cases, the model
is extended, or some gap is filled. This example shows that IDEF0 has a Discovery
power of a specific type – finding new functional elements connected to the already
known functional elements based on output-input, output-mechanism, or output-control
relations between the functional elements.

As we can see from the example, the discovery power is connected to specific means
to express specific ideas, e.g., input, output, mechanism and control. If all relations were
presented as an association or access (as in ArchiMate), the discovery power to add new
elements to the model would have been lost, and the modelers would be left to rely on
their experience or additional materials to find new functional elements.

The original OODA cycle has only implicit guidance and control from the Orient
to Observe phase. This is consistent with a military situation, especially in a dogfight,
when there is no time for explicit control. One of the differences between Fig. 5 and our
adaptation in Fig. 6 consists of feedback from Orient to Observe on the tacit (implicit)
level in Fig. 5 is complemented by the feedback on the explicit level. However, this
change does not imply that the Orient phase does not have constraints in the form of
limitations on the resources, including time available for finishing the task. The time
to build the model in a practical project is always limited, as well as, for example, the
availability of stakeholders to answer questions. Therefore, additional means provided
by the structure of the language for getting information could be of value unless the
team has other means that provide this information quicker. In case of a modeling team
lacking experience in the domain, the discovery power of the modeling language can
help in completing the modeling project with constraints on resources, including time,
and producing a model of a good enough quality.

As follows from the deliberation above, the discovery power of a language lies in
specific means to express some ideas. The more specific these means are, the more
discovery power the language has with respect to the ideas expressed by these means.
Actually, any language that can be used for enterprise modeling has some specific means
for expressing some specific ideas. Also, there are some specific means that many lan-
guages share. For example, a specialization relation, which exists in many modeling
languages, can be used to ask a specific question after some conceptual element was put
in the partially built model, e.g., a customer: “Do you have different kinds of customers?”
This question can provide explicit guidance/control to the Observe phase.
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Despite similarities between enterprise modeling languages, some expressive means
are specific to a specific language. For example, the ArchiMate’s specific means are
quite different from those of IDEF0 and FEM, as could be seen from the discussion in
Sect. 2. Specific means in IDEF0 and FEM are more in line with each other; see [15]
that compares these languages. The specific means for expressing the ideas determine
the discovery power of the language. As they are different for different languages, the
investigation of their discovery power needs to be done separately for each language.

Using an adapted OODA cycle in the deliberations above is directly connected to
the fact that our definition of discovery power concerns the help a modeling language
provides for building so-called as-is models. This is the primary usage envisioned for
the new concept. This said, nothing prevents using the concept in other situations, for
example, if one wants to create a model for a new business, e.g., a start-up. However,
this concept is too general to be useful for analyzing as-is models to find places for
intervention, though it can be partly helpful in deciding how a to-be model should look.
The usage of the concept of discovery power in contexts other than building as-is models
is outside the scope of the current paper.

4 Formal Discovery Rules and Their Limitations

As was defined in the previous section, the discovery power of a language can be
expressed by the level of explicit control the language structure can provide for extend-
ing a partially built model or filling gaps in it. The idea can be formalized as a set of
discovery rules, each of which has two parts: (1) a query pattern that should match a
small fragment of an already built model, and (2) an extended pattern that includes new
elements to be found. Figure 7 presents an example of such a rule for ArchiMate.

In this example, the left part shows the query pattern – a service with an assigned
actor and an application component that supports the service. The right part shows the
extended pattern that includes an application interface the actor uses to operate the
application component. Thus, a new element, highlighted with the rose (gray in the
B&W print) background color, should be added to the model and connected to the
already existing elements by the composition relation (to the application component)
and the serving relation (to the business actor). Another example of the same sort is
presented in Fig. 8. It also concerns finding an application interface that the actor uses
for invoking a particular application service.

Fig. 7. A discovery rule for ArchiMate: left – query pattern; right – extended pattern
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Fig. 8. Another rule for ArchiMate: left – query pattern; right – extended pattern

In Fig. 9, we present an example of a discovery rule for IDEF0. Suppose the output
of a functional element has been established. In that case, the next step is to find where it
goes, thus finding another functional element that consumes the output as input, control,
or mechanism.

Fig. 9. A discovery rule for IDEF0: left – query pattern; right – extended pattern

In Fig. 10, we present an example of a discovery rule for FEM of a different nature.
If the process concerns hiring new staff members, there should be some attraction for
the candidates to join. It can be a good salary, excellent working environment, prospects
for career development, etc.

The examples of rules presented above look quite formal; they need to be translated
in a more “human form” dependent on what sources will be used to find missing infor-
mation. For example, suppose we use interviews to find missing information when the
rule in Fig. 7 is applied. In that case, we can ask: “What kind of interface does the busi-
ness actor have to access the application component when he/she is using it to complete
activities in the business service?” For the rule in Fig. 8, this question can be specified
more precisely: “Which interface is used to invoke the application service that supports
the business process?” This kind of questions may not be answered satisfactorily. The
interviewer may need to reformulate it differently, e.g., “Which categories of users does
the access control system define for the application component?”, and then try to find
out to which category the business actor belongs.
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Fig. 10. A discovery rule for FEM: left - query pattern; right – extended pattern

Suppose we use observations for finding missing information, and we want to follow
the rule in Fig. 9. In that case, we need to understand where the output of F1 is going,
and after the component F2 is found, try to understand what this output is used for:
as an input, mechanism, or control. Suppose we use documents to find the missing
information, and we want to follow the rule in Fig. 10. In that case, we can investigate
the company’s advertisement material to see what they offer to the potential candidates.

The above examples from three different enterprise modeling languages show that it
is possible to define the rules of discovery formally. However, their application requires
some skills and experience in processing sources of information.Anexperiencedmodeler
may not need the formal rules to use the discovery power of the language. This is
especially true for a language with a limited number of ideas that can be expressed by
special means, as in IDEF0. If the number of special means is great and/or the modeler is
less experienced, having formal rules of the type presented in Fig. 7, 8, 9 and 10 makes
sense. An example of a language with many kinds of special means is ArchiMate. It has
many types of concepts, and some of them are repeated on different levels. In addition,
there are severalways of connecting themwith relations, e.g., realization, serving, access,
etc. So, defining some formal discovery rules for ArchiMate makes sense even for more
experienced modelers, especially if they are new to the language.

Having formal rules of the type, as in Fig. 7, 8, 9 and 10, is insufficient to provide
explicit guidance and control going from the Orient to Observe phase. They need to be
converted to more exact instructions, like what questions to ask, what to observe, what
documents to look at, and for what. This can be left to the modeler to do, or we need to
add some guidelines on how to find missing information to the formal rules. The latter
can be quite handy for less experienced modelers. An example of converting a kind of
discovery rules for FEM in interview questions is presented in [16].

The formal rules could also be used to partly automate building the models. One
can envision an algorithm that scans a partly built model against the formal rules and
suggests which elements must be found. The modeler then uses available sources of
information to find these elements and add them to the model, after which the scan is
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repeated. The cycle stops when the algorithm can no longer find which new elements
could be added.

5 Concluding Remarks and Plans for the Future

As stated in the Introduction, this paper aims to introduce a new concept – the discovery
power of enterprisemodeling languages and clarify its relation to thewell-knownconcept
of the expressive power of a language. The primary motivation behind introducing the
new concept is that something is missing when the decision is made on which enterprise
modeling language(s) to use in a particular modeling project. During the writing of this
article, an additional goal emerged - to present some ideas on how the discovery power
of an enterprise modeling language can be established.

In Sect. 3, we related the discovery power to the help the structure of language could
provide in building an enterprise model. We also connected it to the relative definition of
expressive power. The importance of discovery power depends on the context of language
usage. When the organization’s activities are well-known to the modeling team, having
satisfactory expressive power is enough for choosing the language. However, if the
domain is new for the team, and there are limitations on the resources available, e.g.,
time to build a model, help from the structure of a modeling language can be important
when choosing a language.

InSect. 4,we suggested apossible structure of formal rules that describe the discovery
power of an enterprise modeling language. Such a rule consists of two parts: (1) a query
pattern and (2) an extended pattern, which shows what needs to be found. The approach
was illustrated by examples of rules for three enterprisemodeling languages, ArchiMate,
IDEF0, and FEM. This part is a transition from introducing the concept to developing
an artifact (from the DS point of view) - an approach for evaluating the discovery power
of enterprise modeling languages.

The plans for the near future include defining formal discovery rules for the three
enterprise modeling languages used for discussions in this paper. Completing this exer-
cise will give us more information on how the rules should be structured and how to
evaluate the discovery power of enterprise modeling languages.
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Abstract. Traceability is a central concept in the domain of Enterprise Engineer-
ing. Indeed, the controlled transformation of the more business-oriented require-
ments layers to designs and runtime code has been studied over the years in
domains such as IT Governance, Enterprise Architecture, and Software Develop-
ment. However, traceability on the entire flow from business to IT is often lacking
in complex projects in industry, thereby hampering the agility, productivity, and
resilience of organizations in the digital era. Consequentially, organizations often
fail to realize IT business value. Therefore, we investigate how the traceability
issue in IT can be defined, and to what extent traceability issues still exist in
practice based on 28 interviews with 16 interviewees from various organizations,
differing in industry, size, and geographical location. Results indicate that opin-
ions on the value and importance of traceability vary greatly, along with the views
on how realistic it is to establish traceability in practice. Also, available theories
and frameworks do not seem to be applied in many cases, even though they are
not completely unknown to the interviewees. Clearly, there is a gap between the-
ory and practice regarding traceability. The reasons for this are not entirely clear
from this research. However, we call for new, holistic, and integrated research on
traceability across multiple domains, highlighting the multidimensionality of the
traceability issue in IT, and fostered in the Enterprise Engineering community.

Keywords: Traceability · Enterprise Architecture · Governance · Traceability

1 Introduction

So far, the 21st century has beenmarked by a rapidly changing environmentwith unprece-
dented innovation velocity. Customer needs and preferences continuously change, and
the role of IT is shifting from supporting business processes to a primary driver of busi-
ness value. In this rapidly changing and complex environment, agility is of the utmost
importance for organizations [1]. Thus, an organization’s structure, including its busi-
ness processes and information systems, must be adapted accordingly to maintain and
support a competitive advantage [2].

Despite numerous innovations in recent years, productivity seems to lag, as initially
described by the Solow Paradox [3, 5]. Many years later, the Solow Paradox seems to
be applicable again. In spite of the enormous investments in IT, companies often do
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not realize their full potential as they fail to restructure their business accordingly [6, 6]
and fail to exploit the advantages of IT investments because of a misalignment between
business and IT [7, 8]. Indeed, changing requirements within an organization should
be translated into changes in its business processes and the IT landscape. A lack of
traceability could harm the organization’s agility capability and, therefore, contribute to
the productivity paradox [9].

In this paper,we argue that traceability should be considered acrossmultiple domains,
thereby highlighting the need for a multidimensional approach to traceability.

This paper is structured as follows. In Sect. 2, the researchmethodology is discussed.
Thereafter, Sect. 3 introduces traceability and discusses the traceability issue within
three domains of interest: IT Governance, Enterprise Architecture, and Software Devel-
opment. In Sect. 4, the results from our empirical research into traceability in practice
are presented. Finally, in Sect. 5, we discuss the findings and offer our conclusions.

2 Research Questions and Methodology

2.1 Research Questions

The aim of this study is to understand the nature and causes of the traceability
issue in IT. Therefore, different domains and perspectives that could explain this phe-
nomenon, described in the literature, are studied. Furthermore, different experts and
companies are interviewed to gather insights from practice. Based on the research
objective, a main research question is identified: “What causes a lack of traceability
within an organization’s IT environment?”. This research question is split into multiple
sub-questions:

• How can the traceability issue in IT be defined, and what are its characteristics?
• What causes a lack of traceability in the domains of software development, Enterprise

Architecture, and IT governance?
• To what extent is there a lack of traceability in IT in practice?
• What challenges are organizations currently facing in relation to traceability in IT?

2.2 Research Methodology

This empirical research is conducted using an explorative research design, and more
specifically interviews. The choice of such a design rests on the inherent nature of
IS research to study information systems within their real-life settings and fields of
application [10]. This critical feature perfectly matches the intent of this research since
the research questions focus on the traceability issue of an organization’s IT environment
[11, 12]. Moreover, conducting multiple interviews with multiple organizations and
experts results in a higher external validity and is better suited for theory building.

Different research design properties have been evaluated to enhance the quality of
the research. The table below gives an overview of the various properties of the research
design and the initiatives undertaken to strengthen them (Table 1).
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Table 1. Research design properties.

Property Research design

External validity To increase the generalizability of the research, data source triangulation in
the form of multiple semi-structured interviews [13], and method
triangulation in the form of semi-structured interviews triangulated by desk
research is used

Internal validity To increase the construct validity of the research, each interviewee is asked
to review the interview outcomes [14]. It is essential to note that the goal is
to correct false interpretations, not to change the research interpretations or
outcomes [15]. Moreover, prolonged engagement and thick description
strategies are used to strengthen the trust relationships with the interviewees,
resulting in more and richer data [16]

Reliability To strengthen the reliability of this research, a standardized interview guide
is determined [14]. In addition, member checks, and more precisely between
different interviewees, are performed to enhance the reliability of the
research [16]

For the selection of cases, purposeful sampling is used to target the companies and
experts with the most experience and know-how about the field of research [17]. This
sampling technique ensures that the necessary interviewees are in the sample, which is
not the case when using a random sampling strategy. A well-known point of criticism is
related to the number of interviews to conduct. On the one hand, it is often argued that
a too-low number of instances constricts the validity of the research [11]. On the other
hand, conducting too many interviews minimizes incremental learning. Therefore, the
theoretical saturation point is used to determine the number of interviews.

The data in this research is gathered using desk research and semi-structured inter-
views. Desk research is used in preparation for the interviews and to evaluate the inter-
view outcomes. Interviews are suited to study traceability because of the importance of
and implications on everyday real life [18]. A drawback of this data collection method
is the dependency on the knowledgeableness of the interviewees [18]. Therefore, to
strengthen the argument made earlier, purposeful sampling is used. This way, the quality
of the interview answers and expertise of the interviewees can be somewhat guaranteed.
Table 2 gives an overview of the interviews. In total, 28 interviews with 16 intervie-
wees have been conducted. The interviewees are knowledgeable in different domains,
mainly focusing on business & IT management, Enterprise Architecture, and software
development.
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Table 2. Interview overview.

Type # interviewees Industry Country (HQ) Size (FTE)

Operational organizations

Less mature
organization in terms of
EA

5 Industrial equipment Sweden >30.000

Mature organizations in
terms of EA

2 Retail Belgium >30.000

Expert interviews

Consultancy
practitioners company A

2 Consultancy Belgium <500

Consultancy practitioner
company B

1 Consultancy Belgium <100

Consultancy
practitioners company C

4 Consultancy Belgium <500

Industry & Academic
expert

2 Energy France >90.000

3 Background

3.1 The Origin of Traceability Research

Traceability in IT was initially addressed within the software development domain.
Multiple definitions of traceability exist within this domain. The ISO/IEC/IEEE Inter-
national Standard [19] defines traceability as “The degree to which a relationship can be
established between two or more products of the development process, especially prod-
ucts having a predecessor-successor or master-subordinate relationship to one another.”.
Multiple authors have also addressed the difficulty of providing traceability. For exam-
ple, Mäder & Gotel [20] highlight cost as an essential factor in realizing traceability in
IT. The authors give two reasons for the high cost of providing traceability: the number
of artifacts and maintaining their relations when change occurs.

Despite the ubiquitousness of traceability research within the software domain and
the growing importance of traceability between multiple information systems, research
[20, 21] often merely focuses on traceability links between requirements or models
of one information system. Nevertheless, the traceability issues are not limited to the
software domain. Indeed, traceability research has been conducted on multiple topics,
such as traceability between differentmodeling languages, traceability of design choices,
and traceability within project and change management. This diversity of traceability
research topics highlights the complexity and versatility of the traceability issue in IT.
Therefore, to fully understand this issue, traceability should be discussed across multiple
domains. To this extent, the following section reflects on traceability within the domains
of IT governance, Enterprise Architecture (EA), and software development.
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3.2 IT Governance and Traceability

Governance of IT emerged as an answer to the increasing importance of IT. Over the
years, the understanding that IT cannot be solely responsible for creating IT-enabled
business value resulted in the alignment between business and IT as one of the main
goals of IT governance [22, 23]. Moreover, multiple studies state that IT governance
contributes to realizing IT business value [6, 22, 24, 25]. More specifically, it is argued
that a lack of good IT Governance results in a lack of alignment and consequentially, a
lack of IT business value creation and protection [19, 23].

To guide organizations in the effective governance of their IT, the Information Sys-
tems Audit and Control Association (ISACA) developed the Control Objectives for
Information Technologies (COBIT) framework [26]. COBIT identifies six Enterprise
Governance of IT (EGIT) components and 40 governance and management objectives,
which are instantiated based on the unique situation and environment of an organization.
When an EGIT system is not effective, business and IT alignment will be hampered,
traceability between business and IT requirements might be missing, and the creation
and protection of IT business value cannot be ensured [22, 26].

The link between IT governance and traceability can be illustrated using an example.
Organizations typically have multiple projects running at the same time. Therefore,
proper project and program management are essential to provide an overview of the
different projects and to improve alignment between the different artifacts of those
projects [27]. A lack of alignment between different (IT) projects and their artifacts leads
to multiple problems. Op ‘t Land et al. list, among others, the following shortcomings:
realized solutions overlap or are incomplete, realized solutions are incompatible, and
a lack of interoperability and consistency [28]. The management objective ‘Managed
Portfolio’ (APO05) of COBIT deals with this issue [26]. The first activity in the third
process step of this objective deals with the elimination of duplication among programs.
To do so, projects in the portfolio are traced back to the IT strategy. This way, when
organizations can trace back multiple projects to the same IT requirement, duplications
canbe identified and eliminated.Thus, traceability is needed to ensure alignment between
business and IT, and consequentially ensure the creation of IT business value.

3.3 Enterprise Architecture and Traceability

EA allows managing the complexity of multiple processes and information systems and
provides a holistic perspective on organizations, capturing organizational structures,
business processes, applications, and IT infrastructure [29, 30]. Thus, EA should allow
for traceability between the different domains in an organization [31]. Nevertheless,
there are some considerable traceability issues within the domain of EA.

A first traceability issue is that of frameworks, methods, and modeling languages
being of a descriptive nature, thereby insufficiently dealing with traceability from a
theoretical perspective. Zachman [33] is a product-based descriptive framework, while
TOGAF’s ADM [32] is a prescriptive but process-based framework, with both of them
lacking prescriptive guidelines on traceability of products. Furthermore, ArchiMate [34]
is a modeling language, and therefore also non-prescriptive. Additionally, Zachman
and ArchiMate are both composed of multiple layers and descriptions or aspects, but



112 A. De Vos and J. Verelst

both approaches struggle with the link between different layers. Zachman recognizes
that subsequent layers do not merely present “another level of detail” but are different
in nature [33]. Likewise, arrows in ArchiMate are drawn manually. Thus, there is no
systematic mapping from one layer to another [30].

The scope of EA approaches presents another traceability issue. First of all, the scope
of EA is to provide a holistic view of the entire organization, yet traceability to the code
is lacking. For example, ArchiMate does not possess a code layer [35]. Consequentially,
there is no link (not even a manual one) from the EA models to the final code. Multiple
research papers address this issue regarding software development artifacts and code
(see e.g. Antoniol et al. [36]). This is important as, considering the research of Mäder &
Gotel among others, the high cost related to providing traceability, programmers might
directly modify the code without adjustments to the respective software architecture
artifacts [20]. In addition, Murta et al. argue that a lack of a systematic and automatic
mapping of documents and models to respective coding results in a lack of traceability
[37]. This reasoning can easily be extended to the domain of EA; since traceability
from software models to code is already a challenge, extending that traceability towards
(higher-level) EA models is probably an even bigger challenge.

Second, EA starts from the strategic decisions made in organizations. More specifi-
cally, when strategic decisions are made, the organization might need to be restructured
(i.e., the architecture will change) [38]. In his paper titled Strategy and Architecture –
ReconcilingWorldviews, vanGils identifies somecauses of the existing tensions between
strategists and architects: overlapping domains, different language, and different world-
views [38]. Interestingly, he states that the tension between strategists and architects
is especially present in organizations where EA is regarded as pure IT. This tension
between strategists and architects hinders traceability from the strategy to EA.

A third traceability issue in the domain of EA is the existence of a heterogeneous
landscape of modeling languages. Multiple modeling languages exist to model (parts
of) an enterprise, such as BPMN and UML. This heterogeneous landscape of modeling
languages results in integration and alignment issues between models from different
languages [39]. Consequentially, traceability between models from a different model-
ing language needs to be improved. Multiple papers have been written on the lack of
traceability between these different models and levels within the organizations [30, 40].

A last traceability perspective states that traceability can be strengthened by doc-
umenting requirements and the reasoning behind certain design decisions. Plataniotis
et al. suggest using requirements in the gap analysis as a bridge between two states,
allowing alignment between stakeholder requirements and IS development outputs [42].
Design rationale is focused on the reason for certain design decisions. Interestingly,
Tang et al. state that, in practice, there is no systematic documentation of the justifica-
tion of decisions [43]. This especially becomes a problem when architects who were not
included in the development phase are responsible for the maintenance of systems.

3.4 Software Development and Traceability

Considering the previously introduced software development domain, two traceability
topics are discussed in more detail: Combinatorial Effects (CEs) and Model-Driven
Engineering (MDE).
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The CEs issue finds its origin in the degradation of software architectures over time,
resulting in unmanageable, complex information systems that are costly to maintain and
critical information consistently out-of-date or just plain wrong [44]. This degradation
process is described by Lehman’s Law of Increasing Complexity, which is formulated
as follows: “As an evolving program is continuously changed, its complexity, reflecting
deteriorating structure, increases unless work is done to maintain it or reduce it” [47,
p. 216]. Closely related to this law, Combinatorial Effects (CEs) occur when a change
impact to a software architecture depends on the size of a software system, which means
that the effort needed to apply a change to an information system increases over time,
similar to what Lehman’s Law predicts [45]. To avoid such CEs, Mannaert et al. pro-
posed their Normalized Systems Theory (NST) which focuses on designing evolvable
and modular software systems and EA [45, 47, 48]. Hereby, the authors link the software
development domain to the traceability issue in IT by highlighting the need to system-
atically apply software design theorems, as a lack of such an approach will inevitably
lead to increasingly complex systems, hampering traceability over time.

Since EA takes a more holistic view of the enterprise than software, this domain is
specifically interesting regarding traceability. Van Nuffel et al. argue that CEs are not
limited to software but are also present in EA: “If a change in a certain model affects
other models it is combined with, a combinatorial effect occurs.” [49, p. 243].

Traceability in terms of code generation based onModel-Driven Engineering (MDE)
refers to traceability betweenmodels that serve as primary artifacts for software develop-
ment. Galvao & Goknil argue that MDE must consider traceability to identify relation-
ships and dependencies between software artifacts [49]. Moreover, the authors identify
multiple traceability issues, such as metamodels falling short of enabling traceability,
heterogeneity of models making it difficult to provide fine-grained trace links, and the
automatic updating of trace links which are not sufficiently considered.

4 Traceability in Practice

The interviews confirmed that, indeed, the traceability issue in IT is a multifaceted and
complex issue that exists on the entire flow from business to IT. In what follows, the
most important results are discussed per domain of interest.

4.1 IT Governance

First of all, there is consensus among the participants on the necessity of support for EA
at the top (i.e., strategy/board level). For example, van Gils claims that the demand for
traceability should come from the top because, without traceability, strategists cannot
make well-informed decisions [50]. Nevertheless, there is a lack of awareness of the
importance and value of traceability in practice. Multiple interviewees mention that
traceability is not talked about in organizations. This may be related to the limitation of
research to the acknowledgment and understanding of the value of IT, which does not
discuss the acknowledgment and understanding of the value of traceability [7, 26].

Second, multiple interviewees claim that EA is positioned under IT in most organi-
zations. Consequently, architects are involved too late in the decision-making process,
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which, according to the experts, hinders traceability. Indeed, when EA is regarded as
pure IT, the tension between strategists and architects is typically high [50]. This is espe-
cially problematic when taking into account the chain of decision-making. If business
and IT fail to understand each other (i.e., lack of alignment), it is challenging to trace
decisions and artifacts on the flow from business to IT.

Third, the IT governance maturity of organizations is often questionable. For exam-
ple, during the interviews, it became clear that most organizations do not perform a
feedback loop after completing projects to check whether objectives have been reached.

Furthermore, multiple interviewees questioned the value of traceability. One inter-
viewee states that even if there is traceability, IT teams can still develop thewrong things.
However, if there is traceability on the entire flow from business to IT, and thus to the
strategy, there is a guarantee that projects contribute to strategic objectives and therefore
develop the right artefacts.

Finally, most interviewees agree that traceability between the (business) strategy
and the architecture is a challenge, and therefore also between projects and strategy.
Nevertheless, COBIT clearly states that IT business value cannot be ensured without
traceability from projects to the strategy. Therefore, it is surprising that precisely this
link between IT and strategy seems challenging in practice. In fact, alignment between
business and IT, and thus traceability between the business strategy and IT, is the essence
of IT governance [7, 26]. The tension between strategists and architects could explain
why traceability between strategy and projects remains so difficult.

4.2 Enterprise Architecture

This section focuses on the EA implications and conclusions from the interviews.
First, all EA experts indicate that when communicating with business stakehold-

ers ArchiMate models should not be used. Instead, some translation must happen to
clarify EA options and implications for business stakeholders. When there is unclear
and confusing communication with stakeholders, traceability is hindered as business
stakeholders will not understand implications on lower levels within the organization.
Thus, for communication purposes, tools like PowerPoint and Excel are used in practice.
Moreover, in small and medium-sized enterprises, PowerPoint is still the primary tool
for EA. This is not entirely unexpected given the smaller (IT) size of these organizations.
However, the interviews also clarified that the knowledge on and understanding of the
importance of IT traceability is often negligeable in these organizations.

Second, multiple experts argue that theoretical frameworks such as TOGAF should
not be followed blindly. Using these frameworks does not necessarily lead to good results
since they do not to specify the best option (i.e., Sect. 3.3; first EA perspective).

Third, many experts refer to the ‘ivory tower’ (i.e. a situation in which architects are
no longer in contact with operational matters). Since good EA should allow for traceabil-
ity, such an ‘ivory tower’ situation should be avoided. To this extent, some interviewees
refers to the overreliance on theoretical frameworks and modeling languages and call
for a pragmatic EA approach. Another group of interviewees highlights the need for
architects to be involved with current (short-term) business needs and projects.

Furthermore, the need for keeping track of architectural decisions is brought forward
bymultiple experts. One interviewee claims that not documenting architectural decisions
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leads to the creationof architectural debt.Nevertheless,most experts claim to refrain from
documenting architectural decisions. This indicates that keeping track of those decisions
remains a challenge in practice. Furthermore, while there is research on supporting
design rationale via UML, there is a lack of good tools in practice [43]. For example,
ArchiMate does not (yet) support the documentation of design rationale [51]. Since
ArchiMate is continuously updated by practitioners, it is expected that if there is a need
to document these decisions using ArchiMate, this would exist [34, 50]. This contradicts
the interviewees, who state that this is desirable. It might be the case that practitioners
have other priorities in practice. Indeed, in many organizations, there is still a lack of
documentation on EA, let alone documentation of design rationale.

Next, some experts state that the heterogeneous landscape of modeling languages
complicates traceability as these languages all take a different abstraction of reality.
Other experts say that the heterogeneous landscape is not a challenge regarding trace-
ability. This second group of experts refers to the principle of the doorkeeper to provide
traceability through communication at the point between two levels of abstraction. How-
ever, providing traceability via communication is questionable. Nevertheless, they do
confirm the research of Verelst et al. in that there exist Functional/Constructive gaps
between the different layers [52].

In addition, regarding providing andmaintaining traceability,most interviewees refer
to a cost-benefit tradeoff. This statement is strengthened by one insight in particular:
even in a mature organization in terms of EA, IT governance, and traceability, a trade-
off is made. More specifically, this organization uses the tool MEGA at the level of IT
architecture to model all AS-IS and TO-BE states. However, on the level of business
architecture, only an overview of the capabilities per department is available. This lack
of an AS-IS architecture on the business architecture level, given that the organization
is mature in terms of EA, raises questions about the maintainability of the business
architecture and the traceability to more technical architectural states.

Furthermore, one interviewee stated that the effort needed to keep models up to
date and maintain traceability increases with the amount of detail included in the mod-
els. These details increase the probability of CEs, which would negatively impact the
maintainability of the models [45, 48].Moreover, one expert, who swears by a pragmatic
approach using Excel and PowerPoint, argued that it is relatively easy to keep his models
up-to-date. However, the amount of detail included in his models was limited (e.g., data
flowing between applications, and business services were, among others, not included).
In contrast, multiple experts that relied on more advanced modeling languages and tools
for EA modeling, like ArchiMate, argued that the question always is ‘how far you want
to go ?’ because each level of detail requires more effort. This may be an indication that
CEs hinder traceability depending on the level of detail in EA models.

In conclusion, while practitioners and researchers claim that EA strengthens align-
ment between business and IT, the interview results show that there is in fact a huge lack
of traceability within this domain. Thus, it is possible to speak of an ‘EA & traceability
paradox’.
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4.3 Software Development

First of all, some interviewees claim that direct traceability from architecture to the
code is not desirable since there is a timing difference between architecture and software
development. In addition, multiple experts point out that traceability from architecture to
code is unrealistic because code changes continuously. Nevertheless, other interviewees
state that keeping EAmodels up to date is a big challengewithout traceability to the code.
Moreover, it is also argued that traceability between architecture and code is unrealistic,
considering the multiple architectural versions that typically exist within organizations
(i.e., various TO-BE versions that change over time). To conclude, there is a lot of
disagreement on the realizability and value of traceability to code.

Second, multiple interviewees refer to the existence of ripple effects in software.
Moreover, they argue that those ripple effects hinder impact analysis and traceability.
This is closely related to the research on CEs byMannaert et al. [45, 47]. In addition, one
interviewee claims that software is rarely of high quality because top-notch programmers
are difficult to attract, and the domain of software has become increasingly complex.
He argues that such lower-quality software leads to problems like ripple effects and
technical debt. Hereby, the expert confirms research on CEs that highlights the lack of
a consistent application of software principles by human programmers [45].

Thirdly, some experts argue that requirements traceability is not realizable because of
the size of technical requirements. Nevertheless, there is extensive research on providing
requirements traceability [41, 42]. Moreover, one interviewee claims that there is a lack
of tools to link requirements to architecture. However, for example, ArchiMate contains
aggregation relationships to trace requirements and ways to group requirements [42].
Nonetheless, as with all traceability domains and issues, maintainability is a challenge.
One expert claims that the lack of requirements traceability leads to issues such as
obsolete requirements that have not been removed. This leads to unclarity on the eventual
requirements that need to be or have been implemented.

Next, most experts argue that it is unrealistic to provide traceability on the flow from
business to IT by using the same language. In the literature, support for this statement
can be found. Research focuses on linking languages rather than creating one universal
language [31, 39, 40]. However, on the level of software development, using the same
language in models and code has been brought forward to provide traceability [53].

Finally, most experts point out that maintaining traceability and models over time
requires considerable manual effort. Consequentially, it is often a question of costs and
benefits. Therefore, some interviewees state that traceability links should be automati-
cally maintained. Nevertheless, documentation and traceability links should, first of all,
be developed. The interviews clarified that most organizations still need help with that
first step. Thus, while academic experts and practitioners agree that there is value in
automatically maintaining traceability, most organizations’ priority is to create a mature
modeling and documentation approach on the entire flow from business to IT.
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4.4 Interview Results Per Interviewee (Type)

To give some insight into the distribution of the interview results, especially of the
differences between groups of interviewees, Table 3 provides an overview of some
important interview results per interviewee type, namely the less and the more mature
organization in terms of EA, and the experts (hereafter, respectively type A, B, and C).

Table 3. Interview results grouped per type of interviewee/case

A The importance of traceability is denied or neglected and support for EA at the top is
negligeable. Moreover, EA is positioned under IT and architects are not involved in
strategic decision making
Claim that there is an overreliance on theoretical frameworks and modeling languages and
call for a pragmatic EA approach. Moreover, traceability maintenance is not on the agenda

B The importance of traceability is recognized in some cases, often depending on the
traceability domain or issue. There is an EA culture and a division between business & IT
architects
Architects are involved with current business needs. In terms of traceability maintenance,
the organizations refers to a cost/benefit trade-off

C The importance of traceability is recognized, but there are often other priorities in practice.
Moreover, support for EA is present, but EA positioned under IT and is (almost) never
considered at the strategy level
Traceability maintenance is often considered impossible or a too big investment
The lack of requirements traceability in practice often leads to incorrect and inaccurate
documentation and implementation of requirements

4.5 The Multidimensionality of Traceability in IT

The research results shows that traceability is indeed important in the domains of IT
governance, EA, and software development. Unfortunately, these domains and their
respective traceability issues are considered and treated separately in both theory and
practice. This is surprising as these domains are interrelated during project delivery.
Therefore, the three traceability domains should be integrated to business to code trace-
ability. In other words, there is a need for multidimensional views on traceability in
IT. Research should focus on multidimensional traceability questions, such as “Could
governance frameworks like COBIT align with ArchiMate traceability mechanisms?”
or “Could ArchiMate be better aligned to code?”. Such research should not be limited
to theory, but should also include empirical validation on realistic software systems.

5 Conclusions and Discussion

Traceability is a central concept in the domain of Enterprise Engineering, providing the
crucial link between layers or steps in systems development, ranging from strategy to
production code. In this age of increasing agility, traceability is a key driver in reacting to



118 A. De Vos and J. Verelst

change. This paper’s main contribution is twofold. First of all, traceability has seldomly
been defined in such a broad and holistic manner in scientific literature. Secondly, there
is little detailed empirical research on traceability in academic literature.

This research indicates that opinions on the value and importance of traceability vary
greatly, along with the views on how realistic it is to establish traceability in practice. In
several cases, there is little explicit attention for the concept, and tool support is limited
to productivity tools such as Excel and PowerPoint, whereas more advanced tools are
available. Also ex-post evaluation of projects to their business goals are not system-
atically done. Several cases consider traceability a cost/benefit-issue, and therefore in
a sense, optional. Even in a mature EA organization, traceability remains difficult to
realize.

This is remarkable in general, given the importance of traceability, but more specifi-
cally because available theories and frameworks do not seem to be applied inmany cases,
even though they are not completely unknown to the interviewees. For example, in the
context of EA, several interviewees refrain from the use of EA frameworks or languages,
even though ArchiMate for example does provide certain features in terms of traceabil-
ity. Also, EA design decisions are not always documented, which is a prerequisite for
traceability. Furthermore, we pointed out that this leads to a paradoxical situation: while
practitioners and researchers claim that EA strengthens alignment between business and
IT, the interview results show that there is in fact a huge lack of traceability within this
domain in practice. In the context of IT governance, alignment is a central concept,
which is intrinsically linked to traceability in the upper layers of the business-IT spec-
trum. However, most interviewees agree that traceability between the (business) strategy
and the architecture is a challenge, even taking into account standards such as COBIT,
which aims to increase alignment in practice and therefore also traceability.

Clearly, there is a gap between theory and practice regarding traceability. The reasons
for this are not entirely clear from this research. One reason could be that the fragmented
landscape of available theories and frameworks lack sufficiently concrete guidance and
tools for practitioners to use them in the stringent environments of highly complex,
time- and budget-based projects. The result is that practitioners have highly varying
insights and approaches to the traceability, with traceability levels probably varying
widely across teams, projects and organizations. This fragmented landscape also likely
features specialized teams of architects, developers and business managers, each having
their own knowledge bases.While this specialization has obvious advantages, we remark
that specialization does imply integration and traceability issues which are cross-team
instead of intra-team, which increases communication and traceability challenges.

These traceability challenges are far from ideal given the current trend to agile com-
panies, where reactions to business changes require accurate and fast impact analyses,
which depend on some formof traceability. Possibly, recent breakthroughs in code gener-
ation such as low code systems may contribute to this issue, as the automated production
of code reduces the variation in code bases across teams and projects. However, at the
upper layers in the business-IT spectrum, other initiatives are required to link governance,
enterprise architectures and software development layers together. We therefore call for
multi-dimensional views on traceability, providing new theoretical and practical insights
into traceability especially across these three domains, its feasibility and value, tools
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and concrete guidelines to support practitioners aiming to deliver future-ready projects
including advanced and documented traceability instruments. Enterprise Engineering as
a research domain focusing on applying engineering principles and methodologies to
enterprises, would be very well suited to foster this type of research.
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