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Preface

EDOC2024marks the 28th edition of the InternationalConference onEnterpriseDesign,
Operations, andComputing, continuing its tradition as a prominent forum for researchers
and practitioners in the field of Enterprise Computing. This year’s conference took place
from September 10–13, 2024, in the beautiful city of Vienna, Austria.

A significant highlight of EDOC 2024 was its co-location with the IEEE Conference
on Business Informatics (CBI), bringing together two leading conferences in a shared
program (which our local colleagues at the TU Wien branded as “BI Week 2024”).
This collaboration enabled extensive interaction between the two communities, fostering
enriched scientific discussions and a deeper understanding of the evolving landscape of
enterprise systems and business informatics. The joint program featured shared keynotes,
technical sessions, and social events, providing participants with a unique opportunity
to engage with cross-disciplinary insights in an intellectually stimulating environment.
In addition to the main tracks of both CBI and EDOC 2024, the joint conference offered
a joint forum, a case and reports track, a tools and demos track, journal-first presenta-
tions, two tutorials, two mini-Dagstuhl seminars, two workshops, as well as a doctoral
consortium.

These proceedings cover contributions from the joint forum, the case and reports
track, the tools and demos track, the journal-first presentation, the tutorials, the mini-
Dagstuhl seminar on the foundations of conceptual modelling, the iRESEARCH and
MIDas4CS workshops, as well as the doctoral consortium.

We would like to extend our deepest gratitude to the organizing committees of both
EDOC and CBI for their tireless efforts in ensuring the success of this joint event. A
special thanks goes to the local organizing team at TU Wien, whose dedication made
the smooth execution of the conference and the warm atmosphere possible. We are
also grateful to our sponsor, the Mayor of Vienna, for their generous support, which
contributed significantly to the success of the event.

Finally, our heartfelt thanks go out to the authors, reviewers, and participants. Your
invaluable contributions and engagement made EDOC 2024 a memorable and impactful
event. We look forward to the ongoing discussions, collaborations, and innovations that
will arise from this year’s conference.

October 2024 Monika Kaczmarek-Heß
Kristina Rosenthal
Marek Suchánek

Miguel Mira Da Silva
Henderik A. Proper

Marianne Schnellmann
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Report from the CBI/EDOC Forum Track Chairs

Alessandro Gianola and Georg Grossmann

The BI Week 2024 at Vienna featured for the first time a combined Forum track for both
the CBI 2024 and the EDOC 2024 conferences. The CBI/EDOC Forum track was an
interactive platform within the CBI/EDOC conferences for presenting and discussing
new ideas, novel research reports, and artefacts/tools on the full range ofmodels,method-
ologies, and engineering technologies employed in Business Informatics and Enterprise
Computing. The Forum had the main goal to encourage potential participants to present
emerging topics and contentious viewpoints while showcasing innovative systems, tools,
and applications, encompassing new and promising research findings, inventive applica-
tions, experience reports, as well as proposals for ongoing research in its initial phases.
The Forum took place on September 10–12, 2024 at Vienna, Austria, co-located with
the BI Week 2024.

The Forum enabled presenters and participants to engage in interaction, discussion,
and sharing of ideas. Two types of submissions were considered in the Forum track:

Forum papers that present novel and innovative research in business informatics and
enterprise computing that is not necessarily mature or fully evaluated but comprises
interesting early results or carries promise for high future impact, possibly presenting
novel applications in industrial contexts, or new and innovative research endeavors that
are still at an exploratory stage;
Vision papers that have a particular focus on the future of business informatics and
enterprise computing or anticipate new challenges and opportunities, possibly describing
novel projects that are in an early stage but hold out the strong promise of eventual high
impact.

The Forum received 7 submissions from 7 different countries (all in the ‘Forum
papers’ format), covering topics such as security, AI applications, Process Mining, and
BPM. Additionally, 9 submissions were invited from the EDOC main research track.
These invited papers had already undergone the EDOC single-blind peer review process
and were further checked by the PC co-chairs and Forum co-chairs. The topics of these
papers ranged from Process Mining and Monitoring to Enterprise, IT and Software
Architectures. Each paper of the remaining submissions was carefully reviewed by two
PC members from the EDOC main research track. Papers with the highest consensus
on novelty and rigor were accepted for presentation at the Forum. Out of the 7 regular
submissions, 4 papers were accepted (57% acceptance rate). In total, 13 papers were
accepted for the CBI/EDOC 2024 Forum.

We would like to express our gratitude to everyone who contributed to the success
of the CBI/EDOC 2024 Forum: the authors, the PC members and Program Co-Chairs of
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the main conferences, the proceedings chair, and the General Chairs for their invaluable
support in coordinating the Forum organization.

October 2024



Report from the Case and Reports Track Chairs

Pascal Ravesteijn, Jürgen Jung, and Andreas Pirkner

TheCBI andEDOC research domains take their inspiration fromneeds and opportunities
in practice. It is thus important for the CBI and EDOC conferences to provide a channel
to report on interesting cases from practice, even when they are not case studies in the
formal sense. Therefore, practitioners and researchers in applied sciences were invited
to submit case reports on the CBI and EDOC topics of interest. In order to not focus on
results, the structure of those reports was expected to follow the STARRE structure:

1. Situation: Motivating the context, risks, opportunities, relevant stakeholders and the
reason for initiating the case

2. Task: Describing objectives, requirements and restrictions
3. Approach: Discussing the method and philosophy that were applied as well as design

alternatives
4. Result: Presenting and evaluating the outcome of the case
5. Reflection: Discussing challenges and limitations together with potential solutions
6. Evidence Providing transparency on how results were achieved

Two submissions covering current technological topics were chosen for publication
in the proceedings at hand: In Enhancing Observability: Real-Time Application Health
Checks a hands-on solution to cumbersome log management and application health
monitoring practices was outlined reporting on a solution leveraging machine learn-
ing capabilities and dynamic visualization tools. The paper titled Scaling AI adoption in
finance:modelling framework and implementation studywas rolled over from the EDOC
main track as it has a rather practitioner-oriented focus on the Australian finance indus-
try. The authors experimented with various AI-related technologies and agent-oriented
solutions and presented their findings on how multi-agent AI technologies could offer
more value for complex business problems like retirement planning.

The cases were presented within two time slots of the BI Week 2024 in Vienna
on Tuesday, September 10, 2024. Both sessions had ample time for presentation and
discussion (45 mins) as well as networking among the many participants from both
academia and practice, confirming the desire for a more regular exchange between
teaching and application.

October 2024



Report from the Tools and Demos Track Chairs

Luiz Olavo Bonino and Mark Mulder

The combined CBI and EDOC conference was the second large event organized in
Vienna, after PoEM 2023. Both the combined CBI and EDOC conference in 2024 and
PoEM 2023 featured a Tools and Demos track.

This year’s Tools and Demos track welcomed two industrial participants and three
from the scientific community. The level of interest during the sessions was strong, once
again suggesting that a similar forum would be well received at future conferences.
While the industry participants primarily focused on showcasing how their tools could
enhance research, the scientific contributions highlighted advancements in research and
the development of specialized tools to support these efforts. Through these sessions, we
aimed to foster closer collaboration between science and industry, enabling industry to
commercially leverage research outcomes while providing scientists with more effective
tools to advance their work.

October 2024



Report from the Journal-First Track Chairs

Asif Gill and Sérgio Guerreiro

This co-location of the CBI and EDOC conferences, as a pilot project, also featured a
combined program of journal-first paper presentations.

Journal papers provide academically rigorous and well-developed work, which is
usually published in both online and printed formats. While, as such, the work is already
accessible to readers, there is little opportunity for readers to discuss the published work
and ask follow-up questions to the original authors of the journal article. Thus, in CBI-
EDOC, we introduced the Journal-First presentation format with the purpose of bringing
mature work to the community for a more open debate in order to broaden the discussion
beyond experimental-based approaches and encourage other researchers/practitioners to
enhance the maturity of their own work. This will also lead to future collaboration with
the published authors where research interests are closely aligned. Overall, it contributes
to independent and intelligent community dialogue over published work.

This year’s “pilot” attracted one submission, allowing us to kick-off this important
stream of open debate submissions. This pertains to the paper:

Jan A. H. Schoonderbeek and Henderik A. Proper. Toward an ontology for EAmodeling
and EA model quality. Software and Systems Modeling, 23(3):535–558, February 2024.
ISSN: 1619-1374 https://doi.org/10.1007/s10270-023-01146-w

In the next years, the ambition is to strengthen the open debate aspect of the journal-
first submission channel even further.

October 2024
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Report from the Tutorials Chairs

Simon Hacks and Dominik Bork

This year’s EDOC and CBI shared sessions for tutorials. The tutorials provided founda-
tional knowledge and practical insights into emerging and significant areas of business
informatics. The sessions were designed to engage a diverse audience, offering theoret-
ical overviews and hands-on applications. These tutorials bridged the latest research
developments and real-world applications, encouraging participants to explore new
methodologies and technologies essential to their fields. By combining expertled presen-
tations with interactive discussions, attendees were equipped with actionable knowledge
that can be directly applied to their research or professional work.

The first tutorial, titled FAIR Data Train: A Distributed Data and Services Plat-
form, focused on the principles of FAIR (Findable, Accessible, Interoperable, and
Reusable) data practices in distributed environments. Let by Luiz Olavo Bonino, the
tutorial introduced the FAIR Data Train, a platform designed to promote data integra-
tion and collaboration across various systems and organizations. Participants gained
insight into the architecture and functionality of this platform, learned strategies for
its implementation, and explored real-world case studies demonstrating its capacity to
advance FAIR data practices. This tutorial addressed key challenges in data manage-
ment, particularly for researchers and practitioners interested in fostering interoperable
and reusable data frameworks.

The second tutorial, Digital Business Ecosystems, presented by Jaap Gordijn and
RoelWieringa, explored the concept of digital ecosystems and their role in business inno-
vation. It provided a deep dive into business model design for ecosystems, outlining how
companies can create and test value propositions and design value networks. The tutorial
highlighted the importance of developing viable business models for digital ecosystems,
using examples such as online marketplaces and smart networks. Through exercises and
discussions, participants learned how to align business models with enterprise archi-
tecture and understood the dynamics of value creation and sustainability within digital
ecosystems.

October 2024



Report from the Doctoral Consortium Chairs

Oscar Pastor and Jolita Ralyté

This year marked an important milestone in the sense of the co-location between the
CBI and EDOC conferences.

It is a common practice at EDOC conferences to host a Doctoral Consortium aiming
to offer a supportive learning opportunity for doctoral students in the early stages of
their research to present and discuss their work in progress and to receive feedback and
guidance from senior researchers and the audience. We also knew that CBI was aiming
to develop such a tradition. Given the firm intention of both CBI and EDOC to co-locate,
we expected the Doctoral Consortium to evolve into a joint highlight.

The role of the Doctoral Consortium is to offer opportunities to establish a social
network with peers in the field at the EDOC (and CBI) conference, as well as to engage
with industry participants.

Since this year, the two conferences were brought together into a single event, called
Business Informatics Week 2024, it is only natural that the Doctoral Consortium was
also organized as a joint event.

Doctoral students who were midterm in their research activities were invited to
submit a paper presenting their work and participate in the dedicated sessions. The
topics eligible for Doctoral Consortium submissions were the same as those of the CBI
2024 and EDOC 2024 conferences.

Despite several attempts to attract submissions, we received only one paper. The
paper was peer-reviewed by three mentors of the Doctoral Consortium and was unan-
imously accepted for presentation at the conference and inclusion in the proceedings.
We thank the mentors for their efforts in reviewing the paper and providing construc-
tive feedback. We would also like to thank the author for sharing his work with the
community. We hope he enjoyed his participation in the conference.

October 2024



Report from the Workshops Chairs

Monika Kaczmarek-Hess, Kristina Rosenthal, and Marek Suchánek

These proceedings include the papers from the workshops at BI Week 2024 in Vienna.
The BI Week 2024 connected the CBI and EDOC conferences in a unique setup to
bring the two communities together to exchange ideas, identify synergies, build new
collaborations, and further promote research in the field of business informatics. In
addition to the main scientific program of the co-located conferences, workshops are an
essential part of both conferences as they offer the opportunity for in-depth discussions
on topics from research and practice.

Workshops

All workshop proposals were reviewed by the Workshops chairs, considering their rel-
evance to BI Week 2024 and their potential to attract an audience. The following two
workshops were held at BI Week 2024:

– Second Workshop on the Modelling and Implementation of Digital Twins for
Complex Systems (MIDas4CS 2024). The concept of Digital Twin is becoming
increasingly popular since it was introduced in the scope of Smart Industry (Industry
4.0). A Digital Twin (DT) is a digital representation of a physical twin that is a real-
world entity, system, or event. Nowadays, Digital Twins are not limited to industrial
applications, but are spreading to other areas as well, such as, for example, in the
healthcare domain, in personalized medicine and clinical trials for drug development.
This workshop aimed at getting a better understanding of the techniques that can
be used to model and implement Digital Twins and their applications in different
domains.

– Second Workshop on Empirical Methodologies for Research in Enterprise
Architecture and Service-Oriented Computing (iRESEARCH 2024). The pur-
pose of this workshop was to initiate a conversation on shaping the cross-fertilization
of the disciplines of Enterprise Architecture (EA) and Service-Oriented Computing
(SOC) and Empirical Research Methodologies (ERM). The workshop was intended
to open up an interdisciplinary debate on the steadily moving frontiers in empiri-
cal methodologies in support of EA and SOC research projects, and to expand the
network of researchers designing and conducting empirical studies in EA and in the
sub-fields of SOC, which in turn will lead to cross-fertilization between these two
fields and ERM.
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Enhancing Business Process Models
with Ethical Considerations

Beatrice Amico(B), Carlo Combi, Anna Dalla Vecchia, Sara Migliorini,
Barbara Oliboni, and Elisa Quintarelli

Department of Computer Science, University of Verona,
Strada Le Grazie, 15, 37035 Verona, Italy

{beatrice.amico,carlo.combi,anna.dallavecchia,sara.migliorini,
barbara.oliboni,elisa.quintarelli}@univr.it

Abstract. Fairness has recently emerged as a challenging topic in many
areas of computer science, as it is related to algorithms supporting
decision-making, experimental research, and information access and pro-
cessing. As (decision-intensive) business processes are inherently using
information to reach their goals, their fairness possibly depends on the
kind of information they are allowed to access. In this paper, we deal
with this aspect and propose some criteria to consider when conceptu-
ally specifying business activities and their related information seam-
lessly through a recently proposed approach based on the concept of
Activity View. More specifically, we distinguish equality and equity as
two aspects of fairness and discuss how to enforce them in business pro-
cess design. Their expression according to the specification of Activity
Views is formally proposed and discussed in the paper.

1 Introduction

Ethics in data management has become a challenging topic in recent years [17]
since it is essential to ensure the responsible treatment of information. Fairness
is becoming of interest in many different computer science research areas: for
example, fairness is required (i) when we design decision-support systems, where
algorithms have to be fair in their design, (ii) when we perform experimental
research, as the derived results have to be explicitly related to some possible bias
that could limit their generality, (iii) when data access authorizations have to
be granted for a decision-making task, and (iv) when user assignments have to
be managed in process-oriented systems where some intertwined activities may
create conflicts of interest [2,8,9,15,17].

In this paper, we will focus on the last two aspects of fairness, which are
related to the context of process-aware information systems (PAISs). Indeed,
information management is required, directly or indirectly, by all organizational
activities. PAISs explicitly deal with business processes that use, produce, and
manipulate organizational data stored in databases. Business processes, often
represented through BPMN (Business Process Model and Notation) [13], and
data are intertwined [16], and each of them plays a crucial role in PAISs.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Kaczmarek-Heß et al. (Eds.): EDOC 2024 Workshops, LNBIP 537, pp. 3–17, 2025.
https://doi.org/10.1007/978-3-031-79059-1_1
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Integrating ethical considerations in business processes is, thus, important to
promote trust, fairness, satisfaction, and sustainability and thus to realize the
organization’s long-term success thanks to a positive reputation. More specifi-
cally, in this paper, we will consider the fairness-related concepts of equality and
equity in performing both single tasks and complete (data-intensive) business
processes. To this end, a suitable existing methodology proposed in [4,5] will
be considered, as it allows the design of BPMN models, together with access to
data, in the context of PAISs.

This paper highlights the importance of integrating fairness in PAISs where
data-intensive business process models must be suitably designed, considering
fairness criteria instead of revealing unfair policies with successive data analysis.
The main original contributions of the paper can be summarized as follows.

– We extend a recent formal model for the conceptual design of data-intensive
business processes [5] to integrate fairness requirements in process modeling.

– We deal with different aspects of fairness by highlighting its connection to
both the considered activity and the data required for the activity. To the best
of our knowledge, such an aspect has not been considered in other research
contributions.

– We introduce fairness, particularly equity and equality aspects, both for spe-
cific activities and for an overall execution path, where fairness may depend
on many different intertwined activities.

The structure of the paper is as follows. Section 2 discusses some related
research directions. Section 3 provides a motivating example taken from the uni-
versity domain and discusses some fairness requirements. Section 4 contains the
proposal of a new formal model, where activity views are extended to represent
different kinds of fairness requirements. In Sect. 5, we discuss how to evaluate
some fairness properties of data-intensive business processes, while in Sect. 6, we
sketch some concluding remarks.

2 Related Work

This section investigates how fairness has been applied in the literature in dif-
ferent fields, capturing some of the issues and solutions addressed. Although the
debate on ethical topics has received growing attention in recent years, espe-
cially with the widespread use of machine learning and artificial intelligence
techniques in everyday life, there is still a lack of consensus on ethical guidelines
[17]. However, a widely accepted factor is that ethical rules depend on the spe-
cific circumstances in which they are applied, highlighting their context-sensitive
nature.

Regarding the state of the art on ethical issues related to machine learning
(ML), in [2], the authors outline different approaches proposed in the literature
to enhance fairness in ML, highlighting existing methodologies to avoid possi-
ble ethical biases and inequities. They conclude by presenting five dilemmas for
future research. It confirms that, although the problem has been explored for
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years, it is not easy to delineate in a uniform way the concept of fairness [7,12].
The authors in [9] examine the definition of fairness as the absence of discrim-
ination for individuals with the same “merit” and fairness in algorithms as the
absence of discrimination. However, they point out three weaknesses of this def-
inition: disparities justified by “merit”, the limitation to the algorithm, and the
ignoring of the disparities within groups. Furthermore, in [11], the authors sur-
vey the presence of bias in various real-world applications and define a taxonomy
for the definition of fairness in artificial intelligence (AI) systems. Specifically,
they identify two primary sources of unfairness in ML outcomes (i.e., data and
algorithms). In [6], the authors discuss how data bias should be managed. From
their point of view, it is not always necessary to completely remove the bias. Oth-
erwise, this process may lead to other types of bias. A possible solution could
be to provide the users with a tool that allows them to adjust existing biases,
enabling them to leverage the benefits of fairness for certain tasks. According to
the emerging evidence that ML algorithms can make discriminatory decisions,
researchers have been investigating computational techniques that make ML
algorithms unbiased and non-discriminatory. Fairness focusing on distributive
justice has been a central research topic in computer theory, artificial intelli-
gence, and machine learning. As already highlighted in [6], the authors in [10]
propose a procedural justice framework for algorithmic decision-making, which
explains algorithmic assumptions and properties displaying inputs and outcomes,
allowing interactively adjusting the outcome.

An additional interesting facet of the fairness concept is its relationship with
transparency/explanation in AI-assisted decision-making, an issue that numer-
ous studies have emphasized. AI-assisted decision-making that affects individu-
als brings up essential issues related to transparency and fairness in AI. In [1],
the authors extensively analyze this relationship, observing that, according to
their experiments, AI explanations increased user trust in AI-informed decision-
making, and different explanation types did not show differences in affecting user
trust. Furthermore, they explain that AI explanations increased users’ percep-
tions of fairness. Another aspect related to fairness present in literature is the
fairness in ranking. In the past few years, research communities have worked a lot
on incorporating fairness requirements into algorithmic rankers. They focused
on data management, algorithms, information retrieval, and recommender sys-
tems. In [18,19], the authors extensively overview the state-of-the-art literature
on fair ranking in score-based and supervised learning-based ranking domains.
They present a selection of approaches that were developed in several fields.

To the best of our knowledge, the concept of fairness has not been com-
pletely investigated in the context of business processes. An initial example of
how the concept of fairness can be integrated into the Business Process Modeling
Notation (BPMN) [13] is presented in [15]. The authors propose a BPMN-based
framework that takes into account different aspects: (i) the design of business
processes considering security, data-minimization and fairness requirements; (ii)
the encoding of such requirements as reusable, domain-specific pattern; (iii)
the checking of alignment between the encoded requirements and annotated
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BPMN models based on these patterns; (iv) the detection of conflicts between
the specified requirements in the BPMN models based on a catalog of domain-
independent anti-patterns. They specify the security requirements, data mini-
mization, and fairness in BPMN models, using existing security annotations from
the SecBPMN2 modeling language and introducing new data minimization and
fairness annotations. This extension facilitates the alignment checking of secu-
rity, data minimization, and fairness requirements with their specifications in
BPMN models. The process is automated by extending a graphical query lan-
guage, SecBPMN2-Q, formulating the requirements as reusable procedural pat-
terns that can be matched to BPMN models. Additionally, considering different
pairs of requirements in BPMN models, they propose an automated conflict
detection technique that uses encoded knowledge about conflicts and potential
conflicts between the requirements. They do not explicitly consider the relation-
ship between the activities and the accessed data, and for this reason, in this
paper, we try to overcome this limitation.

3 Running Example

This section proposes a running example related to the university domain. In par-
ticular, we consider activities associated with managing various student career
cases, such as student enrollments, exams, graduation exams, and scholarships.
Figure 1 shows a simplified process model related to the considered scenario and
represented by using the Business Process Model and Notation (BPMN) [13].
We will give a formal definition of Process Model in Definition 1 of Sect. 4.

Fig. 1. A simplified business process model representing some activities associated with
the management of students’ careers. (Color figure online)

In BPMN, a process is defined as a sequence of activities and events, con-
nected by sequence flows, defining their execution order. Gateways allow to split
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the sequence flow into multiple paths and merge them, thus realizing routing.
These BPMN elements can be briefly described as follows.

– Activities identify work performed within the process. Activities can be
either tasks (atomic units of work) or subprocesses (compound activities).
Graphically, tasks are depicted as rectangles with rounded corners and labels
specifying their names. An example of task in Fig. 1 is “Managing Student
Enrollment”.

– Events represent instantaneous facts that impact the sequencing or timing of
process activities. They are depicted as circles, which may contain a marker
to diversify the kind of event trigger. Events can be start events, interme-
diate events, and end events. In Fig. 1, the process starts with the “Student
Enrollment” start event and finishes with an end event.

– Gateways allow controlling the divergence and convergence of the sequence
flow according to data-driven conditions or event occurrence. Graphically,
they are represented as diamonds with an internal marker that differentiates
their routing behavior. In Fig. 1, the split gateway represents a data-driven
exclusive gateway, i.e., the point in the process where a condition must be
evaluated to choose one path out of more. In this example, each path is
related to managing a different aspect, such as “Managing Exam”, “Managing
Graduation Exam”, and “Managing Scholarship”.

BPMN also provides elements for representing data and participants involved in
the process.

– Data Stores are visualized as a database symbol and represent data accessed
by activities. Some process activities in Fig. 1 are related to a database named
“DB” for representing the operations performed on the database.

– Pools and Lanes allow the representation of resources (people/roles)
involved in the process. The process participants in Fig. 1 are represented
through the two lanes “Professor” and “Student Administration Office”.

The process in Fig. 1 starts when the student applies for enrollment. The
first activity, “Managing Student Enrollment,” is carried out by the Student
Administration Office and requires access to the “DB” database to insert student
information1. After the student enrollment, the process presents three exclusive
paths, each dedicated to managing a different phase in the student’s life cycle.
For Managing Exam (yellow path), the professor performs the following activ-
ities: “Writing Exam Test”, “Exam Administration”, “Exam Correction”, and
“Exam Verbalization”. When Writing an Exam Test, the professor needs to
access the database to retrieve data about the number of students involved in
the examination and the possible special needs of students with disability, if any.
During the Exam Administration, the Professor accesses the database to have
the list of students with special needs at her disposal, to properly identify the

1 For sake of simplicity, in the following, we will focus only on the data accessed for
the exam management – yellow path.
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most suitable exam conditions and duration. Finally, the professor corrects the
exam and records the results obtained in the database. Thus, the “Exam cor-
rection” activity does not require any access to the data store, while the “Exam
Verbalization” activity is connected to the data store to represent the writing
operations.

Among the different fairness-related issues, we focus on ensuring an ethical
treatment of data accessed while performing activities. More precisely, we need
to consider different aspects: (i) the portion of accessed data, (ii) the user who
accesses data, and (iii) the ethical dimension to satisfy. Moreover, the ethical
treatment of data inside a process model can be evaluated with respect to: a set
of activities, such as those belonging to a given path (path evaluation), or all
the activities belonging to the whole process (global evaluation). In our process
model, for example, data accessed during the “Writing Exam Test” activity can
differ according to the considered ethical dimension. When considering equal-
ity, the professor needs to know only the number of students involved in the
examination, while when considering equity, the professor also needs to know
the possible presence of students with disability, thus acquiring some sensitive
information.

To describe in more detail the data accessed by each single activity, we can
rely on a recent extension of the BPMN model called Activity View [4,5]. This
formalism allows the connection of a conceptual representation of a process
model to a portion of a database schema by detailing the operations performed
by a process activity on the database. For this purpose, the following section
introduces an extension of the Activity View model, which allows the definition
of ethical properties in a process model.

4 BPMN and Fairness-Driven Activity View

Starting from the well-known concept of Activity View [3], this section formalizes
the proposed extension for integrating fairness in process design.

4.1 Describing Process and Data by Means of Activity View

Business process activities need to access and manage data stored in databases.
The connection between processes and data is usually handled at the implemen-
tation level and is often left implicit at the conceptual level. However, modeling
processes and data at the conceptual level supports improving business process
models and identifying requirements for data management [4]. For this reason,
this paper assumes a formal definition of the process model, as shown below,
which combines both control-flow and data-flow aspects and explicitly defines
the relationship between the activities and the accessed data.
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Definition 1 (Process Model). A process model m is a tuple m = 〈N,C,
DN,F 〉 consisting of:

– A finite non-empty set of flow nodes N .
The set N = Ac ∪ G ∪ E of flow nodes consists of the disjoint sets:

◦ Ac set of activities.
◦ G set of gateways.

The set G = Gx
s ∪ Gx

m ∪ Ga
s ∪ Ga

m is partitioned according to the routing
behaviour of its nodes into the disjoint sets Gx

s of xor split nodes, Gx
m of

xor merge nodes, Ga
s of and split nodes, and Ga

m of and merge nodes,
respectively.

◦ E = {s, e} of start and end events.
– A finite non-empty set C of control flow edges.

The control flow C ⊆ N × N connects the elements of N . Given a flow node
n ∈ N ,·n ⊆ N (n· ⊆ N) denotes the set of direct predecessor (successor)
nodes of n.

– A finite set DN of data nodes.
DN = DO ∪ DS is the set of data nodes, consisting of the disjoint sets DO
of data objects, i.e., volatile pieces of information exchanged between activi-
ties, and DS of data stores, i.e., persistent data sources such as enterprise
databases.

– A finite set F of data associations.
F ⊆ (DN × Ac) ∪ (Ac × DN) is the data flow that connects data nodes with
activities.

The remainder of this paper will concentrate on the subset of the data nodes
represented by the data stores DS. In particular, we concentrate on a represen-
tation of DS by means of the relational model since it allows us to refer to a set
of abstract common operations on data, like projections (π), selections (σ), and
joins (��), and write in a compact way the views each activity has to access to.

Definition 2 (Database schema and instance). A database schema DS is
a set of relation schemata:

DS = {Ri(Xi)}ni=1 = {Ri(A1i , A2i , . . . , Ami
)}ni=1

where Ri is a relation name and Xi = (A1i , A2i , . . . , Ami
) is a list of attributes.

Given a relation schema Ri(Xi), where Xi = (A1i , A2i , . . . , Ami
), a relation

instance ri is a set of mi-tuples ri = {t1, . . . , tki
} each one defined on X. Simi-

larly, the instance DI of DS is the set of instances ri of the relation schemata
belonging to DS.

Given two database schemata DS1 and DS2, we need to define the concept
of containment ⊆ between them to identify the fact that a database schema
(or portion of it) extends another one by revealing some additional information.
Notice that this notion is particularly useful when database schemata are used to
describe different portions of a relational database accessed by a process activity.
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Definition 3 (Database schema containment). Given two database
schemata DS1 = {Ri(Xi)}ni=1 and DS2 = {Pj(Yj)}mj=1, we say that DS1 ⊆ DS2

iff ∀i ∈ [1..n] ∃j ∈ [1..m] Ri(Xi) ⊆ Pj(Yj), where Ri(Xi) ⊆ Pj(Yj) means that
Ri = Pj ∧ Xi ⊆ Yj.

From this definition, considering the schemata obtained as results of the
following two relational algebra expressions, we say that

{πCourseID,studentID(EXAM)} ⊆ {πCourseID,studentID,Date(EXAM)}

since in the second schema the relation EXAM is present, with an additional
attribute (Date). Another example of containment is

{πCourseID,studentID,Date(EXAM)} ⊆
{πCourseID,studentID,Date(EXAM), πsID,requirement(SDISABILITY ��sID=studentID EXAM)}

since the relation EXAM is present in both sets with the same schema, and the
second set contains an additional relation with respect to the former.

Given the generic notion of the database schema and the containment relation
defined on it, we can introduce the concept of Activity View [4], which provides a
formal representation of the operations performed by a process on a database. In
particular, an Activity View describes which database subsets (or portion of the
schema) are accessed by a particular process activity and which data operations
are performed on them.

Definition 4 (Activity View). Let m = (N,C,DN,F ) be a process model
and DS = {Ri(Xi)}ni=1 a database schema with its instance DI, representing a
data store ds ∈ DS ⊆ DN inside m. An Activity View avac = {t1, . . . , tm} of
an activity ac ∈ Ac ⊆ N , such that ac is connected to a data store according to
F , is a set2 of tuples t1, . . . , tm, where each tuple tk denotes a particular data
access operation performed by ac on data in the given database instance DI.
Formally, each tuple of the Activity View has the form

ti = 〈Qi, AccessTypei, AccessT imei〉

where:

– Qi = {q1, . . . , qj} ⊆ DI is the set of relational algebra expressions specifying
the data ac needs to access. In this paper, we will consider only projections and
joins, as the main focus is on the attributes accessed by different activities.
Att(Qi) is the overall set of attributes appearing in the relational algebra
expressions of Qi.

– AccessTypei ∈ {R, I, D, U} defines the type of access to the related informa-
tion. R denotes a read of elements of DI, whereas I, D, and U denote an
insertion, a deletion, and an update operation, respectively.

2 We represent data access operations as a set as the same activity can imply the
execution of different queries in many possible orders.
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– AccessT imei ∈ {start, during, end} denotes when a data operation is per-
formed w.r.t. the activity execution.

This paper aims to elaborate more on the notion of Activity View to rep-
resent and identify different fairness requirements for managing data [8]. More
specifically, we concentrate on two main principles “equality” and “equity”.

4.2 Introducing Fairness Inside Activity View

The previous section introduces the concept of Activity View to describe how
the activities inside a process model access data. In this section, we provide a
step forward by discussing how two of the main fairness principles, equality and
equity, can be incorporated into a process model for ethical data access and
management.

Equality is defined in literature as “the state or quality of being equal”.
This means providing everyone with the same opportunities. For instance, when
you assign offices to two new PhD students and equip them equally, you are
practicing equality. However, this does not necessarily mean you are being fair,
as this behaviour disregards their individual needs and differences. Consider if
one of the students has a physical disability that prevents them from sitting at
a desk all day. In this case, their office setup does not meet their specific needs.
To this purpose, equity is more appropriate as fairness behaviour in this case.

Equity means “the quality of being fair or impartial”. It involves recognizing
that people face different circumstances and adjusting to ensure everyone has the
same opportunities. Regarding the example above, the benefits of diversity in
the workplace are numerous, making fairness and justice essential considerations
from the early stages of process design.

As already observed in Sect. 3, equity implies that some sensitive data must
be known to understand specific contexts and situations. To suitably deal with
sensitive data, we introduce the concept of sensitivity-aware database schema.

Definition 5 (Sensitivity-aware database schema and instance). A
sensitivity-aware database schema S is a tuple 〈DS,SA〉, where:

– DS is a database schema defined as in Definition 2, namely, a set of relation
schemes DS = {Ri(Xi)}ni=1, where Ri is a relation name and Xi = (A1i , A2i ,
. . . , Ami

) is a list of attributes;
– SA ⊆ ⋃n

i=1 Xi is the set of sensitive attributes inside the database schema.

We say that a relation schema Rj(Xj) is a sensitive relation schema if at
least one attribute of its schema is sensitive, i.e. Xj ∩ SA �= ∅.

A sensitive relation instance is an instance of a sensitive relation schema.
Similarly, a sensitive database instance DI of a sensitivity-aware database
schema S is the set of (possibly sensitive) instances ri of some Ri ∈ DS.

Table 1 reports a fragment of a relational database related to the university
domain where (possibly) sensitive attributes are represented in boldface.
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Table 1. A simple Relational Database schema for managing students’ careers. Under-
lined and bold attributes represent primary keys and possibly sensitive information,
respectively.

STUDENT(sID, Surname, Name, DateOfBirth, Gender, Citizenship, Revenue, Working, ...)

APPLICATION CANDIDATE(sID, AnonymizedCV)

SDISABILITY(sID, D code, requirement)

SJOB(sID, type, full-time, timeslot, . . . )

PROFESSOR(pID, Surname, Name, Dateofbirth, Gender, Citizenship, Role, Sector, ...)

PDISABILITY(pID, D code, requirement)

HEALTHRECORD(pID, I code, requirement)

EXAM(CourseID, studentID, Date, Time, Room)

COURSE(CourseID, AYear, pID)

EXAMRECORD(StudID, CourseID, Date, Mark)

CAREERRECORD(StudID, Avgmark, Internship, . . . )

GRADUATION(StudID, Careermark, ThesisMark, FinalMark)

. . .

A process model can realize fairness in different ways. For the purpose of this
paper, we concentrate on the fact that each activity can access all and only the
information needed to achieve one of the main principles introduced above.

Definition 6 (Fairness-driven Activity View). Let m = (N,C,DN,F ) be
a process model and a sensitivity-aware database schema S = 〈DS,SA〉 with
its sensitive instance DI, representing a data store ds ∈ DS ⊆ DN inside m.
Given an activity ac ∈ Ac ⊆ N , the Fairness-driven Activity View eavac of ac
is a set composed of at least one of the following activity views:

– av=ac = {t1, . . . , tm}, which denotes the activity view related to ac when the
Equality principle need to be implemented,

– av�
ac = {t′1, . . . , t

′
m}, which denotes the activity view related to ac when the

Equity principle need to be implemented.

We will denote as av=ac[S] and av�
ac[S] the set

⋃
i∈{1,...,m} Att(Qi), i.e., the schema

attributes of S each tuple of an activity view needs to access, according to
the equality- and equity-fairness principles, respectively. Moreover, notations
av=ac�S� = av=

ac[S] ∩ SA and av�
ac�S� = av�

ac[S] ∩ SA are introduced to identify
the attributes containing sensitive information an activity view needs to access.

Any equality-related activity view av=ac cannot contain sensitive attributes,
while an equity-related one av�

ac needs to have at least one sensitive attribute,
which allows the distinction of different cases equity criteria have to consider.
More formally, it always holds av=ac�S� = ∅ and av�

ac�S� �= ∅.
It is essential to highlight that when the process is executed, and a certain

activity is associated with more than one activity view because more fairness
principles can be implemented for that activity, only one will be selected during
the execution, depending on the specific application needs.
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Fig. 2. The business process model for the management of students’ careers completed
with its Fairness-driven Activity View. (Color figure online)

Referring back to the example introduced in Sect. 3, Fig. 2 enriches the pro-
cess in Fig. 1 with the Fairness-driven Activity View related to both equality and
equity, taking the schema in Table 1 as a reference data store. In particular, let
us consider the “Writing Exam Text” (WET) activity; in this case, the professor
can need to access two distinct portions of the database schema depending on
the fairness principle we want to implement. In the case of equality (av=ac), the
exam paper will be the same for all the students and thus, it is enough to access
information for the exam organization, such as the course and student identifier
and the date of the session, to count the number of students who will be present
during the exam. Conversely, if the equity principle is taken into consideration
(av�

ac), the professors need to access some additional and sensitive information
about the student, like his/her possible disabilities, to accommodate specific and
tailored needs. This kind of information can also be useful during the “Exam
Administration” (EA) since also in this case, the special needs of some students
need to be carefully considered. The activity “Exam Correction” (EC) does not
have any access to the data store since it does not need any additional informa-
tion. Finally, “Exam Verbalization” (EV) can be performed with respect to both
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ethical principles. Thus, according to the proposed formalization, stakeholders
may specify during the conceptual design of data-intensive process models dif-
ferent fairness-compliant data accesses through fairness-driven activity views.

5 Evaluating Fairness Properties

The proposed extension of the Activity View allows the designers to explicitly
specify two different fairness features –equality and equity– for an activity with
respect to the information it needs to access.

According to the fairness-driven characterization of activity views, we are
now able to specify and evaluate some ethical properties at different resolutions,
with the scope ranging from a single activity to the entire process.

Starting from the example in Fig. 2, we can easily envision a first property.

Property 1 (Activity Fairness). Given an activity ac, it holds that:

av=
ac[S] ⊆ av�

ac[S].

The rationale under the property is that if an activity can be implemented
following more than one fairness principle, then for the equity principle, an
activity needs access to a broader set of data, i.e., additional attributes, some
of them being sensitive (e.g., presence of disability) or additional relations, with
respect to an activity considering the equality principle [14]. For example, in
Fig. 2, activity “Writing Exam Test” needs to access only a projection of the
EXAM relation when considering equality, and in addition to that, also to a
projection of the join of EXAM and SDISABILITY when considering equity.

The notion of fairness can be extended from a single activity to an entire
path inside a process model. More precisely, we have to consider, for each path,
those activities assigned to the same actor (i.e., in the same lane). While, in
principle, for equality, any equality-related activity view may be independent
of the other ones, even when related to activities executed by the same actor,
specific attention has to be paid to two different aspects:

– how equality-related activity views are related to equity-related ones associ-
ated to activities performed by the same actor;

– how equity-related activity views are related to other equity-related activity
views for activities performed by the same actor.

As for the first aspect, the following property holds.

Property 2 (Path Equality Fairness). A path of a process model m, given by
the sequence of activities inside the same lane, is equality fair if for any activity
a ∈ Ac such that there exists av=a [S] or a does not access any data store, it holds
¬∃b ∈ ◦ a (av�

b �S�), where ◦ a denotes all the activities preceding a.

The intuition behind this property is that any actor cannot use an equality
fairness policy if, in some previous activity, he/she adopted an equity-based
approach, as it for sure allowed him/her to know sensitive information, which
may influence equality.

As for the second aspect, the following property holds.
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Property 3 (Path Equity Fairness). A path of a process model m, given by the
sequence of activities inside the same lane, is equity fair if for any activity a ∈ Ac
it holds av�

a �S� ⊆ av�
b �S� for all activities b in a ◦, where a ◦ denotes all the

activities following a.

This property states that to ensure equity on a path of a process model, all the
successors of activity a, assigned to the same actor executing a, must work on a
superset (or the same set) of attributes that activity a accesses. This property
enforces that the same actor cannot work on data that, in successive activities,
cannot be available if we want to preserve equity.

Fig. 3. The re-engineered business process model for the management of students’
careers equipped with Fairness-driven Activity Views.

Let us consider again the example in Fig. 2, and in particular, the yellow
path representing the activities carried out for managing a university exam. In
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this case, if the equity principle is implemented for the first two activities, the
professor has access to sensitive information regarding the disability of some
students. However, these pieces of information cannot be forgotten by the same
professor when he/she executes the last two activities related to the exam cor-
rection and verbalization. More specifically, during the correction, the professor
should not know any information about the student’s health status or career.
This is represented in the activity view by the fact that the accessed database
schema is empty. Therefore, this path cannot be considered entirely fair. For
this reason, Fig. 3 proposes a re-engineered version of the process that corrects
such an unfair situation. In particular, the solution includes the introduction of
a new actor, represented by an additional lane identified by the name “Assistant
Professor”, which will perform the final two activities requiring a more strict
fairness principle. Let us notice that in this case, BPMN lanes are used not only
to identify different roles but also to identify different actors covering them.

The property of equity fairness can finally be extended to the entire process
model in a straightforward manner.

Property 4 (Process Equity Fairness). A process model m is equity fair if all its
possible paths inside the same lane are equity fair.

It follows that when gateways are present in the process model, the fairness
of paths needs to be verified on all the possible paths obtained on the base of
the gateway semantics.

Let us notice that the concept expressed with respect to a model path can
also be true when different instances of the same process model are considered
and are under execution over time. The extension from the fairness of process
schema to the fairness of the single instances is out of the scope of this paper
but can be considered a valid extension point for future work.

6 Conclusions and Future Work

In this paper, we proposed an integrated approach to data and process model-
ing, which explicitly considers fairness in data and process management. More
specifically, we focused on the concepts of equity and equality in the context of
PAISs. We considered fairness issues both at the level of single activities and
related data, moving up to the overall process model. Moreover, we provided
some examples of how different fairness requirements related to data access are
also connected to the task-assignment policies for different actors and agents.

As for future work, we plan to study fairness-related issues, together with the
characterization of sensitive data, also in the context of more complex role-based
activity assignments. In addition, the distinction between individual fairness and
group fairness notions can guide the re-engineering of unfair process models.
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Abstract. Business processes are constantly changing due to optimiza-
tion, changes in legislation, or dissatisfaction among participants. Usu-
ally, process models are used as the basis for changing process behavior,
but the models only provide limited information about possible risks,
consequences, and vulnerability of the relationships between activities.
Due to the lack of information, changes are implemented too hastily
or not at all. In this paper, we elaborate on the relevant information
for evaluating behavioral changes in the process. We present concepts
and their relationships in a metamodel and show how the application
of the metamodel can help to better assess process changes using the
travel reimbursement process at a university. Furthermore, we discuss
the potential of the proposed metamodel with regard to semi-automated
business process redesign support.

Keywords: Business Process Redesign · Activity Relationships ·
Vulnerabilities · Process Models

1 Introduction

Business processes are subject to a dynamically changing environment which is
why the redesign of processes is an important task for organizations performed on
a regular basis [18]. Business Process Redesign (BPR) is a core part of Business
Process Management (BPM) and provides methods, techniques, and tools for
modifying process models [7, Ch.8]. Process models represent business processes
by specifying activities and relationships between them [31, Ch.1]. Changing
relations in process models, i.e., behavioral BPR, is a difficult and challenging
task [2], as each modification needs to be evaluated for its feasibility, associated
risks, and consequences to maintain consistency and compliance.

Although several approaches, best practices, and guidance for BPR were
introduced in recent years [12], process redesign remains one of the greatest
challenges in the BPM community [5]. Since there are only a few solutions for
automated BPR [5,9], processes are manually redesigned based on process mod-
els. However, these models only depict a subset of all activity dependencies,
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making the impacts in terms of risks and consequences of behavioral changes
not apparent to users, i.e., process designers. That is why the implementation
of BPR is referred to as the ATAMO procedure (And Then, A Miracle Hap-
pens) [7, Ch.8], stating that redesigning a business process is “more art than
science” [19]. To make the implementation of BPR more tangible, Mansar and
Reijers [18] introduce a framework to classify and identify best practices. It
explains business processes in the context of BPR, providing support for users
at a more general level. Risks and consequences of specific model change oper-
ations, as well as the question of the vulnerability of relations, are accordingly
omitted.

For the redesign of activity relations, Adamo et al. [2] introduce the concept
of explanatory rationales to provide background information on the relation-
ship. Based on the origin or motivation of a relationship, users can evaluate if
the relationship is violable. However, as an extension to the modeling language
Business Process Model and Notation (BPMN), the approach is restricted in
its generic applicability. Risks and consequences are not covered. Revoredo [23]
also highlights the importance of distinguishing between changeable and non-
changeable process parts when repairing business process models. In contrast
to [1], Revoredo considers internal and external regulations as non-changeable
and neglects risks and consequences associated with a change operation.

We argue for a more detailed assessment of change operations and thus pro-
pose a metamodel for the redesign of process behavior, i.e., the modification of
activity relationships. It illustrates the interconnection of dependencies between
activities, their contextual origins, and the resulting vulnerability, as well as the
risks and consequences associated with a change operation. The presented con-
cepts and their relationships are based on insights from various sub-disciplines
of BPM, such as risk-aware BPM (R-BPM) [16,21], BPR [19], context-aware
BPM [24,26], and compliance checking [10,14]. This metamodel summarizes all
the information about business process relations that is necessary to assess and
correctly execute behavioral changes without compromising the soundness of
the model. It can be used to guide further research on automated knowledge
extraction and developing software-supported guidance for users during process
redesign. Further application areas of the metamodel, such as process character-
izations or enhancing process flexibility, will be briefly discussed in this paper.

The organization of this paper is as follows. Section 2 discusses related work
before a motivating example presented in Sect. 3 shows the challenges of behav-
ioral BPR. Section 4 explains important concepts fot the metamodel introduced
in Sect. 5. We evaluate our results in Sect. 6 and conclude in Sect. 7.

2 Related Work

Various works have been presented to assist users in performing change opera-
tions on process models.

Mansar and Reijers [18] introduce a framework that explains the relationship
between the business process and its organizational context, the product or ser-
vices produced by the process (i.e., the business goal), and the customer. They
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present best practices and discuss them regarding cost, quality, time, and flexibil-
ity. Gross et al. [12] provide an extension of the best practice redesign framework.
For each component, the authors specify a set of dimensions and characteristics
to further facilitate the exploration of process (re)designs. However, guidance on
how to perform a change to a process model is still missing. Thus, our paper fills
a gap in BPR: investigating an activity relationship’s vulnerability and its risks
and consequences when performing a change operation.

Zellner [34] presents a framework to identify business process redesign pat-
terns. Each pattern combines a generic redesign activity, such as “separate”,
with a general element of business processes, e.g., control flow. Nonetheless,
users must assess the application of these patterns in each specific case. The
presented metamodel in this paper, however, aims to support BPR based on
risks and vulnerabilities, indicating possible changes and their implications.

Weber et al. [29,30] introduce 18 change patterns to support the implemen-
tation of process model changes during runtime and design-time. In [29], these
patterns are used to examine and compare various approaches and frameworks
in the field of process change, focusing on flexibility. Despite the overall overview
of changing operations, the patterns lack information about the implications of
the change regarding risks and consequential actions to ensure model compli-
ance. In the remainder of this paper, we will use change operation as a general
term to refer to BPR best practices and change patterns.

Fehrer et al. [9] present an approach for assisted business process redesign
consisting of four steps: selecting redesign patterns, identifying suitable process
parts, creating alternative models, and evaluating the impact. Depending on the
data available, they introduce different types of recommendations. Compared to
Fehrer et al., we investigate the behavioral process changes from a contextual
point of view by addressing risks and consequences.

Related to BPR is the field of business process repair dealing with changing a
given process model according to an event log by identifying mismatches between
them to improve conformance while staying close to the original model [8]. Pre-
sented techniques are optimized for common metrics, such as fitness and gen-
eralization. However, initial approaches do not assess the impact of a change
in the process model in terms of associated risks and consequences on different
contextual layers. First ideas are presented in Armas Cervantes et al. [4] who
include an analysis of the impact of each mismatch pattern based on the fre-
quency of the events involved in the pattern. Thus, the authors can prioritize
certain repair operations. Domain knowledge is not integrated so far. In contrast,
Revoredo [23] integrates domain knowledge by differentiating between change-
able and non-changeable parts of the given process model. However, domain
experts make this differentiation manually and do not consider risks and conse-
quences.

3 Motivating Example

This section introduces the check-in process at airports as the running example
used in this paper, depicted as a BPMN (Business Process Model and Notation)
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diagram in Fig. 1. The process example shows the need for classifying activity
relationships regarding their vulnerability, including risks and consequences.

Fig. 1. BPMN process diagram of the check-in process at an airport and a redesign
idea marked in red (Color figure online)

The process starts with scanning the booked ticket. Afterward, the passenger
can ask for late changes, such as changing the number of bags or changing the
seat. Then, the luggage is weighed to check for its weight. In parallel, the airport
staff checks the documents of the passenger. If the documents are not valid, the
check-in is immediately canceled, and the process terminates. Otherwise, the
passenger pays the fees for changes or overweight luggage, if necessary, before
the luggage is checked in and transported to the transfer vehicles. Finally, the
luggage is put in the airplane and the process terminates.

Imagine redesigning the process to improve its efficiency. We apply the change
operation “resequencing” as described in [18] of activity “Check validity of docu-
ments” as shown in Fig. 1. We want to move this activity right after scanning the
ticket, thus changing the activity execution order to perform the critical check
of the documents earlier in the process to avoid unnecessary execution of other
tasks in case the documents are invalid. The following questions arise:

– Are we allowed to change the execution sequence?
– What risks are associated with the change operation?
– Which other activity relationships are affected when changing the activity

ordering?
– What do we have to do to ensure the consistency of the process model?

Answering these questions by only having the process model is challenging
since it only shows the general activity execution order. The last two questions
are crucial for automated BPR support since they cover mandatory information
about what has to be changed to ensure consistency. Contextual information,
e.g., a relationship’s origin, is missing when assessing the vulnerability of a rela-
tionship. Furthermore, it is unclear which activity relationships are affected when
changing the ordering. Besides the relationships represented through the control
flow, there are also hidden dependencies implicitly given by transitivity or not
represented at all. Consider, for example, the relationship between “Weigh lug-
gage” and “Check-in luggage”. Currently, weighing the luggage occurs before
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check-in, but the fact that the luggage is being weighed does not imply the exe-
cution of the check-in task. When we resequence the validity check and the can-
cellation task to identify false documents earlier, the ordering between “Weigh
luggage” and “Check-in luggage” does not change, but now the activities co-
occur, i.e., they always happen both or none of them, even though they are still
executed in sequence since the activity execution order does not change. Such
relationships, particularly the existential dependencies, are not given in a BPMN
process diagram but are essential for automated BPR support. Thus, we must
understand the risks of a changing operation, which relationships are affected,
and how to alter them.

4 Background

To collect relevant concepts that need to be considered when assessing a change
operation, we first conducted a literature search to identify BPM disciplines
related to behavioral BPR. Based on the forward-backward search approach
and the initial idea that contextual information supports users in performing
BPR tasks presented in [2], we identified the following relevant BPM disciplines:
modeling and activity relationships, compliance checking, risk-aware BPM, and
context-aware BPM. For each area, we briefly explain the core concepts used in
the metamodel presented in the following section.

Business Process Modeling and Activity Relationships. Business Process Model-
ing deals with the identification, comprehension, and communication of business
processes [31]. Its artifact is the business process model, a (visual) represen-
tation of the process. It serves as a blueprint for process instances. Modeling
languages, such as BPMN, provide a graphical notation to represent activities
and their relationships. Relationships are shown by the control flow through
direct linking between activities and gateways. Note that not all activity rela-
tionships are given explicitly, which is a common problem in business process
representations [27]. Often, such relationships are specified in additional descrip-
tions, process artifacts, e.g., data documents, or domain knowledge. Assuming
that a relationship encompasses a set of activity dependencies, Sell et al. [27]
emphasize the importance of using a dependency model, e.g., [3,6], to explicitly
define those relationships. Moreover, process models have a rather descriptive
nature and lack explanatory support for users [13]. Adamo et al. [1,2] address
the need for providing contextual information on activity relationships. They
introduce ontological constraints, i.e., existential dependencies, dealing with the
occurrence of activities rather than their temporal ordering to reveal so-called
hidden dependencies, i.e., relationships that are not shown in the process model.

Compliance Checking of Business Process Models. The (re)design of business
process models requires checking if the model is free of error and if regulations
are met [11]. Compliance checking techniques are applied to answer these ques-
tions. We differentiate between model compliance, aiming at verifying syntactic
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and semantic specifications defined by the design properties and regulatory com-
pliance, where the business process model compliance is verified towards reg-
ulations, e.g., norms. Modeling compliance rules is an opportunity to improve
business process models and achieve compliance by design [14]. It highly relates
to business process redesign since activity relationships might originate from reg-
ulatory compliance rules. Furthermore, it has to be ensured that after a changing
operation, the model is compliant with the design properties. Sadiq et al. [25]
propose an approach differentiating between business objectives defined by the
organization and control objectives capturing regulatory constraints. Based on
this approach, Governatori et al. [10] propose a framework to “identify the obli-
gations that will definitely arise in a given process” and which of them are
fulfilled or violated. The authors define obligations as regulatory control objec-
tives, i.e., compliance requirements that are mostly specified by external sources,
clearly differentiating them from business objectives. Instead of a retrospective
checking, the authors address a more proactive way of compliance checking that
goes hand in hand with the idea of a preventive approach for business process
redesign. Users need to know about violations before performing the change
operation. The resulting vulnerability, the included risks, and the consequences
must be clearly specified.

Risk-Aware Business Process Management. A risk is “the deviation from the
expected [...] expressed as [...] potential events [or] consequences” [15, Ch. 3.1]
indicating uncertainties and their impact on objectives [28]. Risks are an impor-
tant phenomenon in BPM and have to be considered when redesigning business
processes [21]. Thus, the field of Risk-Aware BPM (R-BPM) evolved as the
intersection between risk management and BPM [16,28]. R-BPM links process
activities to risks and differentiates between goal risks threatening the achieve-
ment of the business goal, structural risks threatening the model’s correctness,
data risks affecting data dependencies or consistency issues, and organizational
risks threatening compliance rules. Consequences are outcomes of events that
can cause further consequences in an escalating manner [15, Ch. 3.6]. Their sever-
ity for stakeholders, in combination with the likelihood of a risk occurring, can
be used to assess the risk’s level of criticality [16]. Consider again the check-in
process example at airports. If, for example, the luggage is not weighted, there is
a risk that the airplane reaches its maximum capacity and cannot depart due to
too much weight. Although this risk has a low probability, its consequences, e.g.,
delays in airport logistics, lead to severe problems in the process. In this paper,
we distinguish between consequences used for defining risks and consequential
actions that must be taken to ensure model and regulatory compliance.

Context-Aware Business Process Management. Context is defined as “any infor-
mation that can be used to characterize the situation of an entity,” whereas only
context that impacts the control flow, data, and resources is considered rele-
vant [24]. Knowing the internal and external contextual environment of a process
is essential to adapt business process behavior. However, business process models
are currently designed in isolation, providing prescriptive information about the
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activity execution order but lacking contextual information [22]. Context-aware
BPM provides concepts and techniques for context modeling, context learn-
ing, and context-aware process operations [22,26]. Different approaches exist
to categorize process context. Saidani and Nurcan [26] present four kinds of
context, namely location-related context, time-related context, resource-related
context, and organization-related context. Rosemann et al. [24] introduce the
onion model, a context framework differentiating between internal and external
context. Whereas the internal layers focus on business objectives, the external
layers cover regulatory control objectives for compliance checking [10]. In this
paper, we focus on the onion model since it also includes an immediate layer
focusing on control flow and central process elements such as data, resources,
and applications. Adamo et al. [2] focus on the context of activity relationships,
introducing the concept of explanatory rationales providing information about
the origin and motivation of a relationship. The authors distinguish between
norms, goal-related relationships, and the so-called law of nature.

5 Metamodel for Activity Relationship Vulnerability

In general, vulnerability is the quality of being exposed to the possibility of being
harmed. In the context of process models, the vulnerability of activity relation-
ships refers to the possibility that this relationship is violated, i.e., changed. It
is mainly defined via the origin or motivation of the relationship and includes
risks, consequences, and consequential actions. The metamodel in Fig. 2 enhances
these concepts given by traditional process models. By analyzing the overlaps
between the BPM areas discussed in Sect. 4 we provide an overview of the infor-
mation that is needed to assess a change operation for a given process model.
The linking between the concepts shown in Fig. 2 and the presented BPM dis-
ciplines are highlighted in color so that the influence of the BPM topics on the
metamodel can be identified. Concepts related to R-BPM are colored in red,
compliance-checking concepts are highlighted in yellow, gray concepts originate
from context-aware BPM, and blue-colored concepts relate to process modeling
and activity relationships. New concepts that we have added are not colored.

In the following, we introduce the metamodel given in Fig. 2 and illustrate
the concepts on our running example (Sect. 3).

Process, Activities, and Relationships. A business process consists of a finite
set of activities that are executed in a coordinated manner to realize a business
goal [31]. Dependencies define relationships that exist between any pair of activ-
ities. They can be illustrated in an appropriate dependency model, e.g., using
the Web Ontology Language (OWL) [6] or the approach introduced in [3]. In
our use case, the process describes the check-in procedure at an airport. It con-
sists of nine activities. Several dependencies exist between them, e.g., checking
the validity of documents happens before canceling the check-in. Such temporal
orderings can be derived from process models. Furthermore, the validity check
is required for a cancellation, indicating an existential dependency that can be
identified via interviews as shown in [1].
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Fig. 2. Metamodel of activity relationships vulnerability for process changes

Explanatory Rationale. Each relationship is further described by explanatory
rationales providing contextual information about it, e.g., its origin or moti-
vation [1]. As summarized by the onion model [24], different kinds of context,
represented as contextual layers, influence business processes. Laws and Norms
are usually defined by the external layer. Although laws and norms are differ-
ent in terms of their consequences, we assign them to the same context layer.
For the remainder of this paper, we will use the term norms to refer to this
category. Business rules are defined internally within the organization. Business
rules include strategically motivated regulations and relate to the overall goal
of the business. Best practices are only applied on the immediate layer and are
rather a developed way of performing activities based on personal experience
than a defined regulation. Law of nature as explained in Sect. 4 can originate
from all layers. A law of nature cannot be violated without risking a deadlock
that cannot be fixed. Please note that multiple explanatory rationales can apply
to a given activity relationship. Several relationships of the process example
shown in Fig. 1 are motivated by data dependencies, such as the relationship
between “Scan ticket” and “Change seat” (cf. Table 1). To change a seat, it
must be known which seat was booked before and to which ticket it belongs.
Another law of nature, for instance, exists between transporting the luggage to
the aircraft and loading it. The luggage must be physically at the aircraft and
ready to be picked up by the staff. How it was transported does not matter.
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Table 1. Relationships and their vulnerabilities of the check-in process example, non-
violable relationships are marked in gray (D: Data Risk, G: Goal Risk, S: Structural
Risk, O: Organizational Risk, LoN: Law of Nature)

Rationale Violable Risk

Scan Ticket, Change Seat LoN/Norm/Goal no D/G/S/O

Scan Ticket, Check Validity Norm/Goal yes G/S/O

Scan Ticket, Cancel Check-In LoN/Goal no D/G/S

Change Seat, Weigh Luggage Norm yes S/O

Weigh luggage, Load luggage Norm yes S/O

Check-in luggage, Load luggage LoN no D/G/S

Vulnerability. Based on the explanatory rationale, a vulnerability is assigned
to the activity relationship. We differentiate between violable and non-violable
relationships. In contrast to a violable activity relationship, a relationship is
classified as non-violable if its origin is a law of nature. For example, luggage
loading cannot be performed if there is no luggage physically available for load-
ing. Changing the order of these two activities leads to a deadlock as “Load
luggage” never gets enabled. Thus, the relationship is marked as non-violable
(cf. Table 1). In contrast, weighing the luggage before checking in the luggage is
violable because it is logically possible to skip this activity. However, it comes
with risks. Please note that we refrain from modeling the vulnerability as an
attribute of an activity relationship since a violable relationship may be associ-
ated with certain risks and consequential actions.

Risk of Change Operation and Likelihood. Process model changes associated
with risks. Risks can affect the achievement of the business goal, the structure of
the process model, data, technology, or the organization (cf. Sect. 4). Each risk
has a likelihood that helps users assess the severity of violating a relationship.
Consider the relationship between “Weigh luggage” and “Load luggage” given in
Table 1. Making the luggage weight not mandatory has the risk that the airplane
will exceed its maximum weight (organizational risk). Moreover, staff might get
hurt because they have to carry weighty luggage (organizational risk).

Consequence and Its Severity. If a risk occurs, consequences follow. If the air-
craft has too much weight, it cannot take off, causing delays. Passengers might
miss their connecting flight and the airline has to deal with compensation. Con-
sequences vary in severity depending on the stakeholder [16]. For example, if the
ticket is not scanned before a passenger changes seats, the passenger’s allergies
cannot be addressed if specified food preferences do not match the seat. Besides
consequences that deal with regulatory or procedural constraints, consequences
can also encompass violations in the process model leading to consequential
actions.

Consider the resequencing operation again for activity “Check the validity
of documents” shown in Fig. 1. Having collected the information from domain
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experts and structured them according to the metamodel (see Table 1), we can
assess a relationship change in terms of vulnerability, risks, and consequences.

Resequencing leads to a change in temporal order between “Scan Ticket”
and “Check the validity of documents”. As shown in Table 1, we can perform
this change operation. However, because the relationship is associated with a
structural risk, we know that other activity relationships and dependencies must
be changed to ensure model compliance and proper termination. Assuming we
resequence both the validity check and the optional cancellation activity, the
relationship of “Weigh luggage” and “Load luggage” has to be revisited. As
described in Sect. 3, the existential dependency changes. Whenever the luggage
is weighted, it is loaded onto the aircraft. According to Table 1 we can perform
the change operation since the relationship originates from a norm1, i.e., it is
violable. Changing this dependency leads to structural and organizational risks.

The example shows that risks and vulnerabilities vary depending on the
type of the activity dependency. Moreover, it provides an overview of which
relations cannot be changed (highlighted in gray). For example, the relationship
between “Scan ticket” and “Change seat” can be changed from an existential
point of view, but the temporal order cannot be changed due to the law of nature.
Changing the ordering would put the process into a deadlock. At this point, no
consequential actions can be performed to recover the process from the damage.

Consequential Actions. If a change operation is performed, several consequential
actions can be taken to ensure model and regulatory compliance. Consequential
actions addressing model compliance can be checked automatically, whereas con-
sequential actions dealing with regulatory compliance require expert knowledge
since they rely on contextual information. Note that a consequential action, e.g.,
changing another relationship, might include further actions.

6 Evaluation in Context

To evaluate the usability and utility of the proposed metamodel, we conduct a
single case study to demonstrate how the presented concepts support the assess-
ment of changing a relationship. We consider the travel reimbursement process
at the Technical University of Munich and evaluate the introduced metamodel
by looking at three observed change operations that are common practices.

We introduce the use case and changing operations before discussing the
results.

6.1 The Travel Reimbursement Process and Change Operations

Based on interviews with administration employees, the travel department, and
one employee who has already conducted several travels, we documented the
travel reimbursement process. The BPMN process diagram is shown in Fig. 3.
1 Each aircraft has a maximum weight. Moreover, weighing is required to prevent staff

health issues.
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If employees want to go on a business trip, they must fill out a travel form
and attach appropriate documents proving that it is a business trip as defined
by law. This request is then signed by the supervisor. The assistant checks the
application, scans it, and mails it to the university’s travel department. Scanning
is necessary because travel requests could get lost when sending them via postal
service. The travel department rechecks the application and approves or rejects
it. Employees may only go on a business trip if the application has been accepted.
After the trip has been completed, employees can apply for reimbursement of
travel expenses. The application is voluntary but must be submitted within the
first 6 months after the end of the trip. After the assistant scans the request, it
is mailed to the travel department, which checks it. The reimbursable costs will
be calculated, and the process ends with initiating the bank transfer.

Fig. 3. Travel reimbursement process at universities

The process is primarily determined by the Bavarian Travel Expenses Act2

and common best practices within the university that have been established over
the years. Thus, we identified explanatory rationales by investigating the law and
conducting several interviews with the travel department and the administrative
assistant. Furthermore, we evaluated each relationship for data dependencies and
determined risks, consequences, and severity based on employees’ experience.

2 https://www.lff.bayern.de/themen/reisekosten/reisekosten-allgemeines/ (last access
on 18.06.2024).

https://www.lff.bayern.de/themen/reisekosten/reisekosten-allgemeines/
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For this use case, we are examining the following behavioral BPR possibilities:

1) Going on a business trip before the travel request is approved: Parallelize
activities “Go on Business Trip”, and the two activities ”Scan & Mail Travel
Request” and “Check Application” while preserving the ordering between the
latter two.

2) Digitalization of the reimbursement process: Remove activity “Scan & Mail
Reimbursement Request” because a software program already checks and
forwards the request.

3) Initiate bank transfer before travel request submission: Resequence activities
“Initiate Bank Transfer” and “Fill out & Sign Travel Reimbursement Form”.

Due to late invitations or long review processes for conference papers, a business
trip request may not always be submitted and reviewed in a timely manner
before the trip, resulting in employees may travel without approval. This change
is achieved by parallelizing the relevant activities.

The abovementioned process was made digital using a software program that
automatically checks travel reimbursement requests. Thus, the manual scan and
mail activity is not needed anymore, and it was removed.

The third change operation addresses the employees’ need to have their travel
expenses refunded as quickly as possible. In our single-case study, we evaluate
this scenario and discuss if the reordering of activities is feasible in this case.

6.2 Results

In the following, we present the results for each scenario. A summary is given
in Table 2. Please note that the contextual information presented in Table 2
was identified explicitly for the change operations described above. Thus, the
table only shows those activity relationships mentioned in the scenarios above.
Long-term relationships are not considered here. For example, the first scenario
describes a parallelization between “Go on Business Trip” and the two activi-
ties ”Scan & Mail Travel Request” and “Check Application”. Since the ordering
between the latter two is preserved, their relationship does not change. Thus, it
is not listed in Table 2. Similarly, the relationship between “Fill Out Reimburse-
ment Request” and “Check Reimbursement Request” in the second scenario does
not change because the removal of the activity in between does not affect it.

1) Going on a business trip before travel request approval. The ordering between
checking the application and going on a business trip is explained via the Travel
Expense Act (law). The law clearly defines that going on a business trip with-
out approval is prohibited due to insurance coverage issues. Nevertheless, the
explanatory rationale indicates violable relationships, i.e., the parallelization can
be performed. It is proven that traveling negatively affects physical health [33].
Typical travel illnesses include gastrointestinal problems like diarrhea, minor
injuries, insect bites, or colds3. However, more serious illnesses might necessitate
3 https://www.itilite.com/blog/business-travel-challenges (last access on 01.03.2024).

https://www.itilite.com/blog/business-travel-challenges
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Table 2. Relationships, vulnerabilities, risks, and consequences of the travel reimburse-
ment process

Relationship Explanatory

Rationale

Violable Risk

(likelihood)

Consequence

(severity)

Scenario 1)

Scan&Mail Travel Request,

Go on Business Trip

Business Rule yes Organizational

(low)

Process delay (low)

Check Application, Go on

Business Trip

Norm yes Organizational

(low)

Costs not covered

(high)

Scenario 2)

Fill Out Reimb. Request,

Scan&Mail Reimb. Request

Business Rule yes - -

Scan&Mail Reimb. Request,

Check Reimb. Request

Business Rule yes - -

Scenario 3)

Fill Out Reimb. Request,

Initiate Bank Transfer

Law of Nature,

Norm

no Organizational,

Goal (high)

Deadlock,

Accounting (high)

a hospital stay. Most people rank this risk low. However, the consequences can
be severe. If the business trip is not approved, the costs will not be covered
by the employer’s insurance, and the researcher may potentially be left with
expenses. The relationship between scanning and mailing the request and going
on a business trip is based on a business rule. There is no technical support for
handing in travel requests. Thus, the documents are sent via post. Associated
risks are of an organizational nature since mailing the documents after going on
a business trip might cause delays in the process, which are considered low in
severity.

2) Remove Scanning and Mailing of Documents. The origin of the relation-
ships between filling out the reimbursement request, scanning and mailing it,
and finally checking it is based on business rules and best practices. Thus, the
relationships are violable. The risk of documents getting lost in the post does
not exist anymore because the travel request is now handled via an IT system.
Thus, there are no associated risks or consequences with deleting the activity
“Scan & Mail Reimbursement Request”. From a data perspective, checking the
request only depends on the “Fill Out & Sign Reimbursement Form” activity.
The scanning and mailing of the request can be omitted. To check a request, it
has to be created, i.e., it has to exist, which was done in the previous activity.
Such contextual analysis of the explanatory rationales reveals optional process
parts, e.g., the activity “Scan & Mail Reimbursement Request”. In fact, the
digitalization of the process did not violate any non-violable relationships. How-
ever, a more detailed analysis would have shown that changing the activity to
an optional one is also possible; it does not have to be removed.

3) Initiate the bank transfer before submitting a travel request. Bank transfers
require data such as the recipient, the amount of money you want to transfer,
the recipient’s IBAN, and the BIC. To obtain the data, a request must be made
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orally via a call or in a written format through a formal document. Thus, we
can identify two explanatory rationales: a law of nature due to data dependency
and a norm, as the travel expense law requires requesting the reimbursement of
travel expenses in written form. Since the relation is based on a law of nature,
it is non-violable. The risks include organizational risks; if the request is made
orally, the university risks the discovery of an error in accounting, which could
lead to serious consequences. Additionally, the goal of reimbursed costs is also
at risk, as a different order could lead to a deadlock since the bank transfer
cannot be initiated. This risk is very high, and the consequences are also severe.
Therefore, this change operation should not be performed.

6.3 Discussion

The evaluation shows that explanatory rationales and vulnerabilities not given
by the BPMN process diagram can be identified if the contextual environment is
accessible via documentation or stakeholders who can be interviewed. Risks and
consequences can also be derived in a feasible manner. This shows the usability
of the presented metamodel, i.e., it is feasible to collect the required information.

Nevertheless, the information was collected manually. For more complex busi-
ness processes, we expect this task of information extraction to be extremely
cost-intensive and time-consuming. More structured techniques, e.g., question-
naires and interviews, might help identify relevant contextual information.

In the shown use case, we neglect long-term relationships and consequen-
tial actions within the process model. Changing an activity relationship might
also violate other relationships not explicitly shown in the process model. An
overview of all affected relationships and their adjustment is necessary to ensure
consistency and proper termination of the process model. Related work [1–3]
already introduces approaches to capture these dependencies and could be used
as a foundation for developing an algorithm for detecting consequential actions
as stated in the metamodel.

Besides usability, the evaluation also shows the utility of the metamodel.
Differentiating between violable and non-violable relationships helps us decide
whether relationships are changeable and supports identifying flexibility in pro-
cesses. Relationships that are not based on a law of nature are changeable and,
thus, offer possibilities for flexible process behavior. The overview of risks and
consequences helps to assess the implications of a change operation. Further-
more, it helps to understand the overall process and creates awareness of the
individual orderings and dependencies. Although the level of detail in defining
risks, consequences, and explanatory rationales depends on the available data,
the evaluation shows that the concepts presented provide a sufficient overview.
All concepts are correct and relevant to the problem of assessing change opera-
tions, which proves the feasible validity of the metamodel according to Lindland
et al. [17]. Feasible completeness is also achieved since the metamodel would not
benefit significantly from adding more concepts.
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7 Conclusion and Future Work

Automatized support for business process redesign is still one of the biggest chal-
lenges in the BPM community [5]. This paper focuses on behavioral BPR, i.e.,
the redesign of activity relationships, and presents a metamodel that introduces
essential concepts to assess behavioral change in process models. Changing activ-
ity relationships in process models is thus examined more profoundly by defining
the relationship’s vulnerability based on its origin and motivation and by con-
sidering the risks and consequences. Thus, the metamodel represents the first
step towards automated support for behavioral BPR. After having defined what
we need to know, we can extend our research to extracting the required infor-
mation from domain knowledge. Currently, we are investigating the potential
of large language models and questionnaires to compare automized and manual
approaches. Furthermore, approaches such as [20,32] present techniques to derive
relevant dependencies based on process models and textual descriptions and can
serve as a foundation. Future work includes a formalization of change operations
on an activity dependency level as introduced in [3] and an automized depen-
dency detection and downwelling4 adjustment to recover consequential dam-
ages to the process model. Having formalized the dependencies between activity
relationships and the concrete change operations, we can then work on a semi-
automatized tool that integrates the contextual information when guiding users
in BPR tasks.

In this paper, we focus on change operations at the type level. However,
change operations can also be performed at an instance level. Risks might change
in likelihood, and consequences may change in severity. Consider again the exam-
ple of making the luggage weighing optional. The likelihood that the airplane
reaches its maximum weight with one overweight suitcase is lower compared to
implementing the change on a model level. Similarly, the risk of a worker getting
back problems because of one overweight suitcase is relatively low. In contrast,
the likelihood increases if the worker has to load several overweight suitcases in a
row. Furthermore, we only looked at assessing change operation at design time.
However, contextual information on activity relationships is even more essential
for changing a process at runtime to ensure proper termination. Thus, we see
great potential in the presented approach to enhance, for example, the so-called
change patterns introduced by Weber et al. [30].

In addition to business process redesign at design and runtime, the meta-
model also promises enhanced business process repair. Change operations derived
from process behavior observed in the event log can be assessed before implemen-
tation. Furthermore, we also see a potential use case in characterizing business
processes since identifying process flexibility is supported by the metamodel.

4 Downwelling in terms of a cascading effect, i.e., a chain of adjustments needed to
recover consequential damages.
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Abstract. Diverging interests in the workplace may lead to undesirable
employee behavior such as taking undue credit, underperforming, shirk-
ing responsibilities, and undermining colleagues. This kind of conduct,
also referred to as weasel behavior, can have significant negative impli-
cations for both individuals and the organization as a whole. Therefore,
its identification is of crucial importance. Recent work in process sci-
ence has defined thirteen weasel behavior patterns and proposed the use
of process mining related techniques to uncover them from the traces
recorded by information systems. However, these definitions have not
yet been tested on any event log. This paper aims at closing this gap by
providing the design specifications and algorithms necessary to extract
weasel behavior from event logs. We evaluate our implementation on
the real-world logs provided by the IEEE Task Force on Process Mining
and report the extent of weasel behavior present in each dataset. Our
results have relevant implications on the application and development
of resource-centered process analysis techniques and contribute to better
understanding the information present in the widely-used BPI logs.

Keywords: event log · resource analysis · process mining · behavioral
process mining

1 Introduction

When stress and conflicts of interest arise in workplace situations, individu-
als may exhibit inappropriate behavior. This conduct, often labeled as weasel
behavior, includes activities that are unsanctioned and unrelated to work during
work hours. Addressing weasel behavior is crucial for maintaining a productive
and healthy workplace, ensuring legal compliance, and protecting employee well-
being.

Traditionally, detecting this behavior has been challenging due to individuals’
tendencies to conceal it. However, the advent of information systems that support
work activities now allows for the recording of traces of these actions, providing
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an opportunity to identify undesired patterns. Recent studies [9] have theoret-
ically defined various patterns of weasel behavior, using a Principal-Agent [11]
framework to analyze resource interactions in event logs. Thirteen specific pat-
terns have been identified, but these have not yet been implemented as algo-
rithms or tested in real-world event logs.

This paper aims to bridge this gap by providing a specification for these
behavior patterns, developing corresponding algorithms, and evaluating them
against both synthetic and real-world event logs. The results reveal the dis-
tribution of these behaviors in well-known event logs, thereby enhancing our
understanding of resource behavior in organizational settings and contributing
to the development of resource-centered process analysis techniques.

This paper is structured as follows. Section 2 describes the setting of this
work. Section 3 outlines the research methodology devised to translate the
weasel-behavior patterns into design patterns for implementation purposes.
Section 4 provides the specifications for each design pattern. Section 5 outlines
the results of our algorithms on both synthetic and real-world event logs, includ-
ing a discussion. Section 6 concludes the paper.

2 Literature Review

The scope of this paper is to explore the use of event logs for extracting and
analyzing the behavior of resources. Therefore, we consider the literature that
takes into account both the resource perspective and the analysis of event logs,
at the same time. This section describes previous work, discusses works related
to the analysis of behavioral issues and identifies the research gap to address.

Previous Work. This paper follows the research stream started by Leyer et
al. [9]. They use Principal-Agent Theory [11] to explain the relationship between
resources in an organization. This theory states that there is an imbalance in
power held by the principal and in information held by the agent, and their goals.
Given that principals cannot fully control the actions of agents, the latter will
show opportunistic behavior in to attain their individual goals. The propensity
of employees to engage in unsanctioned, non-work related activities during work
time has also been referred to as weasel behavior. Thanks to the adoption of
information systems and the recording of work-related events into system logs,
this behaviour can now be uncovered. Leyer et al. [9] have conceptualized this
inappropriate behavior into the thirteen patterns provided in Table 1.
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Table 1. The thirteen patterns of inappropriate behavior as defined by [9]

Rerouting-related Performance-related Social-related

1. Activity Deviation 5. Performance Masking 9. Idling
2. Originator Deviation 6. Performance Blow-out 10. Social Loafing
3. Re-Ordering 7. Overwork Hiding 11. Peer Mobbing
4. Preferential Work Selection 8. Gold Plating 12. Boss Mobbing

13. Social Borrowing

Related Work. Apart the work of Leyer et al. [9], other related work exists
that allows to evaluate resources’ behavior. Specifically, in the process mining
area, social network analysis has been used to examine the interactions and rela-
tionships between the resources of a process. Specifically, the work of [2] uses
event logs to discover social networks within organizations. Song and van der
Aalst [13] developed techniques to automatically extract social networks from
event logs of workflow management systems. Moreover, to overcome the com-
plexity of networks discovered in large event logs, Ferreira and Alves [6] focus on
discovering communities at varying levels of abstraction. More recent work by
Mustroph et al. [12] also considers additional information such as natural lan-
guage description of the process to identify whether the mined work is deviating
from the wanted behavior. Further approaches that inform on resources behav-
ior are the use of standard process mining techniques [1], where the resource
information is used as a case identifier. Techniques like the dotted chart [14] are
able to pinpoint single events that may point to unwanted behavior.

Moreover, process performance indicators [5] and cycle time analysis [8] can
help at pointing out anomalies in resources performance. To aid this kind of
analysis, simulation [3,10] is a powerful technique that can be used for identifying
improper behavior of resources.

Gap. Among the above mentioned approaches, the only work that adopts a
theoretical lens to analyze the resource behavior is [9]. While conceptualized
and exposed in a structured manner, the thirteen proposed patterns have not
yet been implemented. Therefore, we pose the research question how can we
implement such patterns and to what extent can be mined from event logs?. This
paper aims at closing this gap by providing a specification that can be easily
implemented as a prototype, an initial implementation and an application on
real-world event logs that are commonly used in business process research.

3 Methodology

Next, we present our research approach to achieve the design patterns specifi-
cations. We describe the steps undertaken, the data and the framework used to
specify the design patterns.
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Research Approach. We summarize the steps of our approach in Fig. 1. To start,
we consider the behavior patterns conceptualized in [9] as listed in Table 1. Then,
we proceed in five steps i) analyze pattern description; ii) derive requirements for
identification; iii) derive event log requirements; iv) formulate design patterns
specification; and v) implement and test a pattern detection algorithm.

Fig. 1. Steps of the approach to specify and implement the patterns.

Let us describe each step in more detail. In step i) we analayze the original
description of each pattern guided by the question what are the inputs required to
apply this pattern?. As a result, we can first classify the patterns whether they
can directly be implemented with only the event log or whether they require
more contextual information such as a process model. In step ii) we consider
again each pattern and the information from step i) and we identify specific
requirements of the input. For example, in order to detect performance blow-out
the requirement is that the event log contains the attributes Activity, Start
and Complete Timestamps, and Resource. In step iii) we consider the overall
knowledge gathered by analyzing each pattern to derive general requirements
about the input. This step is guided by the question can we create one single
input with all the required attributes?. The result of this step is also related to
the choice of what specification language used in the next step. In step iv) we use
a patterns specification language to describe each pattern in a way that it can
be easily implemented. In the final step v) we implement and test each pattern,
according the specification. More specifically, before implementing and testing
algorithms in the real data, this step creates synthetic event logs that present the
required behavior (by construction). These synthetic event logs are then used to
test the correctness of the algorithm in identifying the implemented behavior.
The output of this step is further used to analyze the presence of the patterns.

Data, Design Patterns Selection and Specification Format. Next, we describe
the kind of data used in this research approach, what design patterns we used
for the specification of weasel behavior and their format.

Data. The first three steps of the research approach allow us to grasp an overall
understanding of the data requirements for weasel behavior detection. In particu-
lar, our approach makes use of two kinds of data: synthetic event logs and real-life
event log. Sythetic event logs are generated ad-hoc for each pattern. More specif-
ically, we first create scenarios for each instance of inappropriate behavior. Then
we manually create event log traces that directly reflect the scenario, for each
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pattern. In other words, in the end of our approach, we have 13 synthetic event
logs (one per pattern), each affected by the respective inaproppriate behavior.

Design Patterns Selection. Before applying step iv), there is a need for select-
ing how to transform the conceptualized patterns into a design that can be used
for software specification. As the final goal is to implement and test the behav-
ioral patterns in practice, we follow the principles of Design Patterns proposed
by Gamma et al. [7]. The main advantage of specifying the thirteen inappropri-
ate behavior types as design patterns is that they can be used to both generally
describe the problem in context and as requirements for algorithm development.

Specification Format. We keep the original classification of the patterns,
but we use a design pattern specification format. Each pattern is described
according to the following template, inspired by [7] and adapted to our case.
Pattern Name conveys the essence of the design pattern, Intent gives informa-
tion on the intent or purpose, Problem states the specific problem the pattern
addresses, Solution gives a details on the solution provided by the pattern,
Required Attributes lists the attributes required in the event log, Required
Analysis lists the minimum level of analysis an implementation must provide,
Implementation explains what are the steps and considerations for implement-
ing the pattern, Code Examples provide code snippets or pseudocode to illus-
trate the implementation, Sample Applications describe real-world examples
or scenarios where the pattern can be applied, and Consequences outlines ben-
efits and potential drawbacks of using the pattern.

4 Design Patterns Specifications

In the following, we provide the specifications for each inappropriate behavior,
using the design patterns specification format. For the sake of space, we do
not report the implementation, code examples, sample applications and conse-
quences. The implementation and code can be found in [4] whereas applications
to real-world event logs and consequences follows in the paper.

Pattern 1. Activity Deviation (Rerouting-related)
Intent: This design pattern captures all those activities that are unexpected or
undesired by the principal (e.g., the owner of the organization).
Problem: The specific problem addressed by this pattern is the conformance of
activities to a desired process known by the principal. Specifically, the process
model represents the desired work.
Solution: The solution provided by this pattern is to perform conformance
checking of the activities present in the event log against the given process model.
The priority is given to the process model. That is, if an activity is only present
in the log, it is considered a deviation.
Required Attributes: Activity, Process Model, or a similar data structure con-
taining all expected activities
Required Analysis: The activity has to be checked for each event in the log.
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The regarded activity then has to be compared with the expected activities spec-
ified in the model
Implementation: Loop through all activities in the event log. Each considered
activity from the event log, should be the next expected activity in the model.
If this is not the case, record the deviation. Collect all the deviations for all
activities.

Pattern 2. Originator Deviation (Rerouting-related)
Intent: The purpose of this pattern is to detect those resources who worked on
tasks they were not assigned to.
Problem: While it may be desirable that certain resources undertake tasks they
were not assigned to, the focus of this pattern is on those cases when certain
resources favour doing other tasks instead of their own, as this may give them
more credit.
Solution: The solution provided by this pattern is to perform conformance
checking. Especially, the check should be whether the resources who were
assigned certain tasks were also the ones who conducted them.
Required Attributes: Activity, Resource, Process Model (or a similar data
structure containing the assigned resource for each activity)
Required Analysis: Check each activity in the event log to see if it was con-
ducted by the assigned resource. Record any deviations where tasks were com-
pleted by non-assigned resources.
Implementation: To detect the pattern of Originator Deviation, the assigned
resource has to be checked for each event in the log. The resource associated with
the regarded event should then be compared to the resource who is expected for
the corresponding activity according to the model. If the assignments from log
and process model deviate, it is an indicator of the presence of Originator Devi-
ation. Otherwise, it has to be proceeded to the next assignment.

Pattern 3. Re-ordering (Rerouting-related)
Intent: The purpose of this pattern is to detect those activities that were per-
formed in an undesired order.
Problem: The responsible agent may think that the activities would be better
performed in a different order than what is prescribed in the process model.
Solution: The solution provided by this pattern is to perform conformance
checking. Especially, this pattern should provide discrepancies in terms of
sequences of activities performed in the event log versus the model.
Required Attributes: Case, Activity, Timestamps, Process Model (Or a sim-
ilar data structure containing the expected order of activities)
Required Analysis: The sequences of activities in the event log, sorted by
timestamp must be compared to the expected sequences of activities prescribed
in the process model.
Implementation: To detect the pattern of re-ordering, it is necessary to check
the order in which activities occurred for each case by examining the timestamps.
This order then has to be compared to the order prescribed in the process model.
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If the order of activities in the regarded case from the log is invalid according
to the process model, this is an indicator of the presence of Re-Ordering. Oth-
erwise, it has to be proceeded to the next case.

Pattern 4. Preferential Work Selection (Rerouting-related)
Intent: The purpose of this pattern is to detect those resources who choose
working on certain tasks disproportionally often.
Problem: Agents may chose easier tasks that have a higher pay-off.
Solution: The solution must single out all those cases in which work was not
performed as assigned (i.e., not in a first-come-first-served (FCFS) fashion).
Required Attributes: Case, Activity, (Start and Complete) Timestamps,
Resource
Required Analysis: Output a list of activities that are chosen on average more
often than expected by the resources
Implementation: To detect Preferential Work Selection, the frequency of cer-
tain activities being chosen by certain resources has to be observed. Average
frequencies have to be calculated for each activity on this basis. If the frequency
of a resource choosing an activity is significantly greater than the average value
for the regarded activity, this is an indicator of the presence of Preferential Work
Selection. Otherwise, it has to be proceeded to the next frequency of a resource
choosing an activity. Furthermore, it also has to be observed if a resource starts
a new activity in a case while still not being finished with work in another case
by checking timestamps. If a timestamp reveals that this did indeed happen, this
is another indicator of the presence of Preferential Work Selection. Otherwise,
it has to be proceeded to the next timestamps.

Pattern 5. Performance Masking (Performance-related)
Intent: The purpose of this pattern is to point out agents who try to prevent
their performance from being measurable.
Problem: An agent could transfer the content of an online work item to finish it
offline because the time needed is only measured when the work item is opened
online. This way, the actual time needed for the completion of the task can not
be measured.
Solution: The solution should provide information on how quickly the tasks
are performed. Unusually short durations should be collected for further analysis
Required Attributes: Case, Activity, (Start and Complete) Timestamps,
Resource
Required Analysis: Output a list of cases with many events registered in a
short time
Implementation: To detect the pattern of Performance Masking, cases that
have many events registered in a relatively short amount of time have to be
observed by counting events in cases and checking timestamps. Activities that
occur significantly often in such cases and also have a significantly short duration
should then be searched. If the presence of such cases and activities is confirmed,
it is an indicator of the presence of Performance Masking. Otherwise, it has to
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be proceeded to the next cases with many events in a short time.

Pattern 6. Performance Blow-Out (Performance-related)
Intent: The purpose of this pattern is detect agents stretching their work time
by pretending they are still working on an activity when they are actually not.
Problem: Activities might have working times determined by service-level-
agreements, which makes it possible to maximize the time spent on that activity
even when the work is already completed. This suggests that the agent might
want to gain additional free time.
Solution: The solution should provide information on agents who, compared
to others, take longer time on performing similar tasks.
Required Attributes: Case, Activity, (Start and Complete) Timestamps,
Resource
Required Analysis: Output all those resources that took different times in
performing similar tasks, along with the tasks performed.
Implementation: To detect the pattern of Performance Blow-Out, the time dif-
ferent resources need for the same activities has to be inspected by checking
timestamps. Those completion times of different resources must then be com-
pared to determine whether they deviate significantly from one another or are
approximately in the same range. If the standard deviation of the completion
times for an activity is significantly great, this is an indicator of the presence of
Performance Blow-Out. Otherwise, it has to be proceeded to the next comple-
tion times of an activity. Moreover, the completion times of the same resource for
the same activity have to be analyzed. If this duration gets significantly longer
over time, this is another indicator of the presence of Performance Blow-Out.
Otherwise, it has to be proceeded to the next completion times.

Pattern 7. Overwork Hiding (Performance-related)
Intent: The purpose of this pattern is to signal agents performing work outside
of their official working times.
Problem: Agents are not able to finish their allocated work in the expected
time. Since the expected times would usually be set based on the stated skills
and experience of an employee, Overwork Hiding might even infer that an agent
is less skilled or experienced than stated expected by the principal.
Solution: The solution should provide information on agents that perform
actions on work items outside of working hours
Required Attributes: Activity, Timestamps, Resource, Official working times
Required Analysis: Output all the agents that performed work on activities
outside working hours
Implementation: To detect the pattern of Overwork Hiding, the timestamps
have to be investigated for each resource and compared with the working times
of the regarded resource. If a timestamp is found that is placed outside of the
allocated working times, this is an indicator of the presence of Overwork Hiding.
Otherwise, it has to be proceeded to the next timestamp.
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Pattern 8. Gold Plating(Performance-related)
Intent: The purpose of this pattern is to show circumstances of overwork in
which resources weather conduct more work than necessary or perform addi-
tional services and tasks
Problem: By conducting more work or providing additional services, agents may
increase the favour of certain clients or aim for additional performance bonus
Solution: Cases with additional duration or cost must be analyzed. Such cases
would take longer in certain contexts (e.g., when associated to a specific client)
Required Attributes: Activity, Timestamps, Resource, Official working times
Required Analysis: Perform variant analysis and point out cases that last sig-
nificantly longer from others in the same variant group.
Implementation: To detect the pattern of Gold Plating, cases categorized by
their specific sequence of activities, also called process variants, have to be iden-
tified. Next, the average activity duration of each process variant has to be
observed. If the average activity duration of a certain process variant is signif-
icantly longer than the overall average, this is an indicator of the presence of
Gold Plating. Otherwise, it has to be proceeded to the next process variant.
Furthermore, it has to be searched for process variants containing significantly
rare activities. If a process variant contains an activity that is significantly rare,
this is another indicator of the presence of Gold Plating. Otherwise, it has to be
proceeded to the next process variant.

Pattern 9. Idling (Social-related)
Intent: The purpose of this pattern is to point out agents engaging in non-work
related activities during work time instead of working
Problem: Agents may perceive work as boring or unfair and use working time
for other activities, such as socializing, procrastinating, smoking, etc. Yet, they
do not want to be perceived as bad performers.
Solution: A solution to this problem would be to assign more stimulating work
to resources. Resources that take substantially more time on completing tasks
can be extracted from event logs.
Required Attributes: Activity, (Start and Complete) Timestamps, Resource
Required Analysis: Analyze the actions performed by resources on tasks.
Check completion times.
Implementation: To detect the pattern of Idling, the timestamps have to be
checked to calculate the completion times of each resource for each activity.
Based on those completion times, the mean has to be calculated for each activ-
ity to be compared with the individual completion times. If there is a completion
time value that is significantly greater than the values for other resources con-
ducting the same activity or significantly greater than the values for the same
resource conducting other activities, this is an indicator of the presence of Idling.
Otherwise, it has to be proceeded to the next completion times. In addition, the
timestamps have also be evaluated to detect resources taking possible breaks
between two activities. If those breaks are significantly long, this is another indi-
cator of the presence of Idling. Otherwise, it has to be proceeded to the next
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timestamp.

Pattern 10. Social Loafing (Social-related)
Intent: The purpose of this pattern is to detect when, in the context of group
work, an agent avoids, neglects works or free-rides
Problem: As group members do not perform team work by shirking work, the
whole team productivity is affected
Solution: Identify resources that exhibit this pattern and assign them to dif-
ferent groups.
Required Attributes: Activity, (Start and Complete) Timestamps, Resource,
Classifications of events into group work and individual work
Required Analysis: Measure the average completion times of resources in the
context of group work
Implementation: The completion times must be measure for each resource in
the context of groupwork. This performance must then be compared to the
completion times of the same resources working alone. If a resource shows a
significantly better individual performance while working alone in comparison
to working in a group, this is an indicator of the presence of Social Loafing.
Otherwise, it has to be proceeded to the next resource.

Pattern 11. Peer Mobbing (Social-related)
Intent: The purpose of this pattern is to detect agents or groups of agents who
degrade their peers by taking over their work without consent.
Problem: Agents steal work items from the entitled resource in order to increase
their pay-off, at the same time making the performance of their colleagues look
poor.
Solution: Resource who exhibit this pattern must be detected and a limit on
the items they can take over should be in place.
Required Attributes: Activity, Resource
Required Analysis: Collect work type that are performed unusually often by
certain groups.
Implementation: To detect the pattern of Peer Mobbing, it is necessary to
analyze the frequency of each activity being performed by each resource. If sig-
nificantly many resources perform a certain activity significantly more often than
a single resource, this is an indicator of the presence of Peer Mobbing. Otherwise,
it has to be proceeded to the next resources.

Pattern 12. Boss Mobbing (Social-related)
Intent: The purpose of this pattern is to detect agents or groups of agents who
repeatedly perform poorly as a team in order to make their boss look bad.
Problem: The boss may be too demanding or controlling and a group of agents
decides to underperform so that companies goals are not met.
Solution: Once these team member are detected, a solution is to assign people
to different teams.



46 S. Bala et al.

Required Attributes: Activity, (Start and Complete) Timestamps, Resource,
Timestamp when a certain is assigned, Classifications of events into group work
and individual work
Required Analysis: Collect resource performance before and after the time a
boss was assigned.
Implementation: To detect this pattern, the average completion times of
resources performing in group work, before and after a predefined time, starting
when a new boss took over, are analyzed separately. If we observe that resource
groups take significantly longer on average after the boss takeover than before,
we count this as Boss Mobbing.

Pattern 13. Social borrowing (Social-related)
Intent: The purpose of this pattern is to detect agents exploiting other agents
by letting them do their work without giving undue credit.
Problem: Agents may not be able to perform their work, they may be over-
loaded or may simply want to increase their performance by offloading work to
colleagues.
Solution: Agents that exploit other agents must be detected and it should be
made sure that they do not work on similar tasks or similar times
Required Attributes: Activity, (Start and Complete) Timestamps, Resource,
Official working times
Required Analysis: Find correlations in performance. Especially, when one
resource is present, the performance of another resource is negatively affected.
Implementation: To detect this pattern, the average completion times of each
resource are calculated, for when each other resource is present at work, and
when the same resource is not present. These average times are investigated to
check if there is a correlation between the presence at work of a resource and the
average completion times of another resource. If a resource performs significantly
worse when another resource is present versus when this is absent, that is a hit.

5 Evaluation and Analysis

This section evaluates the feasibility of the design patterns and applies the result-
ing algorithm to real-world logs, further analyzing and discussing the results.

Evaluation Criteria. We evaluate the applicability of the proposed design pat-
terns by implementing them into a prototype. More specifically we implement
each of the thirteen patterns in a dedicated Python script. The scripts are avail-
able in the GitHub repository linked in [4]. Our key criterion for evaluation is the
effectiveness in translating the design patterns to outcomes. To evaluate this, we
proceed in two steps. First, we construct synthetic input in which we represent
each weasel behavior, for all the thirteen patterns. We then run our prototype on
this synthetic data and improve the implementation until we are able to capture
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all the behavior. Second, we apply our prototypical implementation on real-world
event data made available from the IEEE task force on process mining1.

The most suitable logs for our analysis were the BPI Challenge 2012 log
(BPIC12), BPI Challenge 2017 (BPIC17), both representing a loan application
process of a Dutch financial institute, Conformance Checking Challenge 2019
log (CCC19) which represents a medical training process, specifically medical
students learning how to install a specific catheter, and the Dutch academic
hospital (Hospital) log (only used when a timestamp is not required).

Some patterns require not only an event log, but also a model as an input. In
these cases, we create a surrogate by sampling the event log. We make various
samples and use them as a reference model. This means that we also repeat the
application of the algorithms for each sample and collect the average score.

Analysis of the Results. Next, we analyze the discovered weasel behavior in the
real-world event logs. We report the results for each pattern on the event logs
where the pattern could be applied. For the sake of space we will only use plots
where it is necessary to show comparison. We supply each result with a dedicated
analysis, highlighting key information and limitations.

Pattern 1: Activity Deviation. The script implementing the Activity devia-
tion pattern (from expected work) could be applied to BPIC12 (262200 events),
BPIC17 (1202267 events), CCC19 (1394 events) and Hospital (150291 events).
No activity deviation could be detected in the former three. In the Hospital log,
282 events were flagged as activity deviation, equals to 0.0019%. Analysis: A
reason for the low occurrence of the activity deviation (as implemented) can be
associated to the non-availability of a process model. The sampling technique
used 50% of the event log to build a model. Such sample may be too large, and
include all the activities that are also present in the log. In this sense, every
activity of the log is “expected” in the model.

Pattern 2: Originator Deviation. Originator deviation (i.e., resources who
worked on tasks not initially assigned to them) could be applied to BPIC12,
BPIC17, CCC19 and Hospital. In this case, while the Hospital log, only showed
1 case of this pattern, CCC19, BPIC17, and BPIC12 presented the highest pres-
ence of the pattern, with 13.79, 12.85 and 6.56% of this behavior out of the total
possible. The total possible behavior was calculated considering the product of
all originators multiplied by all the possible activities. Analysis: As in the pre-
vious case, given the non-availability of a process model, a sampling technique
was used. Because the algorithm samples the log more than once to use the
sample as a reference model, it is possible that more instances which present
this pattern are detected. This may affect positively the number of hit couples,
in case the sampled event log contains too many similar traces to the original.

Pattern 3: Reordering. Re-ordering (i.e., activities performed in an unex-
pected order) could be applied to BPIC12, BPIC17, CCC19 and Hospital. As

1 https://www.tf-pm.org/resources/xes-standard/about-xes/event-logs.

https://www.tf-pm.org/resources/xes-standard/about-xes/event-logs
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the percentage of re-ordering cases is higher than the previous patterns, we dis-
play them in Fig. 2. In BPIC12 log, 1213 out of 13087 cases in total are detected
(9.27%). In BPIC17 12890 out of the total 31509 (40.91%) and Hospital log 703
out of 1143 total (61.5%) were detected. Finally, in the CCC19 log all the 20
cases got detected (100%). Analysis: As in the previous cases, the detection
present potentially false positives. This can also be noted by the 100% value
score on the CCC19 event log. However, given the non-availability of a reference
process model, this is not possible to measure.

Fig. 2. Re-Ordering percentage in dif-
ferent logs

Fig. 3. Preferential Work Selection per-
centage in different logs

Pattern 4: Preferential Work Selection. This pattern occurs when i) certain
activities are chosen more frequently than others by certain resources or ii) when
resources start new activities while still working on other ones. We applied both
conditions separately to the to BPIC12, BPIC17, CCC19 and Hospital. Condi-
tion ii) could not be applied to Hospital as the start timestamp is not available
(thus, it is not possible to understand if resources are working in any other task).
We report the results in Fig. 3. The number in parentheses expresses which con-
dition was measures. That is, BPIC12(1) means that condition i) was measured.
We noticed here that the BPI challenges event logs present the higher occur-
rence of this pattern. Analysis: The values observed in the logs may present
false positives or negatives, as the classification of normal frequency depends on
a threshold value. Domain experts are required to set this value optimally.

Pattern 5: Performance Masking. Given the requirement on start times-
tamp, this pattern could not be applied to the Hospital log. In other logs it
was detected as follows. BPIC12 is affected as 16583 events over 262200 total
(6.32%), BPIC17 as 47608 events out of 1202267 (3.96%), and CCC19 as 37
events over 1394 (2.65%). Analysis: The percentages are threshold based. A
domain-expert can help setting them more optimal results.

Pattern 6: Performance Blow-Out. We report the results in Fig. 4. The
numbers in parentheses denote which condition of Performance Blow-Out the
corresponding bar represents: 1 for the first condition (different resources, same
activities) and 2 for the second condition (same resources, same activities).



Spotting the Weasel at Work 49

Analysis: No instances of Performance Blow-Out are detected in the CCC19
log. In contrast, the remaining two logs exhibit significant proportions of Per-
formance Blow-Out. The proportion is particularly pronounced in BPIC17, with
approximately twice the percentage of signelled instances versus BPIC12, for
both conditions of the pattern. These findings reveal that resources perform
certain activities slower over time in the two logs.

Pattern 7: Overwork Hiding. This algorithm was applied to BPIC12,
BPIC17, CCC19, and Hospital. The detection was as follows 80250 detected
events over 262200 for BPIC12 (30.61%), 298728 events over 1202267 total for
BPIC17 (24.85%), 1394 over 1394 for CCC19 (100%), and 150291 over 150291 for
Hospital (100%). Analysis: There are two primary factors that could contribute
to false positives and negatives. Firstly, the code assigns default working times
of 09:00 to 17:00 to all resources in the four logs due to the absence of predefined
working times. This can lead to events registered within the true working hours
being falsely detected as Overwork Hiding. However, this issue could also result
in false negatives, where events occurring within the default working hours are
not flagged despite being outside of the actual working hours for the respective
resource. Timezones recorded in the timestamps are a further source of threat.

Pattern 8: Goldplating. We report the deception results of this pattern in
Fig. 5. The numbers in parentheses denote which condition of Gold Plating
the corresponding bar represents. Conditions are variants with a significantly
i) longer duration and ii) rare activities. The highest percentage of hits for both
conditions was observed in the BPIC12 log. Specifically, out of 4371 process
variants in the BPIC12 log, 927 were found to take significantly longer to com-
plete than others, and 2742 were found to contain a significantly rare activity.
In the BPIC17 log, although fewer, still significant proportions of positives were
identified, with 2699 and 6447 out of 15930 total process variants. Similarly, in
the CCC19 log 1 and 10 out of 20 process variants were detected. Analysis:
These patterns we always possible to detect in the real-world event logs. The
significance threshold was set to 1%. Yet, it was still possible to detect this
pattern.

Fig. 4. Performance Blow-Out Fig. 5. Gold Plating percentage
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Pattern 9: Idling. Durations are analyzed for this pattern, so the Hospital log
is not considered. Three conditions are calculated: i) count of instances where a
resource requires significantly more time for an activity compared to the aver-
age resource, ii) resources that require significantly more time for a particular
activity compared to their average time for other activities and iii) instances
where resources take significantly long breaks without registering any activity.
The results are as follows. BPIC12 (i, ii, iii) = (186, 224, 783), BPIC17 (i, ii, iii)
= (455, 579, 397), and CCC19 (i, ii, iii) = (0, 0, 0). Analysis: No instances of
Idling were detected in the CCC19 log for any of the three conditions. The most
significant tendency was found in the BPIC12 log, where approximately 31.52%
of possible resource/activity combinations were flagged as resources taking long
breaks. The proportions of the remaining two conditions in the same log, as well
as all three conditions in the BPIC17 log, are between 7% and 15%.

Pattern 10: Social Loafing. This pattern was applied to CCC19, BPIC12,
and BPIC2017. No social loafing pattern was detected in the CCC19 log. On the
contrary, 42 out of 69 resources in the BPIC12 log and 105 out of 149 resources in
the BPIC17 log exhibited such behavior. Analysis: Considerable difference was
found between BPIC12 and BPIC17 event logs. Respectively, they are affected as
much as 68.87% and 70.47%. Possible false positives may be attributed in part to
the threshold, as its value determines the extent to which the average completion
time of a resource must deviate between group and individual work. It is set to
10min. Furthermore, the group work detection function also presents potential
for false positives and negatives. This function checks for four conditions, which
may not 100% accurately identify group work flags for all events, leading to
potentially skewed results.

Pattern 11: Peer Mobbing. This pattern was applied to CCC19, BPIC12,
BPIC2017, and Hospital. Peer mobbing was only detected in BPIC12, with a 110
instances. Analysis: Two threshold values are used in the code for this pattern,
which bear potential for causing false positives and negatives again, as the ideal
value to use for threshold values always depends on the context and is subjective.

Pattern 12: Boss Mobbing. Among the 13 patterns, Boss Mobbing could not
be applied to the real-world data, as there is no information which resources
play this role and since when. No realistic assumption could be made about it.

Pattern 13: Social Borrowing. This pattern was applied to CCC19 and
BPIC2017. No social borrowing was detected in CCC19. BPIC17 presented 1192
cases of this pattern, equivalent to 5.36%. Analysis: A resource may receive mul-
tiple flags for a time interval in which it worked slower, especially if there are
other resources whose working times align with that interval. This situation can
yield false positives. Additionally, the setting of a threshold value to define when
the average time difference of the borrowing resource is considered significant,
may lead to false positives and negatives.
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Table 2. Summary of the percentage of each pattern (P1–13) in event logs.

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13

BPIC12 0 6.56 61.5 5.72 6.32 30.56 30.61 62.73 31.52 60.87 4 - -
BPIC17 0 12.85 100 35.51 3.96 61.54 24.85 40.47 10.24 70.47 0 - 5.36
CCC19 0 13.79 40.91 1.72 2.65 0 1 50 0 0 0 - 0
Hospital 0.0019 0.004 9.27 0.73 - - 1 - - 0 - -

Discussion. Table 2 summarizes main results of the detection of the patterns in
the real-world event logs. While subject to limitations, this paper presents a first
successful implementation of the thirteen behavioral patterns to detect inappro-
priate behavior at work using event logs. The results indicate varying levels of
occurrence and distribution of these patterns across different datasets. While
limitations may exist due to assumptions made when applying our algorithms
to real-world data, it is still possible to observe a certain degree of presence of
inappropriate behavior. This is useful to raise flags for further investigation.

Our results also showcase the challenges associated with detecting these pat-
terns, such as the potential for false positives and negatives due to the subjec-
tive nature of threshold values. For instance, the Performance Blow-Out pat-
tern’s detection relies heavily on comparing completion times of similar tasks
across different resources. Variations in these times may not always indicate
inappropriate behavior but could be influenced by external factors such as task
complexity or resource skill levels. Furthermore, the implementation of these
patterns revealed the necessity for contextual information. To avoid misclassifi-
cation, domain knowledge must be taken into account.

6 Conclusion

In this study, we have developed and implemented a set of thirteen behavioral
patterns to detect inappropriate behaviors within organizational event logs, using
design patterns to guide our specification. Our results on real-world datasets
reveal various significant occurrences of specific patterns that may have potential
impacts in the organization.

The implications of our study point towards proactive management and
improvement of work conditions within an organization. Future work should
focus on refining the behavioral patterns and validate their applicability across
various organizational settings.
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Abstract. Software services play a crucial role in daily life, with auto-
mated actions determining access to resources and information. Trust-
ing service providers to perform these actions fairly and accurately is
essential, yet challenging for users to verify. Even with publicly available
codebases, the rapid pace of development and the complexity of modern
deployments hinder the understanding and evaluation of service actions,
including for experts. Hence, current trust models rely heavily on the
assumption that service providers follow best practices and adhere to
laws and regulations, which is increasingly impractical and risky, leading
to undetected flaws and data leaks.

In this paper, we argue that gathering verifiable evidence during soft-
ware development and operations is needed for creating a new trust
model. Therefore, we present TrustOps, an approach for continuously
collecting verifiable evidence in all phases of the software life cycle, rely-
ing on and combining already existing tools and trust-enhancing tech-
nologies to do so. For this, we introduce the adaptable core principles of
TrustOps and provide a roadmap for future research and development.

Keywords: trustworthy software · continuous software engineering ·
evidence-based life cycle

1 Introduction

Software services pervade many areas of daily life where actions, sometimes
automatically, decide how we can access resources, e.g., payment services decide
if we are creditworthy enough to buy train tickets, or social media websites decide
which news to show us. Users must trust that service providers act fairly and
that actions are performed correctly. However, users hardly have the means to
evaluate how these services were built or provided to them [10]. Even if publicly
available codebases were present, a typical user cannot evaluate them. Magnified
by the accelerated pace of modern development practices like DevOps [1], the
complexity of these distributed systems, consisting of multiple, independently
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developed and configured components, makes independent verification of service
delivery even challenging for experts.

Hence, current trust models largely rely on the assumption that service
providers follow best practices, adhere to laws and regulations, and that public
audit processes will catch issues before they impact users. This reliance on a few
large organizations for trust is becoming increasingly impractical and risky, intro-
ducing the potential for undetected exploited flaws, unintentional data leaks, or
risks due to supply chain attacks, such as the recent XZ vulnerability1. Not only
must developers employ practices like security tests and well-defined processes,
but users should also be able to verify that a service they use was tested and
followed all established procedures.

We argue that these challenges necessitate a paradigm shift towards verifi-
able development and operational processes, where stakeholders can indepen-
dently verify the integrity and authenticity of such actions. This new approach,
which we term TrustOps, aims to address the gaps left by current method-
ologies, such as DevSecOps [20] and Continuous Compliance [6]. While these
approaches incorporate security practices into the development lifecycle, they
do not fully address the need for comprehensive, publicly verifiable evidence of
the entire service development process. Therefore, we see TrustOps as an addi-
tion to these methodologies, focused on ensuring that these practices cannot be
bypassed when delivering services. Moreover, we do not attempt to, or assume
that risks or flaws can be entirely prevented, but the chain of events that caused
a flaw can be followed and discovered early.

TrustOps advocates for implementing or using existing robust, auditable
mechanisms that track changes, combine and aggregate development evidence
(e.g., change logs, reviews), and collect and provide evidence of test executions
and policy actions. The evidence, collected at each stage of the development
process, must be independently and automatically verifiable to create an easy-
to-consume audit trail. Particularly, in this paper, we:

– Present evidence-based trustworthiness principles that enable the build-up of
authentic, attestable, and actionable evidence during the software life cycle.

– Detail the use and application of TrustOps, based on examples and scenarios,
along typical DevOps phases.

– Highlight a set of research objectives needed to foster, improve, and adopt
TrustOps.

In the remainder of this paper we first present related work in Sect. 2. Then,
in Sect. 3, we introduce the main processes of evidence-based trustworthiness,
before providing exemplary application scenarios in Sect. 4. Lastly, in Sect. 5,
the evidence life cycle is mapped to DevOps, defining the TrustOps approach,
with research challenges outlined in Sect. 6, before concluding in Sect. 7.

1 (CVE-2024-3094) https://nvd.nist.gov/vuln/detail/CVE-2024-3094.

https://nvd.nist.gov/vuln/detail/CVE-2024-3094
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2 Related Work

Trust, as defined by various scholars [9,10,16], is a complex interplay of beliefs,
expectations, and reliability. In software systems, trust is the reliance on soft-
ware’s ability to meet specified requirements, even amid uncertainty. It is
grounded in the expectation of consistent behavior, despite unpredictable condi-
tions [9,10]. Software trustworthiness involves building confidence in its ability
to fulfill intended functions, ensuring reliability, security, and consistency over
time [8,9]. The multifaceted nature of trust in software reflects sociological,
psychological, philosophical, and computational perspectives [10], making it a
socio-technical phenomenon shaped by human perceptions and organizational
structures [21].

Adherence to industry standards has been contributing to enhance perceived
trust and establish globally recognized quality assurance [6,9]. ISO, IEC, IEEE
standards serve as benchmarks for best practices in information security and
privacy, aiming, for instance, at protecting Personally Identifiable Information
(PII), deploying Privacy Information Management Systems (PIMS), integrating
trustworthy elements into software, establishing security for industrial automa-
tion and control systems, or standardizing life cycle processes like DevOps and
Agile development [11–14].

Additionally, trust mechanisms integrated into mainstream development pro-
cesses like DevOps have been gaining increasing attention. Various approaches,
including DevSecOps, DevPrivOps, and VeriDevOps, have emerged to embed
robust security measures, privacy considerations, and trust-building protocols
throughout the software life cycle. DevSecOps emphasizes security testing inte-
gration at different stages [20], DevPrivOps incorporates privacy engineering [7],
while VeriDevOps enhances automation for system protection [5]. Complemented
by EU regulations for electronic services, adherence to standards, development
methodologies, and compliance protocols are known to enhance trustworthiness,
mitigate risks, and build robust stakeholder relationships across the software
supply chain [6,9]. These practices will be explored further in this paper, with
TrustOps aiming to unify and streamline trust automation, integrated with gen-
eralized methodologies like DevOps, across the entire software life cycle.

3 Evidence-Based Trustworthiness

In this section, we first outline the objectives we seek in establishing trustworthy
principles in the software life cycle, and then describe the evidence-based process
that builds the foundations of TrustOps.

3.1 Objectives

The core objective of TrustOps is to create verifiable development practices, thus
enabling all stakeholders in the development and usage process to verify who,
when, where, why, or how decisions are made, how changes are rolled out to
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Fig. 1. Trust as a socio-technical phenomenon [21], result of an evidence-based process,
that influences people, software, and their interactions [6,19].

users, and how users consume these changes. Ron Ross et al. [19] emphasize the
importance of evidence in building trustworthiness. Evidence is, therefore, a fun-
damental pillar supporting trust and pertains to the availability of verifiable and
credible information that vindicates software’s claims and behavior [10,19]. This
assurance is further fortified by the roles played by authentication and integrity
in substantiating the evidence [8,9]. Moreover, while verifiability facilitates sys-
tematic scrutiny of trust claims [3], authorization governs access rights [15], and
distribution, as articulated by [2], enhances security and reliability guarantees.

Interactions between people and software often exhibit an interplay of these
concepts, as illustrated in Fig. 1. This sets possible avenues for the automated
trust paradigm that TrustOps aims to establish. Such paradigm is finding its
basis in the development of robust electronic and cryptographic mechanisms
with ability to establish secure and verifiable interactions [2,3]. Through cryp-
tographic protocols, different trust models may be instantiated, allowing auto-
mated verification of software claims, while ensuring that the truth is not easily
manipulated or fabricated. The principles outlined in [2], such as the use of
secure hardware, consensus mechanisms, or append-only logs, lay the ground-
work for constructing distributed-trust systems. As technology advances, other
automated trust mechanisms may further enhance the efficiency, security, and
reliability of trustworthy software, reducing the reliance on subjective human
assessments and further solidifying trust in the digital landscape [3]. TrustOps
also aims to provide verifiability without compromising confidentiality and pri-
vacy. With recent improvements in practical cryptography [3,4], such as Trusted
Execution Environments (TEEs) or Zero-Knowledge Proofs (ZKPs), these so far
opposing objectives can be met. TEEs use hardware-based secure computing to
process data securely, while ZKPs allow proving the truth of a statement with-
out revealing the actual data. In TrustOps, we highlight that finding a balance
between auditability, verifiability and confidentiality is key. Moreover, not
every software system requires the full range or full depth of these qualities.
Thus, TrustOps should also be flexible in the range of qualities it can add to
software development and operation.
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3.2 The Life Cycle of Evidence

Fig. 2. The continuous life cycle process of enhancing evidence. Interactions with soft-
ware generate evidence that can be authenticated to produce meaningful knowledge
and attest to claims about the software’s development or operation, leading to informed
actions that can, in turn, produce more evidence.

TrustOps stands on an evidence-based approach that depends on the evolution
and enhancement of evidence, as depicted in Fig. 2, for continuously building
trustworthiness, throughout the software life cycle.

From Raw to Authenticated Evidence. At the core of TrustOps is the prin-
ciple of evidence generation, emphasizing the generation of meaningful data and
artifacts, throughout the software life cycle. Evidence refers to any information
attesting to software events or behavior [19]. For instance, some cases may ben-
efit from tracking code changes and commit metadata, others from storing build
logs, deployment details, infrastructure configurations, monitoring data, or end-
user feedback. The goal is to gather comprehensive and diverse sets of records,
promoting transparency and accountability, to meet eventual auditability and
verifiability demands.

Throughout its generation, raw evidence should be enhanced with properties
that produce knowledge, such as metadata, or attributes indicating who, when,
or where specific events happened. However, a generally trustworthy system
should ensure that the generated evidence is not only extensive and meaning-
ful but also genuine. Current approaches establish that such trust should be
anchored and validated through identity verification, maintaining the authen-
ticity of critical evidence and processes [9]. Examples, taken from DevSecOps,
include authenticating commits and having branch rules verifying contributor
identities in version control systems [17].

Integrity, another principle linked to trust, refers to the unicity, consistency,
and reliability of data and processes [8]. It ensures that data is unique to any
moment and remains unaltered over time, and that related processes intention-
ally operate with dependability over past knowledge. Accurate, reliable, and
tamper-proof information generation is crucial for informed decisions and struc-
tural risk mitigation [19]. Both authentication and integrity may rely on crypto-
graphic mechanisms to create unique digital footprints, ensure data consistency,
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and prevent or, at least, make evident any unauthorized alterations [2]. Digital
signatures, proofs of properties, and other mechanisms can be applied to source
code, configuration files, documentation, build artifacts, telemetry, and more.

Consequently, this identity-centric approach enables authorization, account-
ability, and secure evidence distribution, facilitating process automation and the
trustworthy generation of new knowledge about software systems [21]. In short,
evidence not only forms extensive knowledge, but, through these authentication
and integrity mechanisms, can also become genuine and consistently reliable,
turning into authenticated evidence that can then be attested.

From Authenticated to Attested Evidence. Following its enhancement,
authenticated evidence becomes a valuable asset for informed decision-making,
supporting the development process. Authentic evidence can be used to make
claims about software properties or events, which can be verified by interested
parties, like users or developers, to ensure specific claims are satisfied or establish
agreements and coordination over operations [19]. Nevertheless, storing evidence
must balance trust demands, privacy considerations, or operational capacity,
making evidence collection, enhancement, and management central to TrustOps.

Verifiability refers to stakeholders’ ability to independently and succinctly
validate evidence, actions, and results, ensuring credibility and trustworthiness
through transparent means [3]. Verifiability follows a proof paradigm, where
one side convinces the other of the veracity of properties of data or software.
Trust begins with authenticating evidence, followed by automated and attestable
proofs using technologies like TEEs or ZKPs, to enable, for instance, auto-
mated audits, external artifact validation, or reproducible compliance checks [6].
Enabling continuous verifiability allows for automated argumentation and attes-
tation over the trustworthiness of software, enhancing the system’s security, reli-
ability, and scalability, and impacting both its objective and perceived trust [4].

Consensus is also crucial for trustworthiness, especially in distributed set-
tings with different stakeholders holding distributed information, resources and
responsibilities [2]. Consensus involves stakeholders collectively agreeing on the
validity of arguments over software functionality or behavior. The goal is to
ensure software systems meet desired trust levels for all parties, by attesting
to shared evidence and agreeing on the validity of claims and actions [8,19].
Examples are database replication, distributed ledgers, decentralized key man-
agement, or version control systems, which store and act upon shared evidence,
enabling its distributed attestation.

From Attested to Actioned Evidence. Once evidence is attested and con-
sensus is reached in distributed settings, informed and automated actions can
follow. A typical subsequent action, familiar to the software landscape, is autho-
rization, which involves defining and granting permissions to verified entities,
ensuring that only approved actors or processes access specific resources [15].
Code repositories, deployment configurations, or monitoring infrastructure are
resources that usually require policy definitions and access control mechanisms.
Authorization entails granting permissions based on attested evidence, concep-
tualizing roles, policies, or attributes [19], and access control mechanisms ensure
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these permissions are upheld and not circumvented. Following the integration
of authenticated and attested evidence, one can, for instance, define the set of
actions and access policies for execution environments or roll-out permissions,
like ensuring only known, tested, or verified versions of software can be deployed
to production. In addition to authorization, further possible actions can be taken
upon attested evidence. For accountability, observability, or explainability pur-
poses, attested evidence can also build a chain of verifiable actions that led to or
created an observed outcome. Ultimately, such actions feed the continuous cycle
by generating more evidence as their output.

To conclude, evolving and enhancing evidence shapes trust, security, and reli-
ability throughout the software life cycle. The outlined evidence-based processes
address current trustworthiness challenges and lay the groundwork for adapt-
ing to future complexities. The next sections show how these processes can be
applied in various scenarios, extending methodologies like DevOps to materialize
TrustOps as a continuous set of processes for building trustworthy software.

4 Application Scenarios

In this section, we introduce three scenarios that showcase motivating examples
and different possibilities of integrating the evidence-based concepts of TrustOps
throughout the life cycle of various types of software.

4.1 Trustworthy Open Software

Open-source tools, libraries, and web repositories inherently promote trans-
parency due to their open nature. Already aligned with a share of TrustOps
vision — the source code, collaboration data, contributors and their identities
are generally public, roles and rules are publicly assigned, and certain surface
metrics are openly scrutinizable. Genuine and trustworthy evidence is, therefore,
a widely available byproduct of the public and open collaboration, grounded on
the authenticity, integrity, and distributed guarantees provided by modern ver-
sion control systems. However, some repositories, wielding considerable influence
over critical internet systems, deviate from best practices in maintainability and
security. Successful projects like the Linux kernel or OpenSSL serve as a posi-
tive example, showing transparency and security commitment despite challenges
like the Heartbleed vulnerability2. Conversely, the EventStream incident in the
Node.js ecosystem3, or the Log4Shell vulnerability in Java4, highlight the need
for stringent measures and community vigilance.

To ease this, maintainers may be required to follow DevSecOps to integrate
security practices into every stage of the CI/CD pipeline, promoting early detec-
tion and remediation of security issues, continuous monitoring, and compliance
2 https://heartbleed.com/.
3 https://blog.npmjs.org/post/180565383195/details-about-the-event-stream-

incident.
4 https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2021-44228.

https://heartbleed.com/
https://blog.npmjs.org/post/180565383195/details-about-the-event-stream-incident
https://blog.npmjs.org/post/180565383195/details-about-the-event-stream-incident
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2021-44228
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with security standards [17]. Yet, users have to actually review this open activ-
ity to truly benefit from all this public evidence. Hence, a more comprehensive
and consequent application of TrustOps may reduce or automate the needed
review activity. Further trust enhancements could be integrated, for instance, by
pipelining these CI/CD processes within TEEs, with public attestation of the
testing and release artifacts, and assurances that all security controls, compli-
ance checks, and vulnerability assessments were properly executed. These trust
enhancements and their effects may eventually propagate across the entire soft-
ware supply chain, as elaborated next. Nevertheless, consideration should be
given to finding a balance between heightened trust measures and preserving
the collaborative, open, fast-evolving nature of these projects.

4.2 Enhancing Trust in Service Ecosystems

In today’s service ecosystems, users can select from a variety of hosted open-
sourced services, allowing them to review the code and benefit from public
scrutiny unparalleled with close-sourced options. Here, TrustOps can play a crit-
ical role in extending this increased trust also into the operation of these open-
sourced services. Emerging regulation often necessitate demonstrating adherence
to specific requirements, such as the storage and processing of all data of users in
the EU within European servers [18]. Applying TrustOps in the operation phase
can automate the attestation of such requirements, for example, by collecting
and providing attested evidence from the deployment environment for services
like MongoDB Atlas, an open-source database service offered by MongoDB.com
and other cloud vendors such as Google5.

Today, each service vendor delineates Service Level Agreements (SLAs) and
contractual terms governing data treatment, processors, and hosting locations.
However, users inherently rely on trust in these vendors, which may be hard
to attest. While the utilization of open-source software may instill confidence,
the veracity of vendor implementation remains uncertain. TrustOps mitigates
this uncertainty by fostering verifiable evidence of execution. Runtime observa-
tion tools, such as tracing mechanisms, container inspection and log aggregation
tools, can be instrumented to collect and authenticate evidence, such as what
versions are deployed, which servers handle a specific customer request and where
data or logs are transferred to. This would turn so far vague statements in privacy
policies6 into records every customer can verify. However, such transparency may
create potential conflicts between the provider’s need to keep business secrets
and the public’s need to verify regulatory compliance. To resolve such conflicts,
TrustOps advocates for a synthesis of ZKPs or selective disclosure protocols
to ensure user-relevant verifiability, without compromising vendors’ proprietary
information. Striking this balance necessitates advancements in observability
tooling and evidence-collection methodologies, as well as a collaborative effort

5 https://cloud.google.com/mongodb.
6 “Other optional tools in MongoDB Atlas require customer query log data to transit

through our US-based servers.” – https://www.mongodb.com/legal/privacy.

https://cloud.google.com/mongodb
https://www.mongodb.com/legal/privacy
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between service providers and users and a commitment from service vendors to
enhance transparency and verifiability. While this shows how openly developed
software can strongly benefit from TrustOps principles in both development and
delivery, we also see benefits in internal organization development processes.

4.3 Internal and External Organizational Trust

Particularly concerning software companies with closed-source products and
platforms, trustworthiness in the software ecosystem encompasses varying
degrees of transparency. As technology advances, it becomes imperative for such
entities to explore mechanisms ensuring verifiable trustworthiness, impacting
reputation, lawfulness, and potential business development [21]. The establish-
ment of trust may occur both internally and externally, with organizational
values and business decisions influencing the boundaries between these domains.

Internally, companies can strive for attestable quality of artifacts and
accountability across teams and departments, incorporating elements like veri-
fiable test pipelines, authenticated builds and releases, authorization, or mon-
itoring infrastructure, during development, integration, or deployment. Trust-
worthiness requirements should be elicited before adopting such TrustOps prac-
tices, following a concrete trust and thread modelling approach. Moreover, soft-
ware companies assess performance using diverse metrics, including pull request
and code review statistics, or deployment and quality assessments, serving as
potential operational evidence to be transformed into attested trust assurances.
Automating attestation of these metrics fastens and strengthens trust in the
delivered software and its building teams. However, this requires a judicious
approach to prevent compromising other business aspects, for instance, in the
spirit of site reliability engineering, with trust budgets instead of error budgets.

Externally, trust in software organizations is shaped by users and stake-
holders, influenced by numerous factors, variables, and participants within the
software ecosystem [21]. Nevertheless, a shift towards automated and verifiable
claims holds the promise of translating abstract notions of trust into concrete
data points. Verifiability of software and library versions, certified compliance
with standards, and other recurring auditability tasks leading to public and
organizational assessments are potential planes of automation and verifiabil-
ity [5,6,17]. Enabling the publication and verification of authenticated evidence
generated during the TrustOps phases has the potential to increase organi-
zational trustworthiness to internal and external stakeholders. Hence, to fos-
ter holistic trust in the services delivered, software companies can integrate
TrustOps principles and follow the proposed approaches, but stakeholders may
also have the agency to demand assurances regarding the incorporation of these
practices, ensuring a balance between companies’ business interests and every-
one’s privacy, security, and trust requirements.
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5 TrustOps

TrustOps aims to enrich the software life cycle by continuously applying the
evidence-based life cycle (Sect. 3) throughout the phases of DevOps. Overall,
the aim is to accumulate and combine evidence from prior phases to achieve
complex but automated attestation and authorization processes, thus enabling
the possibilities sketched in Sect. 4. Similarly to DevOps itself, TrustOps can be
applied as needed and can use as many or as few layers of trust-enhancing tech-
nologies as required. In the following, we present each of the DevOps Phases [1]
and discuss how TrustOps could be applied, exemplified in Fig. 3.

Fig. 3. Overview of the idealized TrustOps life cycle, integrated within DevOps phases.

Plan: During the planning phase, features and changes are typically put into
the software development backlog. These proposals are considered evidence in
TrustOps and can be captured. The aim is to determine how a change to a
software artifact was introduced, starting with the issue or ticket that caused it.
Moreover, any policies related to the approval or change management process
may be evident as well.

Once evidence is collected, it can be enriched to create authentic planning
evidence, for example, by signing the issue or ticket, or providing immutable logs
of the decision-making process. This allows the remainder of the development
process to be linked to the original issue or ticket and, thus, the cause of a
change, even if an issue or ticket is closed or deleted later.

Lastly, authenticated evidence should be attested to be used in conjunction
with other planning tools or to authorize or trigger the execution of planned
changes, e.g., by checking if a user story meets project standards, is signed by
at least one senior developer, or was discussed in a sprint planning meeting.

Code: Coding is the central part of any software project and, thus, also the
central source of evidence in TrustOps. At the core of this phase, code may be
linked, in a verifiable way, to the developers that introduced the changes.

Moreover, considering the previous phase, we can also link code changes to
planned changes, i.e., issues. Depending on the scenario, this may also include
the collection of evidence about the development environment, usage of tools
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(e.g., linters, unit tests), and even the reliance on AI-based code assistants that
could introduce intended or unintended changes. Some software tools can already
exploit prior attested planning evidence, for instance, by linking and referencing
the issues in the commit messages and by authenticating the assigned developers.
Similarly, development environments could be augmented to provide evidence of
the environment, tools used, and tests run.

This authenticated evidence can then be used to create succinct proofs of
correctness, e.g., verifying that a change was linted, tested, corresponds to a
planned change, and is signed by the developer. Finally, successfully attesting
to these proofs may trigger further phases in the development life cycle.

Build: During the build phase, we follow the automated DevOps principles,
which typically rely on CI/CD pipelines for building releasable software artifacts.
Evidence represents the input to the build process, including the code and the
configuration of the build system. The build process may incorporate or connect
the evidence from both the code and planning phases. This ensures that these
typically self-contained artifacts remain authentic and attestable, in relation to
the evidence from preceding phases and the TrustOps processes as a whole.

One way to produce authenticated builds in this phase would be to run the
process inside TEEs, allowing later attestation of non-tampered builds. However,
other mechanisms could be similarly valid, depending on the needs of the specific
software. Additional attestations could combine and verify the collected evidence
of all prior phases to ensure that a build fully complies with standards before
pushing the build artifact to the test or release phases.

Test: Some contexts require thoroughly tested software, and the record of these
tests should be present when reviewing any released version. Here, similar steps
to the build process can be taken, e.g., recording evidence of the test environment
and the tests that were actually run, or, if possible, even running tests in TEEs
to attest to the test reports and ensure test results were not manipulated.

The aim is, thus, very similar to the build phase, to ensure that a tested
build is backed by evidence of the prior phases and that the tests themselves are
also backed by authenticated evidence.

Release: Once an artifact is built and tested, it can be released. Here, one of
TrustOps’ main goals can be seen, as now a released artifact can be backed by
a chain of evidence that can be used to verify its authenticity and correctness,
ensuring that the release is of claimed quality. Privacy-preserving technologies
can also be used, e.g., by utilizing ZKPs, the adherence to specific project polices
for testing and reviewing could be proven to the public, without revealing where
tests were performed or which person reviewed changes, thus, removing the need
to share confidential or private evidence without losing the ability to act on it.

Especially in fully open and public development scenarios, this provides the
opportunity to attach evidence to publicly verifiable proofs. These proofs can
be checked for compliance, beyond simple hash-based integrity, before they are
used as dependencies elsewhere, e.g., to make supply chain attacks more costly.
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Deploy: During the deployment phase, artifacts are typically deployed for use.
Here, the extent of TrustOps involvement strongly depends on the type of appli-
cation. In most cases, we assume that both the build artifacts as well as the
deployment code are part of the same repository and, thus, are backed by clear
lineage on how changes to the deployment were made. However, during this
phase, some additional environment information may be needed to turn a deploy-
ment template into a concrete and verifiable deployment.

At the minimum, however, we could collect who authorized a deployment
and collect a record of what artifact is deployed, including the verification of
its correctness and authenticity that was built up in the prior phases. Further-
more, this phase could provide evidence of the deployment environment, e.g.,
outputs of reproducible deployment mechanisms such as NIX or Docker images
and the configuration of the deployment environment. During deployment, the
management of the identity of the environment and operators is also a critical
component that may require attestation.

Operate: During the operating phase, it is critical to enable reasonable observ-
ability to collect authentic evidence. This may include the verification of exe-
cution environments and the identification of users. Moreover, this phase will
likely produce the highest amount of raw evidence, typically in the form of logs,
metrics, or traces. Hence, the evidence collected in this phase is likely to be the
most diverse and the most sensitive. Thus, the use of privacy-preserving mech-
anisms is a key enabler in managing the amount and sensitivity of operational
raw evidence. However, developers and operators should make sure that only the
necessary evidence is collected, authenticated, and attested. The evidence col-
lected may also be linked to all prior evidence that led to the current state of the
software system. Therefore, this phase may require a new category of tooling to
support the efficient collection of runtime attestable evidence that goes beyond
existing observability solutions.

Monitor: In this last phase, the collected evidence can be used to link and
provide verifiability feedback to users or operators, e.g., giving them the means to
automatically attest if a software deployment is the same as the one they expect,
operating in the way they expect, thus, providing the necessary assurances to
trust the running software and its operators.

The evidence collected in this and prior phases can be used to feed the cycle
again, as already authenticated input for the planning phase, e.g., utilizing the
built chain of evidence as clear information on what interaction caused a fault
in the running software that should be fixed.

6 Research and TrustOps Adoption Challenges

This section highlights the main foreseeable challenges of adopting TrustOps, in
three categories: evidence management, TrustOps integration and usability.

Evidence collected for TrustOps may contain highly sensitive information or
be used for other purposes than TrustOps. Hence, we must consider how to store,
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manage and use evidence in a privacy-preserving manner while minimizing the
overhead of handling it. Different types and life cycle stages of evidence make
proposing a standard for evidence management challenging. Different evidence
generation and management tools can also cause interoperability issues. Conse-
quently, further work must establish best practices for which evidence to collect
and how to manage it.

For TrustOps to be fully integrated into existing practices, it must: a) coexist
with applications that do not use or adhere to the proposed method or require
particular strategies, and b) establish recommended tools, practices, standards,
and guidelines. This necessitates the development of new tools or extensions
within existing development or operational environments to effectively support
TrustOps across the phases of the software life cycle.

The usability of underlying technologies like ZKPs and TEEs must improve
to support the use of TrustOps. This includes improvements tailored for devel-
opers and operators to streamline integration processes. Moreover, a thorough
threat model analysis and accompanying recommendations are essential for prac-
titioners. These insights should help guide decisions regarding the onboarding of
TrustOps. In addition, possible users should be educated regarding the capabil-
ities and shortcomings of verification tools.

7 Conclusion

In this paper, we presented TrustOps, an extension of DevOps that integrates
evidence verification and identity management into the software development
process. TrustOps aims to build and maintain trust by making software actions
transparent, understandable, and verifiable. It adopts an evidence-based app-
roach, focusing on generating, enhancing, and providing authenticated, attested,
and actionable evidence at each step of the software life cycle.

We discussed application scenarios demonstrating how TrustOps princi-
ples enhance security, transparency, and trust in various contexts, including
open-source software, service ecosystems, and organizational development. Key
research challenges include evidence management, integration and adoption, and
usability and understanding. Through these concepts and challenges, we provide
a roadmap for the software engineering, security, and privacy communities, as
well as the industry, to advance the TrustOps approach.

Despite the challenges, the potential benefits of TrustOps in enhancing
trust, transparency, and accountability make it a promising direction for future
research. We already see several emerging projects that offer solutions to cover
some aspects of TrustOps7. By embracing verifiable development practices and
the principles described, TrustOps could improve software development and sig-
nificantly enhance trust in software systems, across domains and applications.

7 A continuously updating collection of these resources is available here: https://
github.com/trustops/awesome-trustops.

https://github.com/trustops/awesome-trustops
https://github.com/trustops/awesome-trustops
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Abstract. Business process management (BPM) has been widely used
to discover, model, analyze, and optimize organizational processes. BPM
looks at these processes with analysis techniques that assume a clearly
defined start and end. However, not all processes adhere to this logic, with
the consequence that their behavior cannot be appropriately captured by
BPM analysis techniques. This paper addresses this research problem at
a conceptual level. More specifically, we introduce the notion of vitalizing
business processes that target the lifecycle process of one or more entities.
We show the existence of lifecycle processes in many industries and that
their appropriate conceptualizations pave the way for the definition of
suitable modeling and analysis techniques. This paper provides a set of
requirements for their analysis, and a conceptualization of lifecycle and
vitalizing processes.

Keywords: Business Process Management · Types of Processes ·
Process Analysis · Process Models · Lifecycle

1 Introduction

Business process management [8] (BPM) is concerned with the discovery, mod-
eling, analysis and optimization of business processes. These processes structure
the different operational tasks within an organization, for instance, the hiring of
a new employee or the purchasing of some supplies. BPM provides technological
and methodological support for organizations to improve business processes. To
this end, a wide range of methods and corresponding tools are available, such
as data-driven analysis with the help of process mining [32] or automation of
sub-routines by use of robotic process automation [1].

So far, the BPM literature has mainly focused on business processes that
are directed towards a desired outcome [8,36], such as having a purchased good
available. Van de Ven and Poole refer to these as teleological processes [33]. The
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analysis focus of BPM is often to determine the start and end states of a process,
as well as the sequence of activities that define the progress from the start to
the desired goal [8, Ch.5]. Typically, many cases run in concurrency according to
the same process specification. One of our research partners processes 60 million
orders per year. Understanding the differences between these cases offers insights
that inform process improvement.

Until now, it has gone largely unnoticed that the focus on teleological pro-
cesses builds on subtle assumptions that hinder the application of BPM tech-
niques to other categories of processes. One important category of such processes
are lifecycle processes [33]. An example of a lifecycle process is a patient treated
in an elderly care facility. This lifecycle process is better described by trying to
keep the patient happy and healthy than by a specific end or outcome. To main-
tain this status stable, different vitalizing processes are executed on a regular or
irregular basis that are all targeted at the patient as a focal entity. While these
vitalizing processes could be analyzed using BPM techniques, it has to be kept
in mind that each instance influences the state of the entity during its evolution,
as captured by relevant vital signs. Clearly, it would be inappropriate to compare
the effect of the first with the 20th iteration of chemotherapy.

In this paper, we address this research gap by introducing the notions of a
lifecycle process and corresponding vitalizing processes. With these novel cat-
egories of processes, we describe processes that are different from typical busi-
ness processes, such as purchase-to-pay or lead-to-order processes. Instead, these
vitalizing processes describe the work performed to prevent an entity from dete-
riorating or to improve an entity constantly. In this way, vitalizing processes
define motors of change for the focal entity and its overarching lifecycle process.
Our conceptual contribution provides the basis for the development of novel
modeling and analysis techniques that capture the connection between lifecycle
and vitalizing processes appropriately.

The remainder of the paper is structured as follows: Sect. 2 conceptualizes life-
cycle processes and corresponding vitalizing processes for concrete use cases and
relates them to prior BPM research. Section 3 introduces a conceptual model that
describes the relationships between lifecycle and vitalizing processes. Section 4
discusses related work and identifies a set of requirements for the integrated
analysis of lifecycle and vitalizing processes, as well as relevant analysis tech-
niques from neighboring fields. Finally, Sect. 5 summarizes our work and points
to future research.

2 Motivation

This section provides an analysis of lifecycle and corresponding vitalizing pro-
cesses, and how state-of-the-art BPM techniques are unable to support many
analytical questions related to them. First, Sect. 2.1 gives a definition and sev-
eral examples of lifecycles and vitalizing processes. Next, Sect. 2.2 highlights
analytical questions that cannot be answered properly by state-of-the-art BPM
techniques.
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2.1 What are Lifecycle and Vitalizing Processes

Lifecycle processes are different from classical business processes. Van de Ven and
Poole describe business processes as teleological, i.e. directed towards a goal, char-
acterized by planning and organizational problem-solving, with an envisioned
end state that is reached by purposeful cooperation [33]. In contrast, lifecycle
processes exhibit organic growth or decay, driven by a pre-configured program
or natural rules. Events progress along a sequence of prescribed stages that are
often irreversible [33].

Fig. 1. Lifecycle Processes, Vitalizing Processes, and Life Signs related to a Patient as
a Focal Entity.

The essential concepts of lifecycle processes are illustrated in Fig. 1. We define
a lifecycle process with reference to a focal entity, related events, and vital signs:

Definition 1. A lifecycle process is the sequence of events and observations of
vital signs associated with a focal entity over the entire period or a relevant sub-
period of its existence.

With respect to the lifecycle process of a person, we observe the character-
istics described above. This lifecycle process lets us expect some sort of organic
growth and later decay, driven by the rules of our natural existence, partially
in an irreversible way. However, we are not left to the natural rules of growth
and decay alone. Various industries, engineering, and research domains develop
processes to keep an entity in a desired condition. Examples of repetitive process
structures that stabilize the conditions of an entity are treatment processes to
handle the health conditions of a patient, maintenance processes that keep an
engine operational, or fertilizing processes that foster the capacity of a field to
grow crops. Here, we refer to such processes as vitalizing processes, defined as
follows:
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Definition 2. A vitalizing process is a continuous work process that aims to
foster or stabilize the condition of at least one entity with a natural tendency
to stagnate or deteriorate. Here, the condition of the entity is described through
one or more vital signs that provide a proxy for the current state of the entity.
Vitalizing processes have the goal of keeping the entity in the desired condition.

We describe three examples of lifecycle and corresponding vitalizing pro-
cesses.

1. Chronic Disease Treatment is a healthcare process focused on one patient
as an entity [21]. A patient visit to a medical specialist is one of several
vitalizing processes to ensure stable health. Vital signs like blood sugar level
or events having contracted pneumonia require actions to be taken.
The lifecycle process is the development of the patient over time. A practical
goal here is to stabilize the patient’s condition. A modeling goal is to describe
which conditions should be treated with which actions. An analysis goal is to
understand which actions are most effective for which condition.

2. Farming is a process that has been performed by humans since millennia [10].
A field is an entity managed to extract a certain crop over an undefined num-
ber of seasons. Activities performed by the farmer, such as watering or fertil-
izing, are vitalizing processes, which are motors to ensure optimal conditions
for crop growth. The type and amount of actions a farmer performs on the
land depend on the state of the soil. Vital signs like the level of nitrate, or
events like a flooding of the field, require certain actions to be taken.
The lifecycle process is the development of the field over time. A practical
goal in this context is to improve the condition of growing crops on the field.
A modeling goal is to identify relevant steps and when they should happen
in the season, potentially considering environmental conditions. An analysis
goal is to identify which process steps are most beneficial for future seasons,
potentially considering crop order.

3. Continuous integration is a process of enhancing the functionality of a
software system as an entity. Different vitalizing processes serve quality assur-
ance, such as testing, issue management, or bug fixing, together with cycles of
incremental extensions according to agile principles [4]. Vital signs are num-
bers of fixed bugs or reported issues; events like vulnerability reports trigger
hotfixes to the software system.
The lifecycle process is the development of the software system over time. A
practical goal in this context is to add new features to the system. A modeling
goal is to identify relevant development and quality assurance steps and when
they should happen. An analysis goal is to assess how certain activities, such
as reducing technical debt, lead to changes in the productivity of sprints.

2.2 Challenges for Classical BPM Analysis Techniques

Applying classical BPM analysis techniques for modeling and analyzing the
described processes has several issues. A key question for applying many tech-
niques is how to define a case. This comes with commitments to a conceptual
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window of analysis. In general, the notion of a case can be anchored at the level
of the lifecycle process and one specific type of vitalizing process.

First, we can select a specific vitalizing process. Indeed, in the context of
chronic disease treatment, this is often one visit to a medical expert [25]. In this
way, we can analyze how the specific activities performed during a visit to a
medical expert impacts health. This selection, however, abstracts from the med-
ical history of the patient and neglects potential interaction with other vitalizing
processes, like a new medication given some visits ago. Second, we can select the
overarching lifecycle process. This might be appropriate for chronic cases, since
continuous treatment can grant the affected patient a stable life [23] and avoid
episodes of exacerbation [35]. In this way, it allows us to consider the whole
history of the patient [25]. A challenge is, however, that we have to commit
to a specific time window of observation. Also, it might be a challenge to inte-
grate distributed event data from potentially concurrent vitalizing processes in
a complexity-controlling way. Third, any commitment to a case notion comes
with the challenge of integrating analysis methods that focus on events with
time series of vital signs.

The above described challenges lead to the question of which requirements
must be considered for capturing and analyzing lifecycle and vitalizing processes.
Before we analyze our the requirements we first need a conceptual model that
describes lifecycle processes in more details.

3 Modeling Lifecycle and Vitalizing Processes

In this section, we propose a conceptual model for lifecycle processes, vitalizing
processes, and their relationships. Figure 2 presents this model as a class diagram.
We first discuss the type level, then the instance level. At the type level, we
distinguish the entity type and its lifecycle process, potentially multiple motor
types and multiple vitalizing processes:

Entity Type. An entity type is a category of entities that share common prop-
erties. An entity type has a lifecycle process and several motor types. Patient is
an entity type.

Lifecycle Process. Each entity type has a lifecycle process that captures its
typical evolution. Multiple vitalizing processes can contribute to this evolution.
A patient has a typical lifecycle.

Motor Type. Each entity type has several motor types that can stabilize or
potentially drive its growth or decay. Motor types represent the rules of nature to
which an entity type is subject. Examples are the immune reaction of a patient as
a stabilizing motor of the current state, puberty as a progressing motor towards
a higher level of capabilities, and diseases as deteriorating motors.

Vitalizing Process. A vitalizing process is an active intervention targeting the
lifecycle process of an entity type. A therapy that can serve as a vitalizing process
for a patient. Vitalizing processes typically strengthen stabilizing or progressing
motor types or work against the effects of deteriorating motors.
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Fig. 2. Conceptual Modeling of Vitalizing Business Processes.

At the instance level, we distinguish instantiations of the concepts at the type
level and more fine-granular temporal concepts.

Entity. Each entity instantiates an entity type. It exists in time and space.

Motor. A motor is a natural trend that moves the entity towards a certain state.
An entity can have multiple motors. A patient can be infected with COVID-19,
which has a (potentially only temporary) deteriorating effect on the patient.

Vital Sign. An entity has vital signs. These are measurements of different types
at a given point in time, i.e., a patient has a body temperature value of 38.5◦

on Christmas Eve.

State. An entity has a state. A state can be defined as an abstraction of vital
signs. The patient with the mentioned temperature is in a state of fever.

Lifecycle History. An entity has a lifecycle history. It is defined as the collection
of all present and past states and events that relate to the entity. A patient has
a lifecycle history of medical records.

Event. Events define the lifecycle history of an entity. They represent state and
vital sign changes of the entity itself, as well as relevant state changes in the
environment of the entity. A patient becomes infected with Covid-19.

Vitalizing Case. Vitalizing cases are sequences of action that follow the specifi-
cation of a vitalizing process. A prescription for a fever blocker and its application
for a specific patient is a vitalizing case with several regular intakes of pills.

Action. An action is a specific type of event where an actor actively changes
some state relevant to the entity’s lifecycle. For instance, a medical specialist
takes a blood sample from a patient.
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4 Analysis of Lifecycle and Vitalizing Processes

This section discusses the requirements for analysis techniques to obtain insights
from lifecycle and vitalizing processes. Therefore, Sect. 4.1 assesses related work
from BPM research, partly supporting the lifecycle process analysis. Then, we
identify a deduced set of requirements from the use cases and related work for
the analysis of lifecycle and vitalizing processes in Sect. 4.2 Finally, we discuss
how techniques from neighboring research areas might fill gaps and provide an
overall discussion on what requirements are supported or not by the previously
presented related work in Sect. 4.3.

4.1 Related BPM Analysis Techniques

There are three main streams of BPM research that relate to lifecycle and vital-
izing processes: i) approaches that address continuous cyclic structures; ii) data-
centric approaches; and iii) time-series related approaches.

In the stream of research that tackles continuous cyclic processes, Combi
et al. [5] present a proposal for modeling chronic patient treatment with exist-
ing BPMN notation elements. The authors highlight the need for a repeating
process to stabilize a Chronic Obstructive Pulmonary Disease (COPD) patient
and capture it as a loop subprocess. The process can also be interrupted in
case of unforeseen needs. Additionally, in case of exacerbation, further activities
can be executed in parallel to it. This leads to a complex, multi-level process
model. Strutzenberger et al. [30] extend BPMN to model continuous processes,
for instance, beer brewing, by regularly adding ingredients to a brewing process.
In their work, continuous processes are characterized by a closed loop, hav-
ing steady inlet and outlet flows as well as temporally stable conditions. This
research highlights that activities in continuous processes must be executed for a
particular time span to provide high-end quality. For instance, the deterioration
of the reactor over time implies lower-quality beer, but the brewing ingredients
and steps remain the same. Finally, the issue of repeating process behavior also
exists in software engineering when the development process is modelled [20,24].
Overarching methodologies with repeating behavior, such as SCRUM, have been
modeled using BPMN [37].

In the stream of data-centric approaches, the entity, its associated data and
characteristics, and its changing states is in the center of process modeling, anal-
ysis and automation [29]. Such approaches provide means to store information
on entities structurally as artifacts, objects, or tuples [29]. For example, the
artifact-centric approach [18] considers an entity’s information model, including
the attributes, and an entity’s lifecycle describing the order of its allowed states.
Nevertheless, data-centric approaches provide no explicit means to represent the
repetitive behavior of cases.

In the stream of time-series-related approaches in the BPM area, several
works exists that combine time-series data and event data or process models.
Dunk et al. [9] consider combining process event logs with time-series data. The
objective is to use the time series associated with the activities of the process in
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order to understand better and explain decision points in the process. For process
analysis, De Smedt et al. [7] use time series data to capture behavior drift for
process mining discovery. Lam et al. [19] focus on modeling business processes
using a custom activity model. This allows to identify empirically inefficiencies
and ineffective loops that require intervention. Time series are then used to
predict the effects of these interventions. Finally, in order to been able to handle
time-series data, Fonger et al. [13] propose to use process models to describe
time series data. Despite first ideas can be observed, no comprehensive approach
exists to relate vital signs, often in the form of time-series data, with the life
cycle states of an entity and the events of vitalizing processes.

4.2 Requirement for Analysis Techniques

The data of lifecycle and vitalizing processes exhibits characteristics that are
different from classical business processes. Here, we describe requirements that
appropriate analysis techniques have to address. The requirements R1 to R5 are
retrieved from the issues addressed by related work, and R6 to R7 are derived
from the phenomena of an entity discussed in the use cases of the previous
section.

R1: Absence of Specific End State. We observe that classical business pro-
cesses are defined with a clear direction towards a desired end [18,36]. Therefore,
how to reach efficiently and accurately this end is a pillar for many BPM tech-
niques. The problem is that lifecycle processes often do not target one specific
desired outcome [30]. Rather, the objective of many vitalizing processes is sta-
bilizing or fostering certain conditions of an entity. For example, in healthcare,
the death of a patient is avoided by the medical specialists as a factual end.
Accordingly, we require techniques for lifecycle processes that are able to ana-
lyze processes that lack a particular end state. Techniques for vitalizing processes
must be able to analyze how their different runs impact the entity and, addi-
tionally, enable a comparison of them.

R2: Recurring Behaviour. We observe that classical BPM techniques assume
a teleological process from a defined start to a desired end [36]. Often, this idea
is already encoded in the name of the business process, as with order-to-cash,
procure-to-pay, and lead-to-close processes [8]. Recurring behavior can occur
within a process execution and needs special attention in the representation,
e.g., the iteration workflow patterns [26]. Recurring behavior is often classified
as waste in the process analysis [8]. The problem is that vitalizing processes are
often enacted repeatedly over the lifecycle of an entity [5]. This is not a matter of
waste, but a key feature. Accordingly, we require analysis techniques for lifecycle
processes that are able to consider recurring behavior. Furthermore, they must
be able to incorporate the idea that vitalizing processes might differ, overlap,
and depend on each other.

R3: Temporal Regularity of Processes. We observe that classical business
processes are often expected to be completed as fast as possible [8]. That is
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why many BPM methods are focused on remaining time [34] or waiting time
prediction [27]. The problem is that lifecycle processes are often expected to
endure as long as possible. A short cycle time is indeed not desired. Vitalizing
processes are often naturally scheduled at a specific time [5]. Consider a farming
process where the calendar dictates certain activities to be performed. Therefore,
the remaining time of a vitalizing process is often known and not a goal for
optimization. Accordingly, we require techniques for vitalizing processes that
are able to consider the temporal regularity of processes beyond cycle time.

R4: Handling Multi-facet Data.We observe that event logs can only capture
changes of attribute values by representing them as new events [16]. This leads
to a problem that lifecycle processes of an entity, such as a patient, are charac-
terized by their continuously changing vital signs [9], for instance, to determine
if vitalizing actions need to be taken. This might be actively captured, e.g., by
a smartwatch with different sensors. We require measures to analyze vital signs
over time at varying observation interval density. While the action on an entity
might be represented in events, the information of vital signs is best represented
as time series data [12]. Thus, we require techniques for lifecycle and vitalizing
processes to handle multi-facet data consisting of different types.

R5: Lifecycle of an Entity. We observe that classical BPM techniques focus
on the quality of the process output of each process case in isolation [8]. This is
a problem because vitalizing processes are executed to archive a stabilization or
progression of one or multiple entities. The development over the whole lifecycle
process is often more relevant than the results of a single execution of a vitalizing
process. Therefore, we require process analysis techniques for lifecycle processes
that capture changes in the entity and the trend of its development.

R6: State of an Entity.We observe that classical BPM assumes that each case
of a business process has an independent existence. They are executed without
reference to each other [26]. This is a problem because a vitalizing case needs
information about the current state of the entity and the effects of previous
vitalizing cases. Thus, a the current state of the entity must be accessible for the
vitalizing case. Accordingly, we require to be able to specify the relevant states
and to track them. The lifecycle process and the vitalizing process must be able
to read vital signs that serve as a proxy for the current state of the entity.

R7: Motor as Natural Trend of an Entity. We observe that classical BPM
does not consider the natural trend (i.e., the pre-configured program of natural
rules) of an entity or its environment. This is a problem because lifecycle pro-
cesses are naturally driven by motors associated with the entity. A patient might,
for instance, have a disease as a deteriorating motor, which sometimes can be
stabilized but not always be stopped. Comparing the actual change of the entity
with its expected natural trend might give insights into the effectiveness of a
vitalizing process. Accordingly, we require means to capture the natural trend of
an entity, including the expected effects on the vital signs describing that entity.
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4.3 Other Related Techniques and Discussion of Coverage

Based on our requirements analysis, we want to discuss how existing areas
of research can contribute to the development of new analysis techniques for
lifecycle-related processes. We identified three areas of research that provide us
with essential components for future analysis techniques: (i) time series analysis,
(ii) social sequence analysis, and (iii) mortality analysis.

Time Series Analysis. The research area of time series [11] is concerned with
extracting useful information, such as patterns, from time series data. Typical
analysis tasks in this area include forecasting time series, clustering similar time
series, segmenting a time series, and anomaly detection. However, the most rel-
evant is the area of motif discovery [31], identifying frequent unknown patterns
with time series. Future techniques for lifecycle-related processes can build on
motif discovery and try to link discovered motifs from the vital signs with events
or states from the event/state sequences. Furthermore, time series techniques
could be applied to vital signs to provide helpful information about the vital
signs that could be used to inform actions with vitalizing processes. One specific
technique in this context is change point detection. This technique detects the
point in time when change occurs [15], making it an integral part of concept drift
analysis. Overall, it can be said that existing techniques from time series analy-
sis provide a substantial component for lifecycle-related processes by helping to
utilize hidden information from vital signs.

Social Sequence Analysis. Social sequence analysis [2,6] is concerned with
tracing social phenomena over time. The input data is typically defined as a
sequence of states [14]. Critical design decisions are related to the granularity of
the time intervals at which state sequences are captured. Typical analysis tasks
for state sequences include describing stochastic patterns, analyzing homogene-
ity and stationarity, optimal matching, or sequence network construction [6].
Specifically interesting for analyzing the lifecycle process is stationarity analy-
sis. If a sequence is stationary, then the probability to transition from, e.g., state
A to B is the same, no matter in which segment it occurs. Understanding such
properties might provide indications of recurring behavior, temporal regularity,
and the impact of motors on the lifecycle of an entity. Social sequence analysis
also offers various techniques for visualizing, sorting, and clustering cohorts of
sequences, as well as measures of complexity and turbulence [14]. Overall, tech-
niques from social sequence analysis address the requirements of the lifecycle
process well because of their assumption that there is no clear start or end.

Mortality Analysis. Mortality analysis studies the causes of death in pop-
ulations [22]. This requires various methodologies and approaches to under-
stand mortality rates, life expectancy, and factors influencing death. There
are four main types of mortality analysis. First, descriptive mortality analy-
sis involves studying death rates, causes of death, and their distribution among
different populations, regions, or time periods. Second, life table analysis helps
analyze mortality rates across different age groups, providing insights into life
expectancy and survival probabilities. Third, cause-specific mortality analysis



78 S. A. Fahrenkrog-Petersen et al.

examines the causes of death within a population to understand disease bur-
dens and health priorities. Fourth, f compares mortality rates across different
demographic groups, socio-economic classes, or geographic regions to identify
disparities and underlying factors.

Mortality analysis has also seen broader applications such as in finance [3],
forest research [17], and even history [28]. Future lifecycle-related techniques
can draw inspiration from mortality analysis in multiple ways. The four types of
mortality analysis can be applied to the lifecycle history. To this end, events of
lifecycle processes will need to be gathered and analyzed. Consequently, vitalizing
processes can be redesigned to counter the discovered issues.

Table 1. Overview of requirements for lifecycle-related process analysis techniques
and how they are supported by existing techniques. ✓: Is supported; (✓): Is partially
supported ✗: Is not supported.

R1R2R3R4 R5R6R7

Combi et al. [5] ✓ ✓ ✓ ✗ ✗ ✗ ✗

Strutzenberger et al. [30]✓ ✓ ✓ ✗ ✗ ✗ ✗

Hull et al. [18] ✗ ✗ ✗ ✗ ✓ ✓ ✗

Fonger et al. [13] ✗ ✗ ✓ (✓)✗ ✓ ✗

Dunk et al. [9] ✗ ✗ ✗ ✓ ✗ ✗ ✗

Farschi et al. [12] ✓ ✓ ✗ ✓ ✗ ✗ ✗

Time Series Analysis ✓ ✓ ✗ ✗ ✓ ✓ ✓

Social Sequence Analysis✓ ✓ ✓ ✗ ✓ ✓ ✓

Mortality Analysis ✓ ✗ ✗ ✗ ✓ ✓ ✓

Overall Comparision. In Table 1, we highlight what requirements of lifecy-
cle and vitalizing processes are fulfilled by existing techniques and neighboring
research areas. We can observe that most BPM techniques are only focused on
specific sub-problems of lifecycle-related business processes. As an example, the
idea of repeating behavior, as presented in vitalizing cases, is discussed in several
papers [5,30]. Similarly, several papers [9,13] try to integrate time series, as in
the form of vital signs, into BPM techniques. In future work, it will be possible
to integrate the results from such research into techniques that address lifecycle
and vitalizing processes.

Furthermore, we can observe that many requirements for lifecycle and vital-
izing processes have been addressed in other research fields such as time-series,
social-sequence and mortality analysis (rows 6–8). Notably, these research fields
are usually not concerned with the data fusion necessary to address lifecycle and
vitalizing business processes. Nonetheless, we can highlight that they support
many of the aspects necessary for analysis technique of lifecycle-related pro-
cesses and therefore can serve as valuable building blocks for novel approaches.
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Overall, we can argue that many approaches specialized on specific aspects
of lifecycle and vitalizing processes exist. Therefore, we believe that this phe-
nomenon can be addressed by combining existing BPM techniques and knowl-
edge from other areas of research.

5 Conclusion

In this paper, we showed that traditional BPM techniques predominantly address
teleological business processes with defined start and end states, e.g., purchase-
to-pay processes. This research highlighted the existence of lifecycle process of a
focal entity, such as a patient, displaying either a natural increase or diminution.
They are supported by vitalizing processes that foster or stabilize the lifecycle
process. We provided a conceptual model with the key ingredients of a lifecycle
process and a data model. We discussed the requirements of analysis techniques
for lifecycle and vitalizing processes and showed that previous research work only
covered parts of them. We have come to the conclusion that many specialized
aspects of lifecycle and vitalizing processes are already supported by existing
research. This existing research can serve as a foundation for analysis techniques
targeted towards lifecycle processes.

This paper is centered on identifying and conceptualizing the problem space
without offering direct solutions. We envision this groundwork as a catalyst for a
new line of research within BPM. In the future, we plan to develop appropriate
analysis techniques for lifecycle and their vitalizing processes and plan to apply
them to real-world data. Furthermore, an important next step for the research
lies in the collection of data from the lifecycle and vitalizing business processes.
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Abstract. In order to support capability management, the field of Enter-
prise Architecture proposes methods and notations to model enterprises
and their capabilities. ArchiMate is one of such notations and includes con-
structs to support capability mapping and other capability management
tasks. However, the notation lacks some fine-grained distinctions that are
required to understand intricate phenomena involving capabilities, includ-
ing capability interaction and the emergence of capabilities. In this work,
we perform an ontological analysis of the language’s support for capability
modeling based on a well-founded ontology of capabilities aligned with the
Unified Foundational Ontology (UFO). Through this ontological analysis,
we identify some issues outlining possible improvements for ArchiMate.
This is a first step towards language redesign, which may include the pro-
posal of language patterns and/or the revision of language constructs.

Keywords: ArchiMate · ontological analysis · capabilities · emergence

1 Introduction

Enterprises and organizations have been facing challenges with the rapid and
unpredictable development of new technologies that impact their operating
environments. With these fast changes comes the need for the development of
organization-wide capabilities, which emerge from a well-balanced combination
of organizational elements.

Given the importance of organizational capabilities, it is no surprise that
they have been given attention in disciplines such as capability management
and Enterprise Architecture (EA) [6]. In particular, EA aids the capability man-
agement process by offering structured visualizations that align strategic goals
with IT and business processes, identifying gaps and opportunities for improve-
ment [18]. Notations such as ArchiMate [41] have been widely adopted to sup-
port practices such as business and information technology capability planning
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and mapping. With this notation, it is possible to construct models to sup-
port capability management and visualize important aspects such as capability
decomposition and other types of capability relationships [20,42].

Capability modeling faces a series of demanding challenges, especially with
regard to how to decompose and compose capabilities, how to trace, relate (or com-
bine), and compare them. Although currently available notations offer resources to
represent some aspects of capabilities such as relationships of composition, asso-
ciation, impact, dependence, and realization, they do not fully address the phe-
nomenon of capability emergence. In other words, existing notations may be effec-
tive in representing isolated capabilities, but they do not provide a robust frame-
work for dealing with the complexity inherent in modeling capabilities in a broader
context.

Some of the limitations of existing notations can be traced to their underlying
‘world view’. Making this world view explicit and accounted for is the objective of
ontological analysis, which has been proposed as a means to evaluate the expres-
siveness and domain appropriateness of conceptual modeling languages [44]. In
this context, ontologies can provide us with reference theories that articulate key
domain distinctions; these distinctions are then reflected in modeling constructs,
patterns and guidelines.

In this paper, we employ ontological analysis as a principled approach to
assess capability modeling in ArchiMate. Our starting point is the ontology
of capabilities described in [11]. This ontology is based on the Unified Foun-
dational Ontology (UFO) [16] and is represented using the modeling language
OntoUML [16]. It takes into account emergence [21,31,34,40] and disposition
theories [5,14,29,32] to provide a well-founded conceptualization for capabilities
and their relations.

The analysis presented in this paper builds up on our past work which pro-
poses the representation of capability emergence in ArchiMate [9]. It also extends
the work of Azevedo et al. [3,4]. Although Azevedo and colleagues also analyzed
ArchiMate’s support for capabilities using a UFO-based notion of disposition, they
did not address detailed capability relationships. We argue that providing a proper
account for these relationships is key to guide adequate capability representation
in EA models and, consequently, for supporting the use of EA models in capability-
based practices. To cite one example, this is needed to account for how organiza-
tional capabilities result from the relationships between the capabilities of various
business entities (e.g., teams, departments, or other organizational structures).

This paper is further structured as follows: Sect. 2 presents an overview of
the literature related to capabilities and the Unified Foundational Ontology and
the capability ontology; Sect. 3 presents the ontological analysis based on the
capability ontology; Sect. 4 presents preliminary suggestions of enhancement to
ArchiMate’s capability metamodel and specification which arise out of the onto-
logical analysis; Sect. 5 discusses related work, and Sect. 6 concludes with our
final remarks.
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2 Background

Capability is generally defined as the “ability to do something” [30], a quality of
being capable of achieving specific effects or declared objectives [38]. As noticed
in most capability definitions, the meaning of capability is closely connected to
the meaning of ability. Ability is commonly defined as the power to act, or as a
kind of dispositional property that allows one to do something (useful or not) [23].
More specifically, the ability concept is defined by [23] as the “power that relates
an agent to an action”. So, ability is a potentiality (power) related to a bearer
and also to an action. What then distinguishes abilities in general from capa-
bilities? A direct reference to value: ability definitions are usually more generic,
and not directly related to “desired” results, outcomes, or achievements. They
can be “value neutral” with respect to their associated impact. Capabilities, in
contrast, are conceived in terms of the usefulness of their outcomes and outputs.
For example, in enterprise architecture and systems engineering, capabilities are
defined as the “ability to do something useful” [24,25,28]; in information systems
as the “ability to achieve a desired effect”; and, in the military field, it is defined
as the “ability to achieve a determined military objective” [1]. Thus, a common
tenet across these different areas is the reference to a “beneficial” aspect.

2.1 Modeling Capabilities in ArchiMate

ArchiMate is a widely used modeling language for EA. It provides a comprehensive
framework for visualizing, analyzing, and communicating architectural blueprints
within organizations. The language offers a standardized way to depict, under-
stand, andmanage the complexities of enterprise architectures. It serves as a bridge
between business and IT domains, enabling stakeholders to align strategic goals
with operational realities through a unified visual language [41].

The core of ArchiMate is its metamodel, which categorizes architectural ele-
ments into behavior elements and structure elements [41]. This dichotomy is
depicted in the metamodel fragment shown in Fig. 1. Behavior elements capture
the dynamic aspects of an enterprise, such as processes, events, interactions,
and other behaviors. Structure elements represent the static aspects, including
organizational units, actors, roles, and equipment. ArchiMate divides structure
elements into active structure elements and passive structure elements. So, it
divides these elements in a way that is analogous to a division present in natu-
ral languages, with active structural elements like subjects, behavioral elements
(like verbs), and passive structural elements (like objects) [41].

ArchiMate organizes architectural models into distinct layers, each represent-
ing a different perspective (or viewpoint) of the enterprise architecture. These lay-
ers include the Business Layer, focusing on organizational services, components,
functions, and processes; the Application Layer, addressing software applications
supporting business functions and services; and theTechnology Layer, dealing with
infrastructure and hardware components. ArchiMate also considers a perspective
to represent motivational elements such as goals, drivers, requirements, and so on.
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In particular, the Strategy Layer focuses on business capabilities and resources [41]
(which are shown as specializations of core elements in Fig. 1).

Fig. 1. Fragment of the ArchiMate’s Metamodel (adapted from [41])

Capabilities in ArchiMate’s metamodel are considered behavior elements (as
events and processes) [41], in this case, strategy behavior elements. They repre-
sent an ability that a Structure Element (organization unit, person, or system)
possesses. Figure 2 illustrates an example of a capability model, corresponding
to the ArchiSurance case study [19]. In ArchiMate models, they provide a high-
level view of the current and desired abilities of an organization. As behavior
elements, they can trigger, serve (contribute to), and flow (i.e., exchange matter,
energy, or information) to each other (not considered in the figure). In the strat-
egy layer, resources can be assigned to capabilities (e.g., the “CRM Automation”
resource is assigned to the “Customer Care” capability). They can also be real-
ized by other structure or behavior elements (e.g. business actors, business roles,
business processes, business function, and so on). For example, the “Customer
Care” capability in the example is realized by the “Customer Relation” function
of the “Customer Service” actor. In this case, this means that these elements can
be used to achieve a specific capability. Finally, capabilities can be related to
other capabilities through aggregation and composition. In ArchiMate, “Compo-
sition is a whole/part relationship that expresses an existence dependency” [41]
while aggregation is supposed to be a parthood realtion that does not imply
such a dependence. Whole/part relationships involving capabilities are depicted
in Fig. 2 by construct nesting: e.g., the “Marketing” capability encompasses “Mar-
keting Development” and “Campaign Management”.

Fig. 2. Example of Capability Modeling in ArchiMate (extracted from [19])
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2.2 Ontological Baseline

In order to account for capability-related phenomena more precisely, we employ
here a fragment of the UFO foundational ontology [15]. UFO defines a system
of domain-independent categories and their ties, which can be used to articulate
conceptualizations of phenomena of interest. UFO has been developed based on
theories from Formal Ontology, Philosophical Logics, Philosophy of Language,
Linguistics, and Cognitive Psychology [16]. The employed fragment captures the
first two basic ontological categories: that of the types (concepts, universals, e.g.,
Person, Planet, Music Band) and that of the individuals (particular things, e.g.,
John, Mary, Saturn, The Beatles). Individuals include concrete individuals and
abstract individuals. Concrete Individuals are partitioned into events (a.k.a. per-
durants), endurants, and situations. Events are individuals that occur in time,
including processes, activities, actions, and tasks. Events are causally related and
can be mereologically atomic or complex. Besides this, events can change, create,
or terminate objects, including their aspects [17]. Endurants are individuals that
persist in time possibly changing qualitatively while retaining their identity (i.e.,
people, organizations, cars). Endurants include objects and aspects. An Object
is an endurant that is considered existentially independent from other objects
(like John, his car). Objects formed by parts (performing distinct functions) are
called functional complexes. An Aspect is a reified property that inheres in an
endurant (termed its bearer). Inherence is a type of existential dependence rela-
tion between aspects and their bearers. Aspects (as full-fledge endurants) have
a lifecycle of their own and can be created, destroyed, or changed qualitatively
in time while maintaining their identity.

Of special interest to us in this work is the UFO notion of disposition. Dis-
positions are aspects that can be manifested through the occurrence of events
(possibly agents’ actions, such as Anna’s speaking English). In situations where
dispositions may manifest, they are said to be “activated” (e.g., when a magnet
is close to some ferrous material, or when Anna is prompted to introduce the
topic of a meeting). Again, as endurants, they can themselves bear aspects, and
change qualitatively through time [15].

In order to leverage UFO distinctions, we use conceptual modeling language
OntoUML [16]. OntoUML is implemented as a UML profile that reflects the
foundational distinctions and axiomatization put forth by UFO. Over the years,
it has been used to model many core and domain reference ontologies in a variety
of complex domains. We use it here to represent the capability ontology proposed
in [9,10]), on which we base our analysis (see Fig. 3). As it is addressed, capabil-
ities are considered special types of dispositions. They inhere in a (non-agentive
or agentive) capable object (including functional complexes as systems). Capa-
bilities are manifested through capability manifestations. Each capability mani-
festation is triggered by one or more capability manifestation context and brings
about a capability outcome (both of which are situations). As depicted in this
figure, the manifestation of a capability can also employ a capability input and
produce (or change) a capability output (objects with a historical role). Capable
objects participate in the capability manifestation with enabler objects, a role
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Fig. 3. Fragment of the Disposition and Capability Ontology used in the ontological
analysis

that represents objects needed for capable object manifestation (i.e., resources).
Capabilities can be interactive, when they play a ‘role’ in certain relations to
each other (and other dispositions). The interaction relation, in this case, corre-
sponds to relations that include relations of reciprocity [14,32], enabling [5], and
changing [32], among others (not all depicted in the figure). We use the term
“interacts with” as an abstract supertype to these relations. Capabilities can also
be complex or atomic. Complex capabilities are those that have other capabilities
(and dispositions) as proper parts, and atomic capabilities are those capabilities
that are not complex. Capabilities inhere in objects (capable objects), which
can be atomic objects or functional complexes (including systems). The capa-
bilities of capable objects that are complex (functional complexes as systems)
can be emergent capabilities or resultant capabilities [10]. Resultant capabilities
are those that come “directly” from some particular dispositions of components
(i.e., component capabilities). They can even be present in system parts in iso-
lation. For example, the capability of a car to play music is a direct result of the
capability of the car’s stereo to play music. In contrast, emergent dispositions
are those that, while related to the (interactive) dispositions of system parts, are
not present in isolation in the separated parts [8]. For example, the “buoyancy”
of a steel ship is not present in an arbitrary piece of its hull in isolation. Finally,
capabilities instantiate one or more capability types. As depicted, a capability
can specialize another.

3 Ontological Analysis of Capability-Related Elements
in ArchiMate

As approached, the phenomena of capability emergence and interaction face
challenging issues of capability modeling in EA modeling notations, especially
regarding ArchiMate. As a result, these aspects motivate us to employ ontological
analysis [44] as a principled approach to evaluate and identify ontological defi-
ciencies concerning capability modeling in ArchiMate. This ontological analysis
is based on the capability ontology [11] fragment briefly presented above. This
principled approach is fundamental to prevent ontological deficiencies such as
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semantic overload, construct redundancy, construct deficit, and construct excess
[44]. Construct excess occurs when a notation construct does not align with
any ontological concept; construct overload happens when a single notation con-
struct can represent several ontological concepts; construct redundancy arises
when multiple modeling elements can represent a single ontological concept;
and construct deficit exists when there is no notation construct in the modeling
language for a specific ontological concept.

Our approach involves identifying and examining the fundamental capability-
related elements and their relationships within ArchiMate’s metamodel. We
delve into the descriptions and meanings of these elements as specified in Archi-
Mate’s specification, aiming to understand their relevance in enterprise architec-
ture. Then, we compare ArchiMate’s capability-related elements with capability
ontology concepts, particularly focusing on UFO distinctions. This comparison
aims to establish correspondences and clarify how ArchiMate’s capability model-
ing aligns with broader ontological frameworks. Next, we present the ontological
analysis and, based on that, we identify some ontological deficiencies in Archi-
Mate. For each of them, we provide the related context and problems, explaining
how this impacts the quality of ArchiMate models.

3.1 Capabilities as Aspects

As presented before, capability is defined in distinct fields as an ability of a
certain entity (a system, organization, enterprise, person, etc.) to do something
and generate some outcome. This ability corresponds to a “power”, “propensity”,
or “potentiality” of the bearer, i.e., a potential to act or behave. Then, when
an activating situation happens, the capability manifests itself as an event or
behavior. The literature, mainly related to disposition theories, makes a clear
distinction between the capability (as a potentiality) and its manifestation (the
event). In a similar sense, the definition of capabilities in ArchiMate states that
they are abilities owned by organizations, people, or systems. Additionally, as
presented in ArchiMate’s metamodel, capabilities are categorized as behavior
elements, similar to events and processes, related to the organization’s dynamics
(action, events, etc.).

Ontological Analysis of Capability Meaning: For UFO, aspects are intrinsic char-
acteristics of endurants (especially objects). Moreover, it takes dispositions to be
a subtype of aspects that are manifested in certain situations through events. In
addition, according to the capability ontology (and also the ontological analysis
performed in [3]), capabilities are dispositions that characterize capable objects
and are manifested by events called capability manifestation. So, according to the
ontology, capabilities are not behavior (event) itself; instead, they are aspects
(dispositions) inhering in (capable) objects that possibly manifested through
events (behavior).

Diagnosis of ArchiMate’s Worldview: The notion of capability in ArchiMate is
at odds with the understanding of capability as a “potentiality”, i.e., a potential
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behavior, not the behavior itself. Furthermore, the ArchiMate metamodel does
not include elements related to “aspect” or “characteristic”. In line with [44], this
is a case of construct deficit, since there is no construct representing capabilities
itself (as an aspect) but just their manifestation. As a result, there is no con-
struct to represent capable objects and the inherence relation binding an aspect
to its bearer. In summary, ArchiMate’s conception of capability as a behavioral
element is inadequate because capabilities are aspects of structural elements that
manifest themselves as behavior. As a consequence of this ontological deficiency,
we have two main problems: (i) relations that would usually apply to behavior
elements (such as triggers, flow, etc.) should not be applicable to capabilities or
overlap with other relations involving capabilities; (ii) ArchiMate has no spe-
cific construct to identify the capable object that bears a particular capability.
The ArchiMate relation of assignment could in principle be used if one could
semantically overload it to represent the relation of inherence.

3.2 Capability Composition and Decomposition

When modeling capabilities in activities such as capability mapping, these are
structured hierarchically in order to better support their understanding, as well
as of their role in gap analysis [20,36]. For example, in Fig. 2, “Sales and Distri-
bution” is decomposed in “Distribution Channel Management” and “Sales Exe-
cution”.

Ontological Analysis of Capability Decomposition: There are multiple ways a
capability can be related to its parts. Firstly, we can have direct capabilities of
an entity that are decomposable into simpler capabilities inhering in the very
same entity. Secondly, we can have capability emergence, in which case a capabil-
ity of the whole emerges from the interaction of more basic capabilities inhering
in its parts (e.g., as it happens with capabilities such as resilience, adaptability,
innovation, etc.). In this latter case, we must also consider the particular struc-
ture relating these parts and affording the interaction between their capabilities.
For example, how certain capabilities of a entire organization emerge from the
interaction between the capabilities of organizational units, teams, or employees.
In other words, in the case of emergence, we have more than just a mereological
relation between wholes and parts, but we need to capture the structural uni-
fying relations between the composing capabilities themselves. Finally, we have
the case of resultant capabilities, in which a capability inhering in the whole
is directly derived from a capability inhering in one of its parts. In summary,
according to the reference ontology employed here, capability decomposition can
have two distinct meanings: (i) mere mereologically complex capabilities: when
a complex capability is just split into simple capabilities independently of the
structure of the capable object; and, (ii) emergent and result capabilities: when
a capability of a capable object emerges or results from interactive capabilities
inhering in its parts.



90 R. F. Calhau et al.

Diagnosis of ArchiMate’s World View: ArchiMate does not identify the bearer
of a capability and hence it does not distinguish capability decomposition from
capability emergence. As such, it only allows for the use of the simple mereo-
logical relations of aggregation and composition between capabilities. We have
then a case here of construct deficit [44]. Because of this ontological deficiency,
we have the following problems: (i) a significant gap between the capabilities
modeled at the strategy layer and their implementation in the business, appli-
cation, and technology layers (since capabilities of the whole are not related to
the capabilities of part); (ii) difficulty in understanding (and replicate) patterns
and best practices that promote the emergence of desirable capabilities due to
not having the phenomenon of emergence in focus.

3.3 Interactions Between Capabilities

Capabilities are not isolated entities since they can be combined, impact, and
collaborate with each other. Sometimes, they depend on each other so that can be
enacted to satisfy certain goals. For example, in Fig. 2, “Campaign Management”
needs the outcomes from “Marketing Development”; the same happens between
“Relation Management” and “Contact Management”.

In the context of EA, it is important to identify how capabilities impact enter-
prise elements, especially other capabilities [42,43]. For instance, initiatives to
increase the innovation capability in organization can generate unexpected side
effects. This, in the end, can harm other capabilities from a global perspective
of the organization, as [39] argues about organizational learning. A similar issue
happens with technical and social capabilities in organizations as socio-technical
systems [2]. Capability interaction is related to capability emergence as previ-
ously discussed, as it also involves understanding how capabilities emerge in the
whole organization; however, here, we focus not on the hierarchical perspective
of capabilities, but with how they relate “horizontally”.

ArchiMate allows the representation of dynamic and dependency relation-
ships between capabilities. Capabilities can serve, trigger, or flow to other capa-
bilities. The serves relationship is a dependency relationship that indicates a
“contribution” from one capability to another. The triggering relationship repre-
sents a temporal or “causal precedence” between capabilities. The flowing rela-
tionship is also dynamic, corresponding to an “exchange” of matter, energy, or
information between capabilities. Besides being present in the notation, these
relationships are not as commonly used as the hierarchical decomposition in
capability models, as evidenced in [19].

Ontological Analysis of Capability Relationships: Analyzing the dynamic rela-
tionships (flowing and triggering) from an ontological point of view, we under-
stand that capabilities can interact indirectly through their manifestations: the
flowing relationship means that capability c1 manifests through an event e1,
producing output o1. After this, capability c2 manifests through event e2, using
output o1 as input. Thus, it is actually the manifestation e1 that “flows to” man-
ifestation e2; in the triggering relationship, capability c1 triggering capability
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c2 means that c1 manifests through event e1, generating an outcome o1. This
outcome activates capability c2, triggering its manifestation through event e2.

In the case of the serving relationship, the term “contribute” - used by Archi-
Mate to characterize this relation, can have various interpretations. Depending
on the interpretation, there can even be an overlap between the serving rela-
tionship and other relationships. First, serving could mean that capability c1
serves capability c2 if c1 provides something (matter, information, or energy)
to c2. However, this overlaps with the flowing relationship, where one capabil-
ity provides something to another. Second, serving could mean “contributing to
the manifestation”, where c1 serves c2 if c1 contributes to the manifestation of
c2. This interpretation also overlaps with the triggering relationship, as it repre-
sents the creation of conditions for the manifestation of another capability. Third,
a similar interpretation involves reciprocity. Ontologically speaking, reciprocal
capabilities need each other to manifest together (e.g., “Product Purchasing”
and “Product Selling”). Here, c1 serves c2 if they are reciprocal and contribute
to each other’s manifestation. Fourth, serving could mean “additionality”, i.e.,
capabilities c1 and c2 manifesting through the events e1 and e2 that contribute to
the same outcome o1. For example, the capability of software testing contributes
to the software coding capability by improving the quality of the software cod-
ing output. In the capability ontology, these capabilities are called “additional
capabilities”. Fifth, serving could mean that c1 contributes to the development
(improvement) of c2. Ontologically speaking, a capability can change another
capability or change the conditions for the latter’s manifestations. For instance,
the manifestation event e1 of capability c1 changes a quality of capability c2 (a
direct change) or change the capability bearer b1 of c2 in a way that it changes
the possible manifestations of c2 (e.g., the technological learning capability that
makes the development of software development capability possible).

Diagnosis of ArchiMate’s Worldview: The conception of capability relations in
ArchiMate do not fully consider the nature of capabilities, leading to both cases
of construct overload and also construct excess [44]. This is due to ArchiMate’s
misguided conception of these relationships purely from the perspective of behav-
ioral elements, as if capabilities were directly comparable to events and processes
that have temporal precedence and that can exchange matter, energy, or infor-
mation. As we have discussed before, capabilities are to be distinguished from
their manifestations. Besides this, the ontology also provides further distinc-
tion among relationships that can obtain between capabilities (e.g., blocking or
disabling) and which are not addressed by ArchiMate, i.e., a case of construct
deficit [44]. In summary, we conclude that ArchiMate’s conception of capabil-
ity as a behavioral element prevents important (“horizontal” capability) relations
from being identified and properly expressed in the language. As a result of these
ontological deficiencies, we have trouble: analyzing capability emergence - since
these relations are key to explaining that phenomenon; planning and prioritizing
capability development - since we cannot properly identify and express enabling
and supporting capabilities); identifying negative capability interactions (capa-
bilities that harm others).
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3.4 Capabilities and Resources Assignment

Organizations are socio-technical systems that encompass distinct kinds of
resources, from people to equipment such as hardware, software, tools, and even
the physical environments in which these systems are situated [2,12,27]. The
interaction between resources must occur appropriately for the organization to
develop its desirable capabilities. However, understanding how resources interact
can be an intricate issue given the different natures of these different kinds of
resources (especially human and technical ones) [22]. For example, it is common
to see in organizations the belief that the acquisition of technical resources (e.g.,
a new software system) will be sufficient for developing a desired capability.
However, in this example, if people do not have the correct skills to properly
use such a technology or have a dissonant attitude towards it (e.g., resistance
to that technology), such investment will be fruitless [2,13]. So, the acquisition
of new resources does not necessarily imply improvements in the people and
organization as a whole [2,7,12].

In ArchiMate, resources are structure elements that belong to the strategy
layer. According to the specification, resources include tangible assets (i.e., phys-
ical or financial assets), intangible assets (i.e., technological, reputational, or cul-
tural assets), and human assets (e.g., skills, knowledge, or know-how). Accord-
ing to the ArchiMate metamodel, resources can be assigned to capabilities. The
assignment relationship relates structural elements to behavior elements, indi-
cating the “allocation” of structure elements to a behavior. In the business layer,
this relationship is typically used to link business actors to a business role or to
a business process they are supposed to perform.

Ontological Analysis of the Resource Assignment to Capabilities: Tangible
resources can be considered objects in UFO. In the capability ontology, capabil-
ities are tied to a capable object (the bearer of that capability). These capable
objects can also be linked to enabler objects, which are required for the mani-
festation of a capability. In ArchiMate, resources are assets owned or controlled
by a structural entity, something which is to be expected in this context also
for enabler objects. So, we consider resources both as enabler objects, as well
as capable objects - since they possess capabilities that interact with the ones
from other capable objects. Thus, based on these ontological distinctions, the
assignment of a resource to a capability can have two meanings: (i) a resource r1
is assigned to capability c1 if it corresponds to a capable object characterized by
a capability c2 of same type of c1 (e.g., the software developer human resource
assigned to the software development capability); (ii) a resource r1 is assigned
to capability c1 if it is an enabler object characterized by a capability c2 needed
for the manifestation of capability c1 (e.g., the laptop equipment assigned to the
software development capability).

This understanding aligns with the perspective presented in [3]. There, in
order to be assigned to a capability, a (tangible) resources must have disposi-
tions aligned with that capability. However, as the authors note there, this is not
necessarily a one-to-one mapping since multiple resources can be assigned to the
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same capability. Here again, we have two ways of interpreting this assignment
relationship: one related to instantiation and the other to emergence. The first
case happens when individual resources (objects) o1, o2, on, characterized by
individual capabilities as c1, c2, cn, are assigned to a capability type C. In this
case, the capabilities c1, c2, cn are instances of capability type C. An example is
the assignment of the resources ‘iOS dev. team’ and ‘Android dev. team’ to the
software development capability (type): both teams are individuals characterized
by their respective individual software development capabilities. The second case
happens when resources assigned to a capability c are objects o1, o2, ..., on char-
acterized by respective capabilities c1, c2, ..., cn. These capabilities interact with
each other (i.e., reciprocal, additional, enabling, changing, and so on), and as a
result, they are responsible for the emergence of that capability c. For example,
the software development capability of a company emerges from the combination
of various human resources (front-end developer, back-end developer, tester) as
well as other tangible resources, e.g., hardware and software resources.

To further deepen this analysis, we can consider the notion of functional
complexes from UFO [15] and the distinctions put forth by the system ontology
in [10]. In these ontologies, organizations are seen as special types of systems
(or functional complexes in UFO) being composed of interconnected functional
parts that play functional roles w.r.t. to the whole organization. Thus, an “assign-
ment” of a resource to an organization’s capability can be understood as its allo-
cation to a functional role in that organization system (or subsystem) in order
to contribute to the achievement of the referred capability. More generally, the
assignment of resources r1, . . ., rn to capability c in organization o1 is meant to
signify that those resources playing the functional roles f1, . . ., fn inside o1 are
necessary components of that organization (as a system) needed to achieve that
capability. In the example of the “software development capability”, behind all
distinct human resources assigned to this capability there is a (social) subsystem
of the organization – a team– composed of front-end developers, back-end devel-
opers, etc., and which collaborates with the “software development capability”
achievement. In this case, particularly, the assignment of these human resources
to this capability means that they are allocated to a team having that capability.

Diagnosis of ArchiMate’s Worldview: ArchiMate lacks a clear semantics for
the assignment relationship, and the notation itself does not provide a well-
defined meaning for the resource construct. Resources can represent both physi-
cal objects (tangible resources) as well as intangible entities like cultural aspects,
values, etc. As resources are taken to be structural entities, this implies that
intangible assets (such as skill or competences) can also be structural elements,
i.e., parts of organizational structure in a way analogous to organizational units.
Furthermore, ArchiMate does not allow for explicitly representing that a resource
bears a certain capability (a case of construct deficit [44]) but only generically
that resources are assigned to capability, without clear guidelines on how these
assignments should be made. However, to effectively combine resources in order
to achieve a certain capability, it is necessary to understand their nature, their
relations, and also their dispositions (including capabilities and vulnerabilities).
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We also have again here a case of construct overload [44], in which several inter-
pretations can be associated to the assignment relationship: the resource is a
capable object that bears that capability; or it is a part of the organization
as a capable object; or an enabler object required in capability manifestations
(hence also a bearer of capabilities). As a result of these deficiencies, ArchiMate
lacks expressivity to proper represent and analyze resources, their interactions,
and related capabilities, which also impacts the analysis and representation of
capability interaction and emergence.

3.5 Capability Implementation

In the EA context, capability can be approached from a strategic perspective
and also from a more operational perspective. In the strategic perspective, capa-
bilities are seen in a more abstract way, independent of their possible implemen-
tation. In this case, capability models are more future-driven, focusing on the
desired capabilities of the organization. On the other hand, from the operational
perspective of capabilities, they are represented as they are in the present, con-
sidering the actual stage of the organization. The focus is more on the present
and on the “how”, not just on the “what”. From the operational perspective,
understanding how capabilities manifest is important to understand how they
work in practice and how to implement them. In this case, one needs to under-
stand not only the manifestation of a focal capability itself but also how the
manifestation of how distinct capabilities are linked and also how the results
and outcomes of these capability manifestations are related.

Concerning the strategy and operation perspectives, ArchiMate distinguishes
between the strategy and other layers business, application, and technological
layers). The strategy layer is more abstract and implementation-independent,
while the others are more specific, focusing on the present and how the organi-
zation is implemented [42]. In ArchiMate, capabilities are represented especially
in the strategy layer and are realized by elements in the “lower” layers, such
as the business layer. Thus, capabilities represented in the strategy layer are
implemented by business functions, business processes, business actors, business
roles, and also elements from the application and technology layers. This real-
ization relationship indicates that more abstract elements (focused on “what”)
are realized by more tangible elements (“how”). Thus, an “abstract” capability
can be implemented by various elements combined in the business layer, such as
business actors, roles, services, processes, events, and so on.

Analysis of Capability Implementation: Capabilities are individuals that instan-
tiate capability types, i.e., that are classified by them. As detailed in the ontology,
a capability type can specialize others. The ontology allows for considering differ-
ent levels of abstraction between capabilities. With this distinction in mind, we
consider that strategic capabilities of an organization are “more abstract” capa-
bilities that focus on the “what” and can be specialized in various ways depending
on the “how”. Operational capabilities are specializations of strategic capabilities
that concern a specific way to realize them, making them more concrete and
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relating them to a specific implementation within the organization. For exam-
ple, suppose that software development capability is a strategic capability for a
given organization. In this case, it could be specialized into different operational
capabilities such as web system development or mobile app development, which
could further specialize into iOS app development and Android app development.

Regarding the realization of capabilities by structural elements from “lower”
layers (i.e., business, application, and technology), we encounter a situation sim-
ilar to what we saw with the assignment relationship between capabilities and
resources. Similarly, we can interpret that structural elements are capable objects
characterized by capabilities and which can realize (strategic) capabilities as a
consequence. But, the realization of a capability by a structural element can
also have distinct meanings, such as: (i) the structural element s that realizes
a strategic capability c is a capable object characterized by c′ - an operational
capability that specializes c; (ii) the structural element s that realizes a strategic
capability c is an “enabler” object necessary for a capable object o to manifest
c′ - an operational capability that specializes c. If a strategic capability is real-
ized by multiple structural elements, similarly to resource assignment, we have
that: the set of structural elements s1, s2, ..., sn are characterized by operational
capabilities c1, c2, ..., cn, and that these capabilities, when combined (through
interaction relationships), contribute to the emergence of c′ - an operational
capability that specializes the strategic capability c. On the other hand, if a
capability c is realized by a behavior element b, this means that: (i) there is a
structural element s characterized by the operational capability c′, which spe-
cializes c and manifests through b; (ii) Or, there is a set of structural elements
s1, s2, ..., sn, characterized by operational capabilities c1, c2, ..., cn, which, when
combined (through interaction relationships), contribute to the emergence of c′

- an operational capability that specializes c and manifests through b.

Diagnosis of ArchiMate’s Worldview: ArchiMate does not provide an appropri-
ate representation for the implementation of capabilities. As we saw, structural
elements at different levels, such as strategic, business, application, and technol-
ogy, can also be capable objects characterized by capabilities at different levels.
However, ArchiMate does not allow for the representation of the structural ele-
ments as bearers of capabilities in any of the layers considered in the notation.
This makes it difficult to map strategic-level capabilities to structural elements
at other levels, as well as to relate structural elements in a way that combines
their capabilities (through interaction relationships) to collectively generate the
desired capability at the strategic level. Besides this, the notation only allows
for the representation of capabilities in the strategic layer, leaving no construct
in the business layer to represent “operational” capabilities. In addition, Archi-
Mate’s realization relationship is not precisely defined, being another case of
construct overload [44] as detailed in the ontological analysis.

Capabilities can be realized by both structural and behavioral elements, which
can lead to many misunderstandings. There are no guidelines on how to com-
bine these elements in order to implement capabilities. In summary, ArchiMate’s
capabilities are only considered as“abstract” entities in the strategy layer. Capa-
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bilities are not addressed in other layers, in which they are often treated as
(but not properly distinguished from) functions. Structural elements in busi-
ness, application, and technological layers are also capable objects characterized
by capabilities, which can also engage in fruitful interactions.

4 Preliminary Suggestions to ArchiMate Enhancement
Based on the Ontological Analysis

Based on the ontological analysis we have presented thus far, in this section, we
consider some preliminary suggestions to improve the representation of capa-
bilities and their relationships in ArchiMate. These include the suggestion of a
few capability-focused viewpoints and the identification of possible revision of
language constructs related to capabilities.

Capability-Focused Viewpoints: Regarding capability (de)composition, it would
be beneficial to distinguish between complex and emergent capabilities in the
hierarchical representation used in capability mapping. Since the strategy view
does not allow for the representation of the bearer of capabilities, it would be
helpful to represent different levels of organizational granularity. At least three
levels could be represented: the organizational level, the organizational unit level
(e.g., teams, departments), and the individual level. Capabilities at each level
could be then be visually distinguished.

Concerning capability interaction, it would be useful to have guidelines to
model capability interaction, focusing on the interaction between capabilities
that belong to the same level in the organization. This would help better under-
stand the emergence of capabilities, which arise from their interactions. Addi-
tionally, it is important to clarify the semantics of capability relationships, as
their current descriptions are generic and similar to other relationships between
structural elements, which have a different nature. Specializing the semantics of
the serving relationship between capabilities is recommended, including all pos-
sibilities such as reciprocity, additionality, and change. The serving relationship
description would also make clear how it differs from the flowing and triggering
relationships. Additionally, the language should provide better guidelines on how
to implement capabilities in the resources they are assigned to, ensuring these
capabilities are realized by structural elements interconnected in a proper way.
A notion such as functional complex (from UFO) is essential in this context.

One way to assist in modeling the aspects mentioned above is through view-
points, as they can assist modelers by providing perspectives based on the afore-
mentioned aspects. For example, it would be key to have such a support for
modeling emergence and interaction between capabilities, as these aspects are
closely related to others, such as the assignment of resources and the implemen-
tation of capabilities. These viewpoints would offer a clearer way to visualize and
manage how capabilities emerge and interact within an organizational structure.
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Language Constructs Revision: Regarding the representation of capabilities, a
general suggestion is to consider adding an element in the metamodel related
to ‘aspects’ in order to distinguish capabilities from behavioral elements. An
option in this case is to refactor the metamodel and possibly introduce a separate
notion of “dependent” structural element, and in any case, a relation to estab-
lish the active structure element who bears an aspect (capabilities included).
In this proposed redefinition, it is also important to specialize the relation-
ships between capabilities based on this new understanding of capability (as an
aspect), rather than simply inheriting the meanings of relationships from behav-
ior entities. Additionally, a relationship that can be included in this refactoring
is the characterization relationship, linking active structure elements (the bear-
ers) to their respective capabilities. Finally, considering these possible changes, it
would be valuable to include capabilities in all layers, similar to how ArchiMate
handles structural and behavioral elements (e.g., business function, application
function, technical function, etc.). In this case, there would be different types
of capabilities based on the layer, such as strategy capability, business capa-
bility, and application capability, and one could also express that capabilities
from higher layers are realized by capabilities from lower layers. An option, in
this case, might be to use business function elements to represent “operational”
capabilities (see Fig. 2). However, this requires some clarification on the inter-
pretation of functions in ArchiMate.

5 Related Work

Other related works that employ Foundational Ontologies in EA modeling
include [4,33,35,37]. Azevedo et al. [4] perform an ontological analysis of capa-
bility, resource, and competence. The authors discuss especially the definition of
capability based on UFO; we adopt and build up on that analysis in the present
work. As an application, the authors propose improvements in Enterprise Mod-
eling (using ArchiMate), through a metamodel connecting capabilities and the
strategy layer with motivational aspects. Capabilities can be aggregated (with
resources) in what the authors call “capability bundles” [3]. The work proposed
by Nardi et al. [33] focuses on the ontological analysis and modeling of the Ser-
vice concept. In a complementary way, [33] states that one dimension of Service
Modeling is to represent a manifestation of capabilities. However, although both
papers address the subject of capabilities using UFO, they do not delve into this
topic since this is not the focus of both papers. Sales et al. [37] proposed improve-
ments in the ArchiMate notation based on an ontological analysis, focusing on
the concept of value. In their analysis, they included the concept of capabil-
ity, given its strong relation to value. According to their interpretation, and as
adopted here, capabilities are dispositions with valuable impacts on a value sub-
ject. However, fully characterizing is not the main focus of their work. Building
on the work in the value domain proposed in Sales et al. [37], Oliveira et al. [35]
conduct an ontological analysis of ArchiMate focused on security and propose
a redesign of the language. In this security-focused analysis, they considered



98 R. F. Calhau et al.

other types of dispositions, such as vulnerabilities, corresponding to those with
undesired effects. Additionally, the authors extend the meaning of capabilities
to include threat capabilities. Although these related works address capabilities
in the context of EA, given their respective foci, none of them all the subtle
phenomena related to capability modeling.

6 Final Remarks

In this work, we presented an ontological analysis of ArchiMate based on a well-
founded capability ontology. To perform this analysis, we first identified several
issues concerning the semantics of the ArchiMate metamodel, especially regard-
ing capability emergence and capability interaction. We also uncovered semantic
issues related to the relationship between capabilities and resources, as well as
capability implementation. This work may serve as a foundation for proposing
language redesign, language patterns, or even language extensions. The issues
identified can be a starting point for the proposal of new capability represen-
tations. This work not only contributes to enhancing ArchiMate’s capability
modeling but also impacts capability modeling in general, potentially influenc-
ing other EA notations. For example, in future work, we intend to perform a
similar ontological analysis of the Unified Architectural Framework [26].
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Abstract. This paper supports the assessment of the alignment of governance
structures towards stakeholder’s concerns. Considering the characteristics of gov-
ernance structures and models in project, program and portfolio discipline, and
left to the enterprise to handle its integration in the overall enterprise governance,
this work contributes to the assessment of temporary governance structures’ align-
ment under an actor-role permanent and temporary evaluation. As contributions
from this work we can entail: i) a conceptual map for the temporary and perma-
nent governance roles enrolled in enterprise transformation; ii) a proposal of a
viewpoint for stakeholders with the concerns on the identification of permanent
and temporary governance transformation roles and serve relations; iii) the views
generated from the viewpoint proposal, where the instantiation of the architec-
tural elements allow to add meaning and value to the represented models, adding
the required data for the iv) evaluation of alignment of temporary and permanent
governance roles against a stakeholder’s concern. This last contribution opens the
possibility to the stakeholders, either in design phase or in implementation phase,
to assess the governance structure alignment adequacy to the expected outcomes
of the projects. The demonstration presented, based in a real case study, allows to
clarify the opportunities and follow up research in adding other evaluation metrics
and taxonomies to the proposed solution.

Keywords: Enterprise Governance · Transformation Governance · Governance
Alignment

1 Introduction

The fast pace in the development of technology creates challenges for enterprises to
survive, and thrive. One of such challenges is the ability of the enterprise to promote the
required transformations from an As Is to a To Be state without occurrences or events
that reduce value from the expected benefits.

An enterprise, understood as “any collection of organizations that has a common set
of goals and, or a single bottom line” [1] requires to have in place the right instruments
that allow to design, plan and implement such transformation within the enterprise,
granting alignment between the organizations.
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Governance, defined under the scope of this work as “the sum of organizational
measures for continuouslymaintaining unity and integration in the (re-) development and
operation of an enterprise (…), concerns enterprise adaptation and renewal: ‘changing
themill’ [2] organizations, but also in alignmentwith the ‘running themill’ organizations
of the enterprise.

These temporary endeavors promote the ‘change of the mill’ putting the focus on
the required transformation, resulting in a gradual change of the enterprise elements’
behavior, or the result of a deliberate action [3].

A project, while “a transformation process designed to achieve a goal specified by
a to-be state” [4] requires a governance to transform the organization, with a planned
finish time, as opposed to governance structure for “running the mill” dealing with daily
activities.

It is more and more required for the enterprise to have the agility to change and
adapt to new realities (legal, compliance, environment, social or commercial) when a
new temporary governing body is created to answer a given need.

As such, there is an empirical need in determine the adequacy of the governing body
to deliver the expected value by the stakeholder on a given project. A concern that can be
as distinct as to have a project driven on cost and time, or quality and technical expertise.

1.1 Problem Motivation

When approaching the governance concept in the context of enterprises that foster trans-
formation processes for the strategy implementation, we can assume from state of the
art that:

– Projects are temporary endeavors, with temporary governance structures [5–9];
– Projects can be conceptualized as an instrument for the Enterprise to achieve its

objectives – [10, 11]; or as organizations, relating with other organizations in the
same Enterprise – [12–17];

– Projects being either conceptualized as an instrument, or as an organization, have a
vast research field on Governance as a key dimension that determines the success of
the project (finish on time, on scope, and costs) – [5–8, 13, 14, 18];

– Is up to the Enterprise, more specifically for a formal and permanent governance
structure, to integrate andgrant unity in the organizationalGovernance of projects – [8,
19, 20];

– Enterprises tend to have permanent and temporary governance structures that coexist
in sharing responsibilities and attributions according to its scope and objectives – [21,
22];

– The higher the maturity enterprises have in handling transformation processes,
statistically, have better results – [23–25].

Considering such, it would be expectable to have in place a set of solutions addressing
the alignment of temporary governing bodies’ governance structures with the enterprise
governance and formal authority scheme.

However, it remains evidenced that enterprises still struggle in making the process
of strategy implementation as effective and efficient as possible, being the apparent
interactions between the permanent governing bodies and temporary governing bodies
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a critical organizational link, where potential misalignments are most likely to cause a
negative impact on the strategy outcome.

In a literature review on project governance and stakeholders [26], its authors con-
cluded that “project management literature lacks from an inclusive framework which
defines the roles, relationships and positions of internal and external stakeholders inside
and outside of the organization’s governance structure” [26]. On the other hand, the exis-
tent governance approaches are heavily formal, structural, and management-oriented
[27].

So, how canwe access and evaluate the alignment between temporary and permanent
governance structures against a stakeholder’s concern?

To start answering this question, we detail in Sect. 2 the need to validate the existence
of a common authority and decisional layered vision of the Enterprise, and any temporary
governance structure. Bymapping the roles into such decisional layers, it will be possible
to place the temporary and permanent roles at a same level in what concerns with
their responsibilities and attributions (addressed in Subsect. 2.1). Also the ArchiMate
suitability for the identified problem (addressed in Subsect. 2.2). Finally related work on
the evaluation and metrics allowed to validate the alignment (addressed in Subsect. 2.3).
In Sect. 3 are presented: a conceptual model of the solution (addressed in Subsect. 3.1);
a viewpoint and views of the solution (addressed in Subsect. 3.2); and the evaluation
and alignment level for the governance structure in place against stakeholder’s concern
(addressed in Subsect. 3.3).

Finally, Sect. 4 provides a demonstration on the application of the solution to a real
case in an enterprise, followed by the Conclusions and Further Work.

2 Related Work

Transformation of the enterprises have different speeds and priorities. The need to steer
the enterprise demands accurate and precise information to support decision making.
It matters now to understand what to detect. Patterns, rules, procedures, performance
indicators or others, to allow, on design phase or during monitoring, to identify potential
misalignments in temporary and permanent governance roles.

More than the relation on permanent and temporary governing bodies, the focus is
required to be on the permanent governances’ roles that share the same actor assigned
to a temporary governance role. Following the research in [28], the actor-role, “an entity
that is capable of performing behavior, and has the responsibility to perform specific
behaviors according to a status”, can be assessed on its influence authority from the
enterprise permanent governance.

Considering such, the related work on the relevance in addressing a possible
governance assessment based on actor-roles’ focus in three main requirements:

– The existence of a common authority and decisional level framework for permanent
and temporary governing bodies – The authorities and the function level in which a
determined temporary role is expected to operate within its temporary governance
structuremust be at the same level of authorities and functions of the layered enterprise
where the project is undergoing. This will allow to have a clear authority line and
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a common layered vision of the permanent and temporary governances structures -
addressed in Subsect. 2.1;

– The validity in using ArchiMate modelling language and framework for the architec-
tural Viewpoint and the associated views – Assuming the adequacy of the metamodel
and the scope of the solution of ArchiMate, it matters to understand the viewpoints
and views that may already provide a representation of the elements relevant for the
scope of his work - addressed in Subsect. 2.2; and

– The evaluation and alignment measures required to assess and validate a temporary
governance structure alignment towards a stakeholder concern – the architectural
elements resulting from the representation of the set views require assessment metrics
in order to determine the alignment level. Those assessment metrics are required
to validate the need in assessing the actor-roles in the permanent and temporary
governance structures against an expected structure in place by the stakeholder -
addressed in Subsect. 2.3.

2.1 Common Authority and Decisional Level Framework

Standards such as ISO215 series regularly refer to decisional levels in the organization as:
SeniorManagement orExecutiveLevel;Management; andOperations level. In particular
in [5] the level of given liberty allows to place the different roles, such as Project Owner,
at the executive level of the enterprise. It is visible and understandable the difficulty in
imposing a solution that can be adopted to, a less complex organization in decisional
levels to a more complex one, being accurate on a decisional level base. Table 1 shows
the identified roles or functions normalized into the standard, and classified under a
specific decisional level according to [5–7].

Table 1. Roles and Decisional Organizational Levels in ISO 215 series

In that direction, the authors in [19] present a reference architecture on projects, pro-
grams and portfolios (PPP) governancemodel. UsingArchiMate, the proposed reference
architecture allowed the verification of deviations between different projects, program
and portfolio governance models at competences and roles levels.

As we can notice, the authors used the decisional layers presented in PM2
Methodology [29], as seen in the project organization model in Fig. 1.

The PM2 methodology from the European Commission [46], does a strong effort to
align classic project management practices to the context of EU funded projects. Such
alignment attempt is evidenced with the Project Owner and Project Manager’s roles,
which appear as part of different sides (Requestor side and Provider side) adapting in
this sense to the reality of a project carried on under an outsourcing model.
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Fig. 1. Project Organization in [29]

Such a proposal on the project organization’s layered vision, extrapolated for the
overall organization, can provide relevant inputs when applied generally in analyzing
the roles defined under a more classical project management approach. A better under-
standing of the decisional level in a layered vision of the project organization will foster
a clearer view of such Governance’s scope and the organizational landscapes.

Also, by granting a common decisional layered vision on the actor roles of one or
more governing bodies, other elements allow to identify potential misalignments, such
as a possible actor assuming a temporary role in a higher or lower decisional level than
its permanent role.

For last, the number of roles and respective actors in each decisional layer can have
significance, since the higher it is, the higher the risk of losing efficiency and quality in
the negotiations and required compromises for decisions.

2.2 ArchiMate’s Viewpoint and Views

ArchiMate [30] is the modeling language that has a vast number of resources and tools
in the organization’s design activities. The standard provides a set of entities and rela-
tionships with their corresponding iconography to represent Architecture Descriptions”
[30]. This amplitude in the way ArchiMate allows the all organization to be represented
under the correct level and aspect, seems to provide a coherent set of elements to assess
a governance alignment.

As key attributes for the use of Archimate are: 1) the two main types of elements in
the language are structure (nouns) and behavioral (verb) elements, [30]; and ii) it also
distinguishes between themodel elements and their notation. This last one allows amore
varied, stakeholder-oriented viewpoint, framing the notation to the context in place.

In Fig. 2, are referenced the elements under the respective aspects and layers, that
are under the scope of the problem to address. The elements by itself allow us to under-
stand the conceptual representation of the problem, locating it in strategy, business and
migration & implementation layers. The elements include behavioral, active structure
and motivation aspects, alongside one composite element.
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Fig. 2. Aspects, Layers and Elements in the scope of the problem

The viewpoint and related views required for the proposed solution become also a key
feature in ArchiMate that expects to provide the necessary tools for the representation
and communication necessities for its stakeholders.

Viewpoint and Views
Viewpoints, defined as “a specification of the conventions for constructing and using a
view; a pattern or template from which to develop individual views by establishing the
purposes and audience for a view and the techniques for its creation and analysis.” [1]
focus on particular aspects and layers. Such aspects and layers are determined, as seen,
by the concerns of a stakeholder.

Looking at Basic Viewpoint classification in ArchiMate specification [30], the closer
to the scope of this work is the Organization viewpoint from the Composition Category:
“viewpoints that define internal compositions and aggregations of elements”.

As, “a viewpoint establishes the purposes and audience for a view and the techniques
or methods employed in constructing a view” [1], the purpose expressed in this basic
viewpoint falls short in addressing the concerns on designing, deciding and informing on
twodifferent organization viewpoints.One regarding the “running themill” organization,
and the other regarding the “changing the mill” organization.

Since by now we can state as required elements, common to organization viewpoint
are elements such as: Actor, Role, Business Collaboration or Outcome, the proposal
below for a TransformationGovernanceViewpoint (Table 2), tries to address the concern
on the identification of permanent and temporary governance transformation roles.While
maintaining the scope as a multi layer & single aspect of the enterprise.

The views, understood as the “representation of a system from the perspective of
a related set of concerns” [1] have its conventions defined by the proposed viewpoint.
Containing elements and relationships (concepts) framing the stakeholder’s concern.

In conclusion we can note that ArchiMate provides an adequate set of elements to
allow an adequate representation of Governance Relationships in a given reality. Due to
its language/ notation independence, a better evaluation of the permanent and temporary
nature of the governance structures in place is possible by allowing stakeholder-oriented
representation.
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Table 2. Proposal of Transformation Governance Viewpoint

Transformation Governance Viewpoint

Stakeholders Enterprise, Process Architects, Transformation managers, PMO, EPMO

Concerns Identification of permanent and temporary governance transformation roles and
serve relation

Purpose Designing, deciding, informing

Scope Multi layer/ Single Aspect

2.3 Evaluation and Alignment Level

[19] evidenced the validity in ArchiMate assessing different frameworks and classifica-
tions against a reference architecture for governance roles. This solution allows to better
answer to the heterogeneity in complexity, scope, specificities that each transformation
process can entail.

Stakeholder’s concern becomes in this sense the set of elements that represent his
interests. Concern, understood as “an interest of a stakeholder with regards to the archi-
tecture description of some system, resulting from the stakeholder’s goals, and the present
or future role(s) played by the system in relation to these goals” [1].

The stakeholder, restricted to the scope of this work as someone who has approval
rights on the suitability of implementation, can determine the adequate governance by at
a first stand choosing the focus to be in time and cost, or quality and technical expertise.

A commonly used approach to Project Organization [31, 32] focuses on the collab-
oration within two roles: i) project manager and ii) functional manager. Temporary and
permanent roles respectively. Such organization is based upon two extremes: Project
Hierarchy and Functional Hierarchy. If in project hierarchy it is denoted a stronger focus
on time and costs control on the project, in functional hierarchy the focus is on quality
and technical expertise [31].

As expected, a third category of project organization is the balancedmatrix,where the
collaboration and negotiation nature required for the project manager and the functional
manager roles leads to a higher risk of conflicts and dead end negotiations.

In [32], the author indicates two other types, the Coordinated Matrix, between Func-
tional Hierarchy and Balanced Matrix; and Secondment Matrix, between Balanced
Matrix type and Project Hierarchy. Both distribute the authority either to the project
manager, or to the functional manager, but with a stronger collaboration link than the
extremes (Fig. 3).

If in project hierarchy it is denoted a stronger focus on time and cost control on the
project, and in functional hierarchy the focus is on quality and technical expertise [31].

As such, the concern level on Time, Cost, Quality and Technical Expertise seems
suitable to determine the alignment between the governance roles in place and their ade-
quacy on the stakeholder concerns. Being possible to present an evaluation on permanent
and temporary governance, based in the “matrix continuum” [31], with the purpose to
map different characteristics evidenced by the elements in the architecture of the desired
transformation action.
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Fig. 3. Range of matrix structures in [32]

Beyond this representation, other approaches such as [33] apply the same matrix
but under a Functional or Product influence in the decision making. That represents
a different semantic over the governance roles in place, but with the qualities, and
disadvantages, of the model.

As visible in the adapted representation of the Matrix Continuum, Fig. 4, we can
determine as extremes the functional hierarchy and the project hierarchy for some qual-
ities of the system, but with other sets of qualities being similar in the “middle” of a
given governance structure. In fact, each model of governance structure is more suitable
than others to other contexts, the awareness of the type of governance structure in place
allows a double check on the alignment expected with the stakeholder’s concern.

Fig. 4. Matrix Continuum [31, 32], adapted

Bringing to the reality of enterprises and considering the complexity and own hierar-
chy of the enterprise, and when centered in one same actor a temporary and a permanent
role, the efficiency of the governance structure may not be the expected. This is because
being a functional manager or a project manager, if in the same actor, misalignment
tends to happen.

3 Temporary and Permanent Governance Continuum

Considering the existent models, tools and semantics, we present the solution’s concep-
tual model (addressed in Sect. 3.1), the views and viewpoints (addressed in Sect. 3.2)
and how it allows us to promote the measurement and evaluation on the governance
alignment (addressed in Sect. 3.3).

3.1 Conceptual Model

The proposed conceptual model in Fig. 5 provides the required concepts to frame the
conceptual domain of this work; at the same time that allows a more clear understanding
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on relations between each concept. If we remove the Permanent Role and the Permanent
Transformation Governance roles, the conceptual model can be seen as any other project
conceptual model. But, to assess permanent roles, under a permanent transformation
governance roles plateau, in the governance continuum of a project, they become key
concepts.

The course of action of the temporary plateau regarding governance in place is set
to influence the outcome associated with the main stakeholder.

Fig. 5. Conceptual Model of Temporary and Permanent Governance Continuum

The rules associated with the proposed conceptual model are:

1. One actor can have one or more permanent or temporary roles;
2. One role can only have one assignment from one Actor;
3. There are two plateaus for transformation roles, one regarding temporary roles, and

a second regarding the permanent roles;
4. PermanentRoles are relatedwith business units from the operations of the enterprise,

where the benefits of the transformation are expected to occur;
5. Temporary Roles are related with the governance structure for the temporary

endeavor;
6. One actorwith a temporary role and no permanent role in the enterprise is considered

to be from an external governing body of the scope and benefits of the project;
7. The permanent roles of business areas outside the scope of the transformation are

not referenced as permanent roles in an actor with a temporary role;
8. The alignment of temporary and permanent roles can be determined by the adequacy

of stakeholder concerns on transformation events (Cost, Time, Quality, Technical
Expertise) in place;

9. A concern (represented as outcome) on Time and Costs is in alignment with a
temporary roles hierarchy reality of a given transformation event;

10. A concern on Quality and Technical expertise is in alignment with a permanent roles
hierarchy model of a given transformation event.

3.2 Views and Viewpoint on Governance Continuum

Building upon Fig. 4 we can see that by applying the solution to the functional hierarchy
and project hierarchy, as in Fig. 3, we can set as reference the representations in Fig. 6
and Fig. 7 while the two extreme governance structures expected for a project.

If in Fig. 6 we can evidence that all temporary roles in the project are assigned from
actors that also have permanent roles in the enterprise, under the functional scope of the
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Fig. 6. Functional Hierarchy matrix view on ArchiMate

project. Hence, such view allows us to evidence when a governance structure in place
presents the characteristics of a Functional Hierarchy Matrix.

In Fig. 7 we can see a more governance structure closer to the Project Matrix
Structure, where Directing and Managing layers are performed by temporary roles.

Fig. 7. Project Hierarchy matrix view on ArchiMate

For the two ‘opposite’ project governance structureswe can evidence that, by evaluat-
ing the relevance of either permanent roles or temporary roles, we can determine if gover-
nance in place is more cost/time, or quality/ expertise oriented, due to the characteristics
of the governance structure.

The balanced matrix hierarchy, in Fig. 8, is supposed to be in between the functional
and project hierarchy. As said, the risk and the need for collaboration and negotiation in
between different roles is a constraint/ risk to address in project implementation.

As set, it becomes clearer the validity in assessing governance alignment between
a temporary governing body and the enterprise governing bodies, in a structured and
formalized way.
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Fig. 8. Balanced Hierarchy Matrix view on ArchiMate

3.3 Evaluation and Alignment Level

The impact that the governance structure in place has in the project outcome, according
with the different characteristics of the identified governance structures, is determinant in
the value that brings in a project design phase, or ongoing project governance evaluation.
By promoting an evaluation, and determining the influence on outcome, we can promote
the alignment measure against a stakeholder’s concern.

The number of architectural elements and their associated semantics allow to evaluate
in a quantifiable way the governance structure in place. As seen in Table 3, the three
main governance matrix models are denoted in the ratio of permanent governance roles
from the enterprise in the temporary governance structure.

Table 3. Assessment of functional, balanced and project governance structures

As seen in Sect. 2.3, we can now evidence that Project Matrix represents in its
structure 100% of temporary roles. However, since that according to standards, a project
sponsorship is always represent at the highest level by the enterprise. Considering that,
the Project Matrix in Fig. 9 does not have 100% in temporary roles.
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On the other hand, in same figure, we can see the Functional Matrix, with 100% of
actors with permanent roles assuming temporary governance roles for that project.

Fig. 9. Temporary and Permanent Governance Continuum

Placing the values in a governance continuum between the functional governance
matrix and the project governance matrix, we can evidence the shift in governance
structure characteristics, such as the more biased information in functional matrix, to
full focus on time and cost in the project matrix.

4 Case Study

Based on the proposed solution, we now assess its practical validity under a concrete
case that occurred in a Public Company, with a formal PMO, where a concern from the
Project Sponsor stop being met, after a change in the actors associated with the roles of
a particular project.

The case in question happened in a company, that for anonymity purpose we call
Company A. That company had a high maturity level in handling transformation, with
a permanent structure with that function, a PMO.

Project A, had as Sponsor a Member of The Board of the company and he made
notice to the PMO that there had been a change in the quality of the report of that
particular project.

PMO argued that the governance model’s recent changes is the only change that
could have affected the quality and truth of information on the projects’ status.

The mentioned recent organizational change in PMO’s enterprise structure had re-
allocated the project manager role to an actor that had a role in the business area where
its director was also the project owner. The previous project manager was allocated from
a pool of resources, managed by the PMO.

Such change, by altering the actor of a temporary role, created the constraint that
affected the quality in the expected information from Enterprise PMO reports. To under-
stand the cause, we have to look at the enterprise formal and permanent governance
structure of involved actors-roles in two different moments: As Was and As Is.

By mapping the actor-roles under the scope, it was applied the conceptual model
presented and the generated lists as are presented in Fig. 10. The same exercise was done
for the As Is situation.
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Fig. 10. Map of temporary and permanent actor-roles in Project A - As Was

With that information we can model in ArchiMate the identified actors, roles, deci-
sional levels and governance structures. As we can see in Fig. 11, the generated views
make also visually clear on the existent balance between temporary and permanent gov-
ernance roles. This in what concerns the As Was situation, because regarding As Is, the
generated view is the same as we have seen in Fig. 6.

If in Fig. 11 we can see the clear serve line in the temporary transformation roles, in
the type of structure identified in Fig. 6, the serve relations becomes in line with what
translates the “running the mill”, permanent governance. A mirrored serve relation from
the permanent governance.

Fig. 11. Case A – governance structure as it was

After 1) mapping Actors under Scope of the project (As Was and As Is) and 2) mod-
elling the different elements under the permanent and temporary plateaus, the structural
differences that may have changed the quality in the reporting become visible.

The change in the assignment of the project manager role, changed the balance
between temporary and permanent roles, by bringing it to a more functional matrix
governance structure, instead of a more balanced one. Not coincidentally, one of the
characteristics in governance models based in a more functional matrix is the higher risk
of biased information to the stakeholders.

Bymaking clear, through the generated views, the shift in balance between temporary
and permanent roles, it allows to better identify in design phase, or implementation phase,
the governance structure in place (Figs. 12 and 13).

In conclusion, and as seen in Fig. 14, the change in the temporary role allocation
promoted an increase in the permanent role influence on the overall governance of the
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Fig. 12. Percentage on temporary and permanent actor-roles in Project A - As Was

Fig. 13. Percentage of temporary and permanent actor-roles in Project A - As Is

project A. By becoming a fully functional governance matrix, it also carried out its cons
as a model. In this case the loss of quality in the reporting information.

Fig. 14. Project A - Governance Continuum Roles Influence

In what concerns with the proposed solution, we have now evidenced the validity of
solution presented in Sect. 3, allowing to assess and evaluate a temporary governance
structure, under the enterprise relevant actor-roles, promoting a fine tuning in the impact
that some variables have in project outcomes. In this case, temporary and permanent
governance roles and a Stakeholder concern.

5 Conclusions and Further Work

The level of knowledge, theoretical or practical, in fields of study in enterprise efficiency
and governance is vast and has allowed enterprises to increase their pace in transforma-
tions to adapt to new realities, businessmodels, products, or services. The efficiency level
required, and increasing, put to enterprises and their workers the pressure for delivery,
with quality, under several types of concerns when dealing with transformation.

From this work we can assess the validity in the identified problem: the alignment on
temporary and permanent governance roles, towards the stakeholder’s concern on Time
and Cost Vs. Quality and Expertise (or Functional Vs. Product as [33] put it.

As main contributions from this work we can highlight:
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1. A conceptual map for the temporary and permanent governance roles enrolled in
enterprise transformation (Fig. 5);

2. A proposal of Viewpoint for ArchiMate, and related views, with the concerns on the
Identification of permanent and temporary governance transformation roles and serve
relation (Table 2);

3. A method on assessing the governance structure in a project and classify according to
governance structures characteristics (Sect. 3 -Temporary andPermanentGovernance
Continuum).

As for futurework, adding other efficiency and control instruments are away forward
in the research. Two directions are being followed: i) the set of rules and elements to
measure and represent the influence relationship between permanent and temporary
governance roles; and ii) the identification of added rules onto the coherence of the
governance structure, from different classifications and models.
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Abstract. In this work, we explore the application of Enterprise Archi-
tecture (EA) frameworks, specifically TOGAF and ArchiMate, to model
the alignment between socio-political artifacts and technological artifacts
within Decentralised Autonomous Organisations (DAOs). DAOs are new
organisation model that leverages blockchain (BC) technology to imple-
ment decentralised governance such as Liquid Democracy (LD) which
respect anarchist principles. However, the challenge lies in demonstrat-
ing the traceability between socio-political governance processes and the
technological artifacts that enables these processes. This paper addresses
this gap by applying Design Science Research (DSR) methodology to
develop a reference architecture. This Architecture serves as a struc-
tured model to analyze and verify the alignment of decentralised gov-
ernance processes with their technological implementations DAOs. This
work contribution is a systematic approach to modelisation and analysis
of socio-political structures of decentralised organisations, ensuring they
align with the underlying technology supporting them.

Keywords: blockchain · enterprise architecture · enterprise modeling ·
TOGAF ADM · organisation on Networks · anarchism

1 Introduction

Since Satoshi Nakamoto released the bitcoin whitepaper [40], a new era of
decentralised systems began. Initially a peer-to-peer electronic cash system,
Blockchain Technologies (BCT) evolved significantly with the Ethereum project
[6], introducing Smart Contracts and decentralised Autonomous organisations
(DAOs) supporting enterprise use cases. Yet Nakamoto’s initial vision, rooted
in the cypherpunk movement, aligns with the anarchist idea of a decentralised
society.

The anarchist movement, championed by thinkers like Kropotkin [35,
36], Bakunin [4], and Malatesta [37], proposes principles aimed at avoiding
exploitation and fostering harmony. However, these principles have never been
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implemented at scale. DAOs embedding anarchist principles appeal to activists,
technologists, and communities seeking autonomy, offering transparent, secure,
and efficient ways to manage organisations without central authority, such as
Liquid Democracy (LD), proposed in the early 21st century, combining elements
of Direct Democracy and Representative Democracy [10,18,42].

Direct Democracy, central to anarchist principles, faces issues like voter
fatigue and scalability. LD addresses these issues by allowing voters to either vote
directly or delegate their vote [10,18,42] to others. Thus, LD helps implement
anarchist principles in DAOs by reducing hierarchical control and promoting
cooperative governance.

To systematically reason about the alignment of DAOs using LD with anar-
chist principles, we turn to Enterprise Architecture (EA) and Enterprise Model-
ing (EM) frameworks. Traditionally, EA/EM frameworks demonstrate and ana-
lyze the alignment between technology and organisational strategy. They pro-
vide tools and methodologies to model enterprises and align business processes
with technology. However, little research addresses the alignment between socio-
political and technological artifacts in decentralised organisations like DAOs.

In this work, we address the following research problem: How can socio-
political artifacts for decentralised organisations be addressed by Enterprise Mod-
eling? We use the TOGAF standard1 to explicitly reason about processes of
decentralised organisational governance grounded in anarchism. We specify the
business, application, and technology layers of DAOs and LD using ArchiMate.
We use Design Science Research Methodology to create an architectural artifact
using TOGAF ADM and ArchiMate.

The remainder of this article is organized as follows: In Sect. 2, we discuss
the main concepts used in this study and present the related works; in Sect. 3,
we present our research methodology and discuss the created artifacts in Sect. 4;
in Sect. 5, we empirically evaluate the alignment of our artifact with anarchist
society principles and provide recommendations for adapting EA frameworks to
decentralisation. In Sect. 6, we provide our conclusions.

2 Background

2.1 Smart Contracts and DAOs

Smart Contracts, first introduced by Nick Szabo in 1994 [51], are protocols for
validating the conditions of a legal contract between parties. They execute, con-
trol, and document events automatically according to the agreement’s terms
[33,56]. Embedded within the blockchain, Smart Contracts are immutable and
transparent.

DAOs are organisations operating based on rules encoded as Smart Contracts
[24,53,54]. They function without human intervention, leveraging blockchain’s
transparency, immutability, and decentralisation. Key characteristics of DAOs
include: decentralisation: Operate without centralized authority, distributing
1 https://www.opengroup.org/togaf.

https://www.opengroup.org/togaf
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decision-making power among members.Autonomy: Smart Contract code governs
operations, executing decisions and transactions automatically.Transparency: All
transactions are recorded on the blockchain, making them auditable by anyone.
Programmable Governance: Rules and protocols embedded within the Smart Con-
tract automate governance. Community-Driven: Governed by members holding
tokens that represent voting power, with decisions made by consensus.

DAOs have various applications, such as decentralised Finance (DeFi), col-
lective ownership, investment funds, charitable organisations, and decentralised
governance. They can be categorized into: 1) Algorithmic DAOs, which defer
entirely to software to structure and coordinate social interactions, and 2) Par-
ticipatory DAOs, which emphasize active community participation in decision-
making [54].

This work focuses on Participatory DAOs, specifically decentralised
Autonomous Communities where each member has one vote, and decisions
require a 2

3 majority [6]. We plan to use Liquid Democracy as the decision-
making process in our system.

2.2 Liquid Democracy

Liquid Democracy combines elements from Direct Democracy and Representa-
tive Democracy [10,18,42]. In LD, voters can either vote directly on issues or
delegate their vote to a trusted party. This delegation can continue through
multiple levels until the vote reaches a well-informed party, a process known as
“Meta-delegation”. Additionally, voters can recall their vote at any time. Members
can choose on which topics to vote directly and which to delegate. “Issue-based
delegation” allows voters to delegate their vote for a specific topic while voting
directly on sub-topics. LD addresses issues in Direct Democracy, such as voter
fatigue and uninformed voters, and in Representative Democracy, such as lack of
accountability (e.g.: in most Representative Democracy, elected members only
handles 1–2 subjects and is incompetent in the others. While voting on a sub-
ject the member don’t know specifically about he can only vote for a solution
he only have vague idea of. Also in this mode, the important is to win the vote
and not taking the right decision or being aligned with the social body will) and
minority rule (e.g.: in organisation that prefer stability and coherence of choices
an entrenched minority can take the power). LD was notably used by the Pirate
Party in Germany, but the experiment failed when combined with Representa-
tive Democracy [10]. Issues like the concentration of power among a few agents
and the emergence of super-voters remain concerns. To address these, proposals
include “Multiple Delegations Options” (i.e.: helps avoid super-voter by allow-
ing users to specify several potential delegates instead of just one on various
criteria), “Dynamic Redistribution” (i.e.: system’s ability to distribute votes or
influence among delegates to maintain a balanced representation to avoid the
concentration of votes), and “Algorithmic Balancing” (i.e.: using mathematical
models and computational techniques to optimize the delegation process) to dis-
tribute voting power more equitably [22]. This work explores the use of LD in
DAOs to enhance decentralised governance.
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2.3 EA Frameworks

Enterprise Architecture is defined as “the underlying principles, standards, and
best practices according to which current and future activities of the enterprise
should be conducted” [47]. According to Fischer [17], EA involves The Funda-
mental organisation of a System, describing system components, their relation-
ships, and their interaction with the environment, and The Principles Guiding its
Design and Evolution, governing the design, implementation, and development
of the architecture, ensuring alignment with business goals. Several EA frame-
works and tools are widely acknowledged in the literature [2,29]. The Open
Group Architecture Framework (TOGAF) [28] is a comprehensive method and
set of tools for developing an enterprise architecture. ArchiMate [29] is a model-
ing language part of “The Open Group,” used to model enterprise architecture.
Zachman Framework [55] defines a 6× 6 matrix providing a structured approach
to defining an enterprise from multiple viewpoints. FEAF (Federal Enterprise
Architecture Framework) [26] originates from the US Federal Government. It
integrates business and IT aspects of an enterprise. The Gartner Framework [49]
Focuses on EA process development and governance.

To explore whether DAOs using LD can achieve an anarchist society organ-
isation, we use TOGAF framework and Archimate modeling language to model
and verify our system. Because first TOGAF is a widely adopted and battle
tested framework, helps to define the EA from multiple viewpoints, it has a
comprehensive and structured methodology to develop EA, ArchiMate bring
modeling capabilities that complement very well the TOGAF ADM.

2.4 Related Works

For this section, we conducted a literature review2 covering 251 articles, to which
we added 5 pre-identified relevant articles. After reviewing each, we isolated 19
related works. These were classified into two clusters: 1) EA for socio-political
artifacts/E-Government (7 articles), and 2) EA for BC or DAO (12 articles).
Each cluster was further subdivided: A) Interoperability and Integration (7 arti-
cles), B) Architecture Modeling (9 articles), C) Dynamic EA Planning (1 article),

2 using this SCOPUS query string: “(TITLE-ABS-KEY(“Enterprise Archi-
tecture” AND “E-Government” AND “Interoperability”) OR TITLE-ABS-
KEY(“decentralized Autonomous organisation” AND “Blockchain” AND “Gov-
ernance”) OR TITLE-ABS-KEY(“Business Process Modelization” AND “Enterprise
Architecture”) OR TITLE-ABS-KEY(“Enterprise Architecture” AND “Digital
Ecosystem”) OR TITLE-ABS-KEY(“Requirements for Enterprise Architecture
Frameworks”) OR TITLE-ABS-KEY(“Validation of Enterprise Architecture Frame-
works quality”) OR TITLE-ABS-KEY(“decentralized Governance” AND “TOGAF”
AND “ArchiMate”) OR TITLE-ABS-KEY(“Liquid Democracy” AND “Anarchist
principles” AND “Blockchain”) OR (TITLE-ABS-KEY(“Enterprise Modeling”) OR
TITLE-ABS-KEY(“Enterprise Architecture”) AND TITLE-ABS-KEY(“Blockchain”
OR “decentralized Autonomous organisation” OR “DAO”)))AND PUBYEAR >
2017”.
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and D) Systemic Design (2 articles). We first present articles related to cluster
1. For sub-category D: [20] modifies TOGAF ADM to include a “Government
Strategic Objectives phase”, “Security Architecture,” and “customized phase.”.
For sub-category A: [39] develops a structured approach, SGEA, for defining
e-government EA scope. [31] proposes a National EA for implementing an e-
government interoperability framework in Uganda. [38] explores how EA tools
aid in regulation and legislation compliance. [21] examines EA tools in the pub-
lic sector to achieve business ecosystem maturity. [48] discusses E-Government
architecture in Indonesia using TOGAF and Service-Oriented Architecture. For
sub-category B: [45] presents a Smart Campus System blueprint using TOGAF
ADM, adapting TOGAF for specific domains and modeling socio-political arti-
facts. Next, we discuss cluster 2, starting with sub-category B: [27] explores
BC’s potential in enhancing business value creation, particularly in global supply
chains, using ArchiMate models. [14] examines how EA approaches, especially
ArchiMate, can design BC-based applications. [3] addresses the gap between
enterprise engineering modeling methods and blockchain models. [16] proposes
Knowledge BC for securely managing and tracking knowledge in organisations.
[1] uses EA tools for developing digital twins for dry ports with ArchiMate.
[15] discusses integrating BC into enterprise modeling and the mutual support
between BC technology and modeling techniques. [30] focuses on structuring and
implementing BC in enterprises, emphasizing the necessary layers for a robust
BC platform. [34] develops a method for strategic analysis integrating busi-
ness processes and IT infrastructure, focusing on GoalML, SAML, and ITML.
For sub-category C: [12] discusses EA as a strategic tool for aligning business
and IT, incorporating case-based reasoning and BC for knowledge storage and
sharing. For sub-category A: [50] uses EA tools to address BC interoperability
issues, while [41] proposes an architecture integrating BC into Health Informa-
tion Exchanges (HIEs) to enhance healthcare data management and exchange.
Finally, For sub-category D: [7] discusses the systematic design of BC-based
applications, integrating business and IT perspectives. Analyzing this literature
reveals a gap that our work aims to fill: EA for BC applied to socio-political
artifacts/E-Government.

3 Research Methodology

To address our research problem, we employ the Design Science Research
Methodology (DSRM) [25,43], which consists of six steps: Problem Identifi-
cation and Motivation, Objectives for the Solution, Design and Development,
Demonstration, Evaluation, and Communication. We merge the Demonstration
and Evaluation steps to better address our research questions. Problem Identifi-
cation and Motivation. While DAO provides a set of mechanisms to implement
decentralised governance and principles of liquid democracy, there is no evidence
on how these organisations form can support other socio-political mechanisms,
including principles and governance processes grounded on anarchism. We choose
enterprise modeling and enterprise architecture disciplines to address the prob-
lem of alignment and traceability of socio-political artefacts in decentralised
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organisations. This motivates the following research questions: RQ1: How can
TOGAF and ArchiMate be used to model socio-political artifacts within decen-
tralised organisations? RQ2: How TOGAF and ArchiMate should be adapted
to address socio-political artefacts in decentralised organisations? RQ3: In what
ways can LD and DAOs can be used to achieve the organisation of anarchist
societies? Objectives for the Solution. Establish key objectives: Design an archi-
tectural artifact using TOGAF ADM and ArchiMate to model DAOs with LD.
Ensure the artifact aligns with anarchist society principles. Validate the artifact’s
ability to support decentralised governance at scale. Here, we want to ensure that
the artifact that we build is aligned with the anarchist society principles. We use
the anarchist society principles that we elicit from the literature to design our
artifact. Design and Development. Develop the artifact using TOGAF ADM and
ArchiMate as architectural Framework, and employing modeling languages such
as i* 2.0, BPMN and SysML/UML to design the motivation, business, applica-
tion, and technology layers to assure that the artifact encapsulates the anarchist
society principles. Demonstration and Evaluation. Demonstrate and evaluate
the artifact by applying practical use cases based on anarchist society principles
to verify alignment and conduct scenario analysis to demonstrate how to the
artifact supports decentralised governance. We use an analytical evaluation as
described by Hevner et al. [25] to evaluate the artifact and answer our research
questions, more precisely the “Architecture Analysis”. Communication. We have
documented the research process, findings and some recommendations. Then we
present the result in this paper.

4 Artifact Design

4.1 Design Principles, Rationale, and Development Approach

In this work, we adopt the TOGAF ADM. It is an iterative process for developing
architecture content, transition from the existing (As-Is) to the target (To-Be)
architecture and the architecture governance [28].

We focus on the following ADM phases: Preliminary Phase, which describes
the preparation and initiation activities required to create an Architecture capa-
bility and definition of Architectures Principles; Architecture Vision, which
describes the initial phase of an architecture development cycle; Business Archi-
tecture, which describes the development of a Business Architecture to sup-
port an agreed Architecture Vision; Information Systems Architecture, which
describes the development of IS Architectures to support the agreed Architec-
ture Vision; and Technology Architecture, which describe the development of
Technology Architectures to support the agreed Architecture Vision.

In the Preliminary Phase, we conduct a literature review of the anarchist
literature. We derive the anarchist society principles from the various sources,
including the research articles, books and essays. Our results are presented in
the Table 1. In our artefact, a strong assumption is present: we believe that
participants will follow and commit to these principles. We use these principles
in the later phases, to guide the design our artifact.



Alignment of DAO with Socio-political Principles 123

Table 1. Anarchist Society and Principles

Principles [36] [13] [23] [35] [37] [9] [46] [11] [44] [4] [19]

Voluntary Association
Direct Democracy and Consensus Decision-Making
Mutual Aid
decentralisation
Autonomy and Self-Management
Non-Hierarchical organisation
Commons and Communal Resources

4.2 Preliminary Phase

In our study, we consider the organisation grounded on DAO and LD principles
for the decision-making process. We model the organisation using Blockchain as
the main technological babckbone. Within THIS such organisation, the team of
architects that implements TOGAF has to follow the principles of decentralisa-
tion and LD. Thus, the TOGAF implementation has to be adopted according
to these principles.

We use Dapp and Smart Contracts to implement the LD principles and, in
particular, the voting process. We choose NFT as a technological solution to
determine the collective ownership of organisations, goods, services etc. We are
using the TOGAF ADM from [28] and ArchiMate 3.2 to model our organisation.

4.3 Architecture Vision

In the Architecture Vision phase we use the anarchist society principles from
Table 1 to define the vision of the organisation. We present the principles of
traditional centralized organisations/societies (As-Is), putting forward the main
criticism advanced by the anarchist thinkers, and the principles of the target,
decentralised organisations/societies(To-Be), in Table 2. This table illustrates
how anarchist thinkers of their time viewed the state of centralized societies,
especially the “collusion between capital and the state”, which can be understood
as “minority rule” as discussed in Sect. 2.2. The term should be contextualized
within the specific conditions of that era.

Motivation Layer. In this layer, Table 2 is used to represent the current state
of centralized organization with the ArchiMate Motivation “Assessment” con-
cept. We apply the i* modeling language [52] to define actors, goals, tasks, and
dependencies. From the literature, we identified three actors: Volunteer, Associ-
ation, and Delegated. Figure 1 shows a fragment of the goal diagram illustrating
a Volunteer’s participation in an Association and their dependencies on Federa-
tion, LD, Blockchain infrastructure, and Smart contract agents3. In i*, an agent
3 Full goal model available at: https://github.com/edoc2024/paper.

https://github.com/edoc2024/paper
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Table 2. As-Is and To-Be Architecture Visions

As-Is traditional Centralized
organisation/societies

To-Be decentralised
organisations/societies

–Hierarchical and Centralized Power
Structures

–decentralised Self-Governance

–Economic Inequality and
Exploitation

–Collective, consensus and
decentralised Decision-Making

–Competition over Cooperation –Voluntary Association and Mutual
Aid

–Lack of Autonomy –Direct Action and
Self-Management: This involves
self-management practices where
individuals and collectives take
initiative and responsibility for
managing tasks and projects

–“State and Capitalist Collusion” or
Minority Rule –Autonomy and Independence
–Resistance to Change and
Innovation (the capitalist mode of
production resists changes that
threaten existing power structures or
profit margins, even if such changes
could benefit society as a whole)

–Restorative Justice

–Environmental Exploitation –Equitable Resource Distribution
–Continuous Learning and
Adaptation

Fig. 1. Goal Diagram of the Architecture Vision
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is “an actor with concrete, physical manifestations, such as a human individ-
ual, organization, or department” [8]. Goals derive from principles in Table 1.
Several agents can share the same goal. Tasks associated with goal realization
are based on anarchist literature analysis from the preliminary phase. Goals
and tasks for Blockchain and Smart Contract agents are specified following [52].
Dependencies between agents’ goals/tasks are also added, e.g., Federation and
Association depend on Liquid Democracy for consensus, and Federation depends
on Blockchain for enabling the DAO and data storage. Smart Contracts depend
on Blockchain for execution. Using Fig. 1 and principles from Table 2 and Table 1,
we define the ArchiMate motivation layer4. ArchiMate Drivers link Assessments,
Goals, Requirements, and Principles to stakeholders, isolating five drivers: 1)
Community Need, 2) Social Expectation, 3) Organizational Culture, 4) Technol-
ogy Advancements, and 5) Regulations. We use the literature analysis to further
refines the motivation layer, including items not expressible in the i* diagram,
such as the requirement for “Sustainable Practices.”

4.4 Business Architecture

The Business Architecture phase defines the organisation’s business processes.
We use BPMN to model the business processes. The main business processes
are: 1) The unified process for voluntary association, mutual aid and self-
management, 2) The Decision-Making Process using LD, 3) The Equitable
Resource Distribution Process. In this paper we present the process diagrams for
Unified Process for Voluntary Association, Mutual Aid and Self-Management5.

Unified Process for Voluntary Association, Mutual Aid and Self-
Management
We define process activities and constraints using [4,9,11,13,19,23,35,36,46].
The Run Federation process diagram shows how members organize within fed-
erations, which are networks of autonomous groups based on mutual aid, volun-
tary association, and non-hierarchical organization (see [44]). Members establish
goals, principles, structure, and coordination, operating by consensus and creat-
ing associations to meet needs. We describe how to run and manage associations
following anarchist principles in the Collaborative and Initiatives Project Process
and Conduct Association Operations. Associations are voluntary, cooperative
groups pursuing common goals. We outline the global lifecycle of associations
and the strategies for managing them. We define three main forms of association,
each with its own processes: Run Community Engagement Project for address-
ing issues like education and healing; Run Awareness and Advocacy Project for
promoting ideas; and Run Economic Project for providing goods and services.
These processes facilitate organizing society without central authority, adhering
to anarchist principles.

4 Complete motivation layer diagram available at: https://github.com/edoc2024/
paper.

5 Extra BPMN diagrams: https://github.com/edoc2024/paper/tree/main/BPMN.

https://github.com/edoc2024/paper
https://github.com/edoc2024/paper
https://github.com/edoc2024/paper/tree/main/BPMN
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Fig. 2. BPMN of the Unified Process for Voluntary Association, Mutual Aid and Self-
Management

Business Architecture Layer
We integrate all the business processes (including those not present in this paper)
into the Business Architecture Layer in ArchiMate6. The Unified Process for Vol-
untary Association, Mutual Aid, and Self-Management is the organisation’s core.
It uses the LD process for decisions at both the federation and association levels.
The Equitable Resource Distribution Process ensures fair resource distribution,
from raw materials to dwellings, at both levels. For this paper, we present only
a simplified version of the Unified Process for Voluntary Association, Mutual
Aid, and Self-Management (see Fig. 3). We can observe that the Run Federation
Process achieves the decentralised Federation organisation Business Service. The
Voluntary Association, Mutual Aid, and Self-Management Business Services are
realized by the Collaborative and Initiatives Project Process, which embeds all
of the other subprocesses described in Fig. 2.

4.5 Application and Technology Architecture Layer

To design the Application and Technological Layer we use a detailed sysML
Block Definition Diagram. As shown in Fig. 4, we make some technology choices
due to the need to study LD in DAO. To enable DAO, blockchain is used in the

6 The complete business layer can be found here: https://github.com/edoc2024/paper.

https://github.com/edoc2024/paper
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Fig. 3. Simplified ArchiMate Model of the unified process for voluntary association,
mutual aid and self-Management

Fig. 4. Detailed Block Definition Diagram of the system



128 J. Hue et al.

Technology Layer. The blockchain must support Turing-complete smart con-
tracts. To construct this model, we use the goal diagram (see Fig. 1). In white
are actors identified during the anarchist and LD literature analysis. In blue are
elements in the ArchiMate Application Layer, representing software components
enabling business processes and motivation goals. Federation and Association
derive from the DAO block, built with the LD component, Community Meeting
component, User & Identity Management component, and Equitable Resources
Distribution component. These components support previously described busi-
ness processes. In green are elements in the ArchiMate Technology Layer. We
describe the Blockchain System to provide comprehension, including execution
and consensus clients, and blockchain patterns like Oracle and Reverse Oracle for
user interaction and smart contract triggering. We implemented a simplification
of the BDD of the system in ArchiMate (see Fig. 5).

Fig. 5. Simplified ArchiMate Model of Application & Technology Layers
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5 Evaluation

5.1 Evaluation Strategy

Here, we are assessing how well the designed architectural artifact aligns with the
anarchist society principles, goals and principles. Here is our evaluation objec-
tives: 1) Validate the alignment (i.e.: make sure that every elements from the
motivation layer is linked to elements from the business, application and technol-
ogy layer. And that the layer business is supported/realized by the application
layer and that the application layer is supported/realized by the technology layer
[29]) of the architectural artifact with anarchist society principles, 2) Asses the
effectiveness of the artifact in supporting decentralised governance using DAOs
and LD.

This evaluation is conducted using the ArchiMate enterprise model and
according to the analytical methods described in [25]. Therefore we will fol-
low these steps: 1) Map principles to architecture elements, we are using Archi-
Mate viewpoint to be able to highlight the alignment, then we ensure that each
principles, goals and requirements are supported by the architectural artifact
2) Scenario based analysis, here we develop hypothetical scenarios to test how
the architecture handles specific challenges To do so, we will use the motivation
layer7 that describes all of our requirements, principles goals.

5.2 Evaluation Criteria and Measures

Goals and Principles Alignment and Traceability
Using the ArchiMate viewpoint of the requirements realization8, we can see that
all of the business, application and Technology layers are used to support the
motivation layer. We sum up these alignments in the Tables 3 and 4. To better
understand them we recommend first to look at Fig. 6.

Fig. 6. ArchiMate & TOGAF layers alignment

7 The motivation layer can be found here: https://github.com/edoc2024/paper.
8 The complete view can be found here: https://github.com/edoc2024/paper/.

https://github.com/edoc2024/paper
https://github.com/edoc2024/paper/
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Table 3. Goals alignment and Traceability

Goals Business Layer Application Layer Technology Layer

Non-Hierarchical
organisation

“decentralised Federative
organisation”,
“Mutual Aid”,
“Voluntary Association”,
“Self-Management” and
“Run a Federation Process”
and all the subprocesses

“Community Meeting Service”,
“Federation Management Service”,
“Resources Management Service”,
“Liquid Democracy Voting System”
and all of the application
supporting these services

“Blockchain Network”
and all the elements
supporting the network

decentralisation “decentralised Federative
organisation” and
“Run a Federation Process”
and all the subprocesses

“Community Meeting Service”,
“Federation Management Service”,
“Resources Management Service”,
“Liquid Democracy Voting System”
and all of the application
supporting these services

“Blockchain Network”
and all the elements
supporting the network

Equitable
Resource
Distribution

“Resource Sharing”
business service
and the “Equitable Resource
Distribution Process”

“Resources Management Service”
and all the application
supporting this service

“Blockchain Network”
and all the elements
supporting the network

Mutual Aid “Mutual Aid” business service
and the “Collaborative and
Initiatives Project Process” and all
the subprocesses of this process

“Federation Management Service”,
“Association Management Service”
and “Resources Management Service”
and all the application components
supporting these services

“Blockchain Network”
and all the elements
supporting the network

Autonomy
&amp;
Self-Management

“Self-Management”
business service and
the “Collaborative and
Initiatives Project Process”
and all of the subprocesses
of this process

“Association Management Service”,
“Community Meeting Service”,
“Liquid Democracy Voting system”
and all of the applications supporting
these services

“Blockchain Network”
and all the elements
supporting the network

Voluntary
Association

“Voluntary Association”
business service and
the “Collaborative and Initiatives
Project Process” and all of the
subprocesses of this process

“Association Management Service”
and all of the applications
and services supporting it

“Blockchain Network”
and all the elements
supporting the network

Table 4. Motivation Layer Requirements alignment and Traceability

Requirements Business Layer Application Layer Technology Layer

Transparent
Governance and
Conflict Resolution
Mechanism

“Achieve Consensus” service
and the “Consensus
decision making through
Liquid Democracy” process

“Liquid Democracy Voting System”,
“User Identity Management Service”,
“Community Meeting Service”

“Blockchain Network”
and all the elements
supporting the network

Community
Engagement and
Collaborative
Projects

“Collaborative and Initiatives
Project Process”

“Community Meeting Service”,
“Federation Management Service”,
“Resources Management Service”,
“Liquid Democracy Voting System”
and all of the application
supporting these services

“Blockchain Network”
and all the elements
supporting the network

Equal Access
to Resources

“Resource Sharing”
business service
and the “Equitable Resource
Distribution Process”

“Resources Management Service”
and all the application
supporting this service

“Blockchain Network”
and all the elements
supporting the network

In the Table 4, we merge “Transparent Governance” and “Conflict Resolution
Mechanism” because they rely on the same Business, Application and Techno-
logical elements. Same thing for “Community Engagement” and “Collaborative
Projects”. Finally only the “Sustainable Practice” is not covered directly by the
architectural artifact but this requirements apply to how individuals are behav-
ing in the system and how they decide to respond to members’ needs, so this
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principle will be used when association are created to ensure sustainable prac-
tices. Finally the Principle “decentralised organisation” is applied to all of the
system as well as “Liquid Democracy” principle.

Scenario Based Analysis
We examine five scenarios involving our architectural artifact: 1) Federation
Management of Member Needs, 2) Deciding the Direction for an Association, 3)
Resource Sharing Among a Federation, 4) Conflict Resolution Between Asso-
ciations, and 5) Emergency Response and Resource Reallocation. 1) In the
first scenario, a member submits a need request. The federation analyzes it,
drafts a proposal, and uses the Liquid Democracy process for consensus. If
approved, a new association is formed to address the need, with roles assigned.
Outcomes include effective need fulfillment and a transparent, inclusive pro-
cess following anarchist principles. This scenario involve the following principles:
“voluntary association” [4,19,23,35,36,46] and “direct democracy and consensus
decision-making” [4,11,13,19,23,37,44]. 2) In the second scenario, if an associ-
ation needs a change in direction, feedback is gathered. The LD system aids
in building consensus, refining goals, and developing an action plan. Roles and
responsibilities are assigned, and progress is monitored and adjusted as needed.
Outcomes are clear strategic direction and adherence to anarchist principles.
This scenario involve the following principles: “direct democracy and consensus
decision-making” [4,11,13,19,23,37,44] and “autonomy and self-management”
[9,11,19,36]. 3) In the third scenario, resource requests are evaluated within
the federation. Resources are categorized, and limited resources are allocated
based on priority. Outcomes are effective resource use and fulfillment of mem-
bers’ needs. This scenario involve the following principles: “commons and com-
munal resources” [11,19,23,35,44] and “Mutual Aid” [9,13,19,35,36]. 4) In the
fourth scenario, conflict reports are discussed in a federation meeting. A res-
olution proposal is submitted to the LD process. If approved, the resolution
is implemented, and the outcome is reviewed in the next meeting. Outcomes
include fair conflict resolution and process transparency. This scenario involve
the following principles: “direct democracy and consensus decision-making”
[4,11,13,19,23,37,44] and “Non-Hierarchical Organisation” [13,19,37,46]. 5) In
the fifth scenario, an emergency prompts a rapid assessment and reallocation of
resources. The LD system prioritizes emergency needs, reallocating resources
from non-essential projects. Outcomes are efficient emergency response and
improved system resilience. This scenario involve the following principles: “decen-
tralisation” [9,11,19,44,46] and “autonomy and self-management” [9,11,19,36].
These scenarios demonstrate that our architectural artifact supports anarchist
society principles, effectively handling challenges in a decentralised organisation.

5.3 Discussion

The key findings are as follows: RQ1: TOGAF ADM and ArchiMate effectively
model socio-political artifacts for decentralized organizations. By structuring the
model with the Motivation Layer (covering goals, requirements, and principles)
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and supporting it with the Business, Application, and Technology layers, we
could visualize and manage alignment with anarchist society principles. The
final steps of TOGAF ADM (Opportunities and Solutions, Migration Planning,
Implementation Governance, and Architecture Change Management) were not
implemented as they are meant for bringing the architecture into the real world,
while our focus was on constructing the architecture and verifying its align-
ment. However, these steps can be carried out using this reference architecture.
RQ2: We found minor areas for improvement in ArchiMate, but not in TOGAF
ADM. For example, translating the Technology layer from Fig. 4 into Archi-
Mate required compromises like making the miner central in the technology
layer rather than the blockchain system. These issues are mainly syntactic, not
semiotic. Overall, modeling decentralized organizations is feasible with Archi-
Mate and TOGAF ADM in their current forms. RQ3: Our evaluation shows
that the architectural artifact aligns with anarchist society principles, indicating
that DAOs using LD can support an anarchist society (see Sect. 5.2). We also
developed a model for LD decision-making, but due to space constraints, it is
not included here9. Anarchist literature underpinned the artifact’s development,
with elements in the Motivation Layer (Sect. 4.3) representing principles and
goals from the literature. Business processes enable the creation of federations
and associations using LD-based decision-making and equitable resource sharing,
operationalizing preferences while adhering to anarchist principles (see Sect. 4.4).
These processes are supported by DAOs and decentralized applications, powered
by blockchain and smart contracts, as detailed in Sect. 4.5.

6 Conclusion and Future Work

This paper provides a foundational model for integrating DAOs and LD with
anarchist society principles, but further exploration is needed. Empirical Val-
idation: Our theoretical model needs real-world validation. We plan to imple-
ment and observe the system and individual behaviors in this new socio-political
context. The goal will be one to document the instantiation of such an artefact
and then conduct an Ethnography on the organization to be able to empirically
validate the anarchist principles and this artefact already theoretically validated.
COMSOC instead of LD: Computational Social Choice [5] can be another
way to make decisions within DAOs. We believe that applying the same kind of
research we conducted on DAOs using COMSOC is very interesting. Enhanced
Modeling Techniques: We identified new modeling languages and techniques,
such as the DECENT framework by [32], to enhance our model. Blockchain
Patterns: We identified blockchain patterns to enhance the technology layer
such as the “Oracle” or “Reverse Oracle” to let the real world interact with
the blockchain and enables Smart Contracts. During the implementation of our
artefact we might faced issues (e.g.: Token management to determine collective
ownership). Therefore We will conduct a systematic literature review to identify

9 These models can be found at: https://github.com/edoc2024/paper.

https://github.com/edoc2024/paper
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all relevant patterns to cover all of our use cases. This work could not be included
in this paper.

In this research, we investigate How can socio-political artifacts for decen-
tralised organisations be addressed by Enterprise Modeling?, focusing on how
DAOs and LD can model anarchist societies. We designed an architectural arti-
fact using TOGAF ADM and ArchiMate for this purpose. Our main contribution
is the reference architecture presented in this paper and where a more detailed
version is available here https://github.com/edoc2024/paper.
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Abstract. The management of data is crucial in today’s organizations,
making it necessary to specify exactly how data is created, accessed, and
manipulated during business process enactment. Given the importance
of data, it comes as a surprise that approaches like BPMN only provide
limited support for modeling data and how it is read and written. In
particular, they cannot represent multiple data objects of the same type,
and they lack concise semantics for multi-instance data objects. Against
this background, this paper proposes an extension to BPMN process
models by introducing variable identifiers to distinguish individual data
objects of the same class in a given process. The behavior is detailed using
translational semantics to Colored Petri nets, and a set of verification
mechanisms is presented that allow for a more precise analysis of data
objects in business processes.

Keywords: BPMN · Data in Processes · Translational Semantics ·
Colored Petri Nets · Variables

1 Introduction

Helping organizations to maintain an overview of the complex processes driv-
ing their value creation is an important aspect of business process management.
For that purpose, a variety of methodologies is provided to support the entire
lifecycle of business processes, from design and analysis to configuration, enact-
ment, and evaluation [35]. While control flow has been the main focus of process
modeling languages, recent endeavors emphasize data objects that are manip-
ulated through process activities. This can also be seen in object-centricity as
a novel paradigm [1,3,15], in which business processes are considered from the
perspective of data objects rather than process instances.

In industry and academia, BPMN process diagrams [25] are a widely used
activity-centric modeling language [12]. However, its support for data is limited
[24]. While version 2.0 introduced concepts to approach that deficiency, captur-
ing the processing of multiple objects of the same class in a single process is
not well-supported. The current specification also does not allow for the unique
identification of two objects of the same class in the same process. For example,
one might want to single out the best paper and the runner-up from the collec-
tion of accepted papers at a conference. Unfortunately, BPMN does not allow
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us to independently refer to two data objects of class ‘paper’ in one process
instance. Additionally, concise semantics that allow for verification and precise
enactment only have been introduced for control flow [8,10] and simple types
of data interactions [5,28,30]. Complex constructs involving collections of data
objects and the unique identification of different objects of the same class, on
the other hand, have not been addressed sufficiently.

To approach these issues, we propose a simple, but very relevant extension
to BPMN to include variable identifiers for data objects as motivated in [19].
Therewith, different objects of the same class can be defined and individually
accessed in a given process instance. The extension is underpinned with a concise
execution semantics, and verification properties to detect potentially erroneous
behavior are discussed.

This paper is structured as follows: Sect. 2 introduces foundational knowledge
on BPMN and Colored Petri nets, based on which Sect. 3 motivates the paper’s
contribution. In Sect. 4 we then informally describe the proposed extension to
BPMN before Sect. 5 formally specifies the behavior using Colored Petri nets as
formalism. Afterward, we show how the formalism can be used for verification
and compliance checking in Sect. 6. Section 7 provides an overview of other works
in the field, followed by Sect. 8 discussing the results of this work and Sect. 9
outlining future research opportunities and concluding the paper.

2 Foundations

This section presents the key concepts our approach utilizes. We provide an
overview of BPMN’s data representation capabilities and introduce Colored Petri
nets.

2.1 Data in BPMN

BPMN provides a widely used standardized modeling language for business pro-
cesses with an emphasis on control flow [25]. Activities, i.e., units of work per-
formed in the context of the process, and events, i.e., instantaneous, process-
relevant occurrences, can be ordered using control flow structures such as gate-
ways which allow the representation of decisions and concurrency. To address
the increasing significance of data in processes, version 2.0 of the standard intro-
duced concepts to describe relevant data and its interaction with the control
flow. Data object nodes (document shapes in Fig. 1) visualize the interaction of
activities and events with certain types of data. Specifically, each node specifies
a label, and a state denoted in square brackets. Following other works, we inter-
pret the labels as data classes defining the structure of the objects belonging to
them [17,24,29]. Data states induce conditions on the expected data an object
contains. BPMN does not provide a notation to define either data classes or data
states in more detail.

The availability of data objects can be a precondition for activity instances’
enablement which is indicated by a read operation, i.e., a data object node
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having an arc toward the activity. Otherwise, if the arc points toward the data
object node, a write operation is performed. Two kinds of write operations must
be distinguished. If an object is written without being read, this constitutes the
creation of a new object. If an object of the same class is also read by the activity,
that object is updated to the state specified in the outgoing data object node. For
example, activity ‘Review paper’ in a BPMN process diagram in Fig. 1 requires
a ‘Paper’ in state ‘submitted’ for enablement. After terminating, the activity
writes that object in state ‘reviewed’.

Fig. 1. Data object read and written by an
activity

According to the BPMN speci-
fication, a data object node always
refers to the same data object per
process instance [25, p. 206]. There-
with, blind writes as known from
database terminology may occur.
Given an activity creating a new
object. If an object of the same
class has previously been created,
the existing object’s content will be
blindly overwritten because we can-
not distinguish the objects on a
model level.

To reference a collection of data objects of the same class in the same state,
but not the objects within that collection individually, a data object node may
be annotated with the multi-instance marker III. In that case, all objects in the
specified state are accessed. If such an object collection is read by an activity, it
must contain at least one object to enable the activity.

For BPMN activities, a set of markers exists to indicate that multiple
instances will be executed sequentially (≡ or �) or concurrently (III). For the
loop marker, the number of instances can be specified using text annotations.
For the others, a data object collection node in the precondition specifies that
the activity will be executed once for each element in that collection. If there is
no data precondition, the number of instances is undefined.

2.2 Colored Petri Nets

Petri nets [27] are a formal modeling language initially introduced to describe
concurrent behavior. They are bipartite graphs consisting of transitions and
places connected by arcs. The state of a net is represented by the distribution
of tokens over all its places, called a marking. State changes occur upon the
execution of a transition. A transition can fire, if all places in its preset, i.e., the
set of places with an arc toward that transition, hold at least one token. Upon
execution, a token is consumed from every place in its preset, and a token is
produced in every place of its postset, i.e., the set of places with an arc from the
transition toward them.

Colored Petri nets (CPNs) are an extension of traditional Petri nets intro-
ducing colorsets, i.e., data types, for tokens [18]. Therewith, tokens can be distin-
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guished, enabling the representation of multiple different objects in the same net.
In addition, tokens may hold concrete data values based on which the behavior
of the net can be further specified.

Fig. 2. Example of a counter imple-
mented as Colored Petri net.

Arc expressions bind token values to
variables and specify the values of newly
created tokens. Transition guards deter-
mine under which conditions a transi-
tion is enabled based on the values of
tokens it would consume. For example,
Fig. 2 shows a small example CPN. The
place counter of type INT holds one token with value 5. Before transition Incre-
ment can fire, the value of a token is bound to c and the guard checks whether
c < 10 holds. In case the guard evaluates to true, a token with value c + 1 is
returned.

3 Problem Statement

Although BPMN provides basic data modeling capabilities, it has limited sup-
port for modeling multiple data objects of the same class within a process. Based
on the semantics of the standard, we identified three main limitations in this
regard. This section outlines and illustrates these limitations using the examples
shown in Fig. 3.

Distinguishing Data Objects. As described in Sect. 2.1, data object nodes of the
same class always refer to the same data object upon their first assignment. Con-
sequently, several data objects of the same class cannot be referenced separately
within a process and therefore cannot be distinguished from one another. In the
example shown in the Fig. 3 (a), the activities ‘SBP’ and ‘SRP’ both write to
data object nodes of the ‘Paper’ class with the intention of referencing the best
and runner-up best paper separately for later use. However, according to the
BPMN standard, both activities are writing to the same data object, resulting
in the second activity overwriting the data written by the first activity. Given
the current semantics, the intended behavior cannot be modeled for objects of
the same class.

Delineating Create and Update Operations. Figure 3 (a) indicates a second prob-
lem. Following current BPMN semantics, it is unclear whether activities ‘SBP’
and ‘SRP’ should perform create or update operations. They could update an
object of the input collection, as intended in this particular example. However,
the same notation might be used to depict that, given the collection, a new
object of the same class is to be created.

Distinguishing Data Object Collections. Similar to individual data objects,
BPMN does not support distinguishing between collections of the same class.
In addition, objects referenced by a collection node must have the same state.
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Fig. 3. BPMN process model excerpts visualizing deficiencies in data handling.

These restrictions imply that collections cannot be split or merged during pro-
cess execution, as discussed in [20]. In the example illustrated in Fig. 3 (b), the
‘DBP’ activity writes to two collections of papers in different states. While the
intended behavior is to split the collection of ‘borderline’ papers into ‘accepted’
and ‘rejected’, the semantics require the activity to write to only one of the
collections during execution. Similarly, merging multiple collections of the same
class into a single collection is not supported.

In summary, the data semantics of BPMN restrict the handling of multiple
data objects of the same class within processes. These limitations, as illustrated
by the examples in Fig. 3, can complicate the accurate modeling of data flow in
business processes.

4 Handling Data Object Nodes with Variables

To address the limitations of the current data semantics of BPMN outlined in
Sect. 3, we extend BPMN data object nodes with variables. A variable serves
as an identifier denoted on the data object node that is assigned to a concrete
object at runtime. If the variable is reused on another node in the model, the
same object can be referenced again. Therewith, we can lift the assumption that
every node of the same class refers to the same object, allowing for independent
processing of multiple objects of the same class in one process.

In the following, we will informally describe the notation and intended behav-
ior for create, read, and update operations on objects alongside the extended
paper review process example depicted in Fig. 4, before Sect. 4 provides a for-
malization.

Variables are specified in the labels of data object nodes as prefixes to the
data class, separated by a colon. For example, ‘P:Paper’ indicates that vari-
able ‘P’ references a certain set of objects of the class ‘Paper’ at runtime. As
a convention, variables starting with uppercase letters are used to identify data
object collections, e.g., ‘P:Paper’, while those starting with lowercase letters
refer to single objects, e.g., ‘bp:Paper’. In the example, that allows us to iden-
tify the best paper ‘bp:Paper’ singled out from the collection of accepted papers
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Fig. 4. BPMN process model of a paper reviewing process using data objects with
variables.
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‘Pa:Paper’ and reuse it later to prepare the award for the respective winner. At
the same time, we can assign the runner-up best paper to ‘rp:Paper’ without
overwriting the previous reference. Similarly, we can now split and merge collec-
tions. For example, deciding on the reviewed papers’ acceptance (‘DA’) results
in three collections of accepted (‘Pa1’), rejected (‘Pr1’), and borderline (‘Pb’)
papers, showing that variables can effectively address the shortcomings detailed
in Sect. 3. Note that, regarding reusability, data object nodes with the same
variable can be used multiple times within one BPMN process model.

Create. The semantics of create operations in BPMN originally depended on
the existence of an object of the same class, making it a blind write if an object
exists already. With our approach, we modify the semantics in a way that create
operations always create a new object. In addition, created objects are assigned
to the variable denoted in the respective node for future reference. This may also
include the reassignment of a variable, if it was previously assigned to another
object. The same concept applies to collections, where all created objects are
assigned to the same variable. In Fig. 4, this happens for the collection ‘P:Paper’
created by activity ‘Collect papers’.

Read. Reading a data object from a variable requires (1) that there is an object
assigned to the variable through a previous write operation and (2) that the
referenced object is in the state specified in the data object node in the model.
If that is not the case, the reading activity is not enabled, i.e., cannot be executed.

Reading an object collection assigned to a variable follows a similar pattern.
Instead of one object, all referenced objects of the specified class in the required
state are accessed. For activity enablement, at least one object adhering to these
criteria must exist. If an activity reads multiple collections of the same class
assigned to different variables, they are merged before activity execution. It is
sufficient if the union of these collections contains at least one element for enable-
ment. This is visualized in Fig. 4 for activity ‘Send notification of acceptance’,
where collections ‘Pa1:Paper’ and ‘Pa2:Paper’ are both accessed.

Update. Updating a data object requires that the object is read and written by
the same activity. In that case, the object is assigned to the variable specified in
the outgoing data object node. If the target variable is the same as the source
variable, the assignment remains the same. However, an object might also be
assigned to a new variable. Therewith, multiple variables can reference the same
object. That also holds if a state change occurs. For example, activity ‘Send
notification of acceptance’ accesses two collections ‘Pa1’ and ‘Pa2’ and assigns
their union to collection ‘Pa’. After that, ‘Pa1’ and ‘Pa2’ still refer to the same
objects as before and could be reused later on in the model. By allowing different
variables to reference the same objects, we address the third issue presented in
Sect. 3. Single objects can now be selected from a collection. For example, ‘Single
out best paper’ now copies a reference to one of the incoming objects to the
variable ‘bp’ for future use.
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Another benefit of variables in the context of updating collections is that they
can now be split and merged. For example, ‘Discuss borderline papers’ takes the
collection of reviewed papers ‘P’ and returns two collections of accepted and
rejected papers, which constitutes the desired behavior described in Sect. 3. The
decision on each individual object is made at runtime. As discussed in [20], this
may result in empty collections. With this behavior, we extend our previous
approach in [20], where a first semantics for splitting and merging collections is
presented. However, the prior mapping distinguishes collection data objects only
via disjoint states. Extending on that, the novel mapping also allows referencing
the same object with different variables, i.e., from different process perspectives.

Next, Sect. 5 proposes a translation of BPMN process diagrams with variables
to colored Petri nets, providing a concise execution semantics of the described
behavior.

5 Formal Execution Semantics

The proposed notational extension allows for the specification of additional
behavior in BPMN process models. To formally describe that behavior, this
section introduces a formal semantics for the introduced concepts by translating
them to CPNs.

Assumptions. To focus on the formalization of the new concepts and avoid unnec-
essary complexity, we make several assumptions: (1) Data object collections must
contain at least one element to fulfill an activity’s data precondition. An excep-
tion is multiple collections of the same class being read in one activity. In that
case, their union is required to contain at least one element. With this assump-
tion, we avoid multi-instance activities being executed zero times, which would
lead to potentially inconsistent process states. (2) Every data object node in the
BPMN refers to a variable. If none is specified in the model, they implicitly refer
to a class-specific default variable.

Colorsets. For the translation to colored Petri nets, we first define the data types,
i.e., colorsets, for our places and tokens. As primitive units, we will use int for
integer values, unit for tokens without a specific value, and string. Colorsets
consisting of sets of another colorset are denoted as Set < colorset >. Based
thereon, we define Object : ID × State for data objects consisting of an ID of
type int and a state of type string. Any additional attributes of objects are
abstracted from in the course of this paper. Control flow tokens will be of type
CF : unit since we do not need any specific data to be transported by them.

Places. The first step of the translational semantics is to create a set of places.
For each data class in the data model, we create a single place of type Set <
Object > and an initial token of value [ ] (cf. Fig. 5 (a)). As a general rule, the set
of all objects of one class is always represented by exactly one token in exactly
one place, similar to a table in a database. That token can then be queried in
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transition guards to access specific objects. Every variable introduced for data
objects is also mapped to a place. If the variable references a single object, that
place is of type ID with an initial token 0 (cf. Fig. 5 (b)), if it references a
collection of objects the type is Set < ID > with [ ] as initial marking (cf. Fig. 5
(c)). To generate new object IDs, we will use a unique counter place of type
int with an initial token of value 1 (cf. Fig. 5 (d)). Whenever a new object is
created, that token’s value serves as its ID and gets incremented by one. The
initial value ensures that uninitialized variables can be recognized by holding a
token of value 0 or [ ].

In general, a control flow arc in BPMN corresponds to one place of type
CF without an initial marking in the CPN (cf. Fig. 5 (e)). Additional rules
considering gateways are discussed by Dijkman et al. [10]. Since the translation
of the control flow is not the focus of this work, we will utilize their mapping
rules for gateways.

Fig. 5. Created places for the translational semantics to CPNs. The top left denotes
a place’s colorset, its name is in the center, and the initial marking is specified on the
bottom right in the format < #tokens > � < value >. Mapped concepts are (a) all
objects belonging to one data class, (b) variables referencing a single data object, (c)
variables referencing a collection of objects, (d) the counter to provide unique objects
IDs, and (e) control flow arcs.

Single-Instance Data Access. Following [10], we map single-instance tasks to a
single transition each. The transition is connected to the places representing
preceding and succeeding control flow arcs. Additionally, we connect the transi-
tion bidirectionally to the places of all data classes on which the respective task
performs a read operation.

Creating an object in a specific state s requires the token holding all objects
of the respective class O and the token of the id counter place c. In the arc
expression returning O, a new object is added with id c and state s: O∪{(c, s)}.
In addition, c + 1 is returned to the ID counter place. If a variable is explicitly
specified in the BPMN model, the transition also overwrites the token in the
variable’s place to hold the id of the newly created object. Exemplarily, this is
shown in Fig. 6 with activity ‘Export Paper’.

Reading an object of class C in a state s is implemented through a guard
expression querying the collection of objects of the class stored in a token O. The
query includes the required state as well as the id, as specified in the respective
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Fig. 6. CPN translation of basic data access operations. Export Paper creates a Paper
in state exp by incrementing the ID counter, adding a new object to the place holding
all Papers, and assigning the object’s ID to the variable p. Submit Paper queries the
collection of all papers P for the object in state exp with the ID stored in p. If such an
object exists, its state is updated to subm in P.

variable v. The result is assigned to an arc variable. If the arc variable is empty,
the guard does not evaluate to true. Generally, the guard looks as follows: [oC[s] =
{x ∈ O | x.state == s ∧ x.id = varv} ∧ oC[s] �= ∅]. In Fig. 6, this is visualized for
activity ‘Submit Paper’. In the example, variable p is used to uniquely identify
the paper object. After reading the paper object, ‘Submit Paper’ also performs
a state transition. To capture that, we extend the arc expression that returns
the token holding all papers P . We remove the outdated element stored in the
variable op and add the updated element consisting of the ID stored in the
variable and the new state as specified in the model: (P \{op})∪{(varp, ‘subm′)}.

Multi-instance Data Access. Working with sets of objects of the same class
requires some adaptations to the previously introduced mappings, but the gen-
eral concepts remain identical.

The creation of a collection iterates the behavior for creating a single object.
Hence, multiple transitions are required to represent that behavior, namely a
starting transition, a terminating transition, and a transition repeatedly creat-
ing new objects. A running place holds the control flow token, and the creating
transition adds elements to a temporary collection of objects. If at least one
object has been created, the terminating transition can fire, adding the tempo-
rary collection to the token holding all objects of the respective class. The set
of IDs of the created objects is added to the referencing variable’s place. An
example is shown in Fig. 7 for activity ‘Collect papers’ from the example process
in Fig. 4.

Reading a data object collection retrieves all objects of the specified class in
the required state referenced by the assigned variable. Hence, instead of filtering
for the object with a specific ID as shown in Fig. 6, we select all objects with an
ID matching those stored in the variable’s place. If there is no suitable object,
the guard evaluates to false. An example can be found in Fig. 8, where transition
‘Begin Discuss Borderline Papers’ accesses all papers of collection ‘Pb’ in state
‘borderline’. If multiple collections are read, the guard comprises the conjunc-
tion of the expressions for each collection. As per assumption (2), if multiple
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Fig. 7. CPN representation of creating a data object collection.

collections of the same class are read, the union of all collections must contain
at least one element, rather than requiring each collection to be non-empty.

State transitions for collections of objects build upon the mapping for reading
collections. To transition read objects to a new state, an arc expression is added
to the arc toward the place storing the objects. Essentially, all entries for read
objects OC[s] of a class C in state s are replaced with entries for the same objects
in the new state: (C \OC[s])∪{(id, ‘newState′) | id ∈ varX} where C represents
all objects of class C and X refers to the read and written variable. If transi-
tioned objects are assigned to a new variable, the transition writes the collection
of their IDs to that variable’s place. If multiple output collections may be cre-
ated from one collection, multiple transitions are required. An initial transition
reads the required objects and temporarily stores their IDs, while removing them
from the place holding all objects of that class to avoid concurrent access. After-
ward, transitions for each target state can update the state of one ID at a time.
Finally, a terminating transition takes all temporary objects and assigns them
to their variables, and returns the objects to the place of their class. An example
can be found in Fig. 8, where the transition ‘Discuss Borderline Papers’ reads
all borderline papers and transitions all objects to either accepted or rejected,
effectively splitting the collection and assigning the resulting subcollections to
new variables ‘Pa2’ and ‘Pr2’.

With the presented translational semantics, we concisely define the intended
behavior of variables for data objects, effectively extending BPMN’s data model-
ing capabilities to handle multiple objects of the same class. The full application
of the mapping to the examples in Fig. 6 and Fig. 4 can be found on GitHub1.
To view and execute the CPNs, an installation of CPN Tools2 is required.

6 Analysis

In this section, the formal semantics of Sect. 5 is used for compliance checking
and verification. For that purpose, we use BPMN-Q, a BPMN-based visual query
1 https://github.com/bptlab/bpmn-data-object-variables.
2 https://cpntools.org/.

https://github.com/bptlab/bpmn-data-object-variables
https://cpntools.org/
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Fig. 8. CPN representation of splitting a collection into two collections with different
states.

language for business processes [4]. It provides an easy-to-understand approach
to specify conditions for model verification and compliance checking. While the
initial version of the language exclusively considered control flow constructs, an
extension presented in [7] introduces data objects and their states to it.

Fig. 9. BPMN-Q query using a data object
node with variables.

An exemplary query can be found
in Fig. 9. It represents the constraint
that there must be a paper whose
acceptance has been published before
the award for the best paper can be
prepared. ‘@A’ represents a variable
activity, indicating that there must
be any activity fulfilling the required
condition. The arrow with the //
marker means that we look for a path
from its source to its target, and the
data condition implies that an object
matching the node must be written
by the respective activity. Next to precedes relations, BPMN-Q also supports
leads to relations as shown in Fig. 10.

As our approach integrates the declaration of variables into the labels of
data object nodes, it can be seamlessly integrated with the BPMN-Q notation.
Instead of requiring an unspecified object of a certain class in a state, queries may
include objects assigned to certain variables. For example, the query visualized
in Fig. 9 specifies that the paper in state ‘acceptance published’ must be assigned
to the variable ‘bp’, i.e., the one being the result of ‘Single out best paper’ in
Fig. 4.

Further, using BPMN-Q allows detecting erroneous behavior. For example,
ensuring that a variable is assigned before being accessed (cf. Fig. 10 (a)) or that
a collection of rejected papers must be written by activity ‘Decide acceptance’
before the notification of rejection can be sent (cf. Fig. 10 (b)). Notably, the
second query is not fulfilled in our example in Fig. 4, since all papers might
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be accepted or borderline, resulting in an empty collection that does not fulfill
this query. Therewith, we can identify situations where empty collections may
result in deadlocks. As a solution, the parallel gateway could be replaced with
an inclusive gateway and conditions requiring the collections of accepted and
rejected papers to be non-empty before the respective path gets enabled.

Fig. 10. BPMN-Q queries checking (a) whether borderline papers will always be dis-
cussed if collection ‘Pb’ is written to state ‘borderline’ and (b) if activity ‘Decide
acceptance’ writes a collection of rejected papers ‘Pr1’ before notifications of rejection
are sent.

To evaluate BPMN-Q queries, Past Linear Temporal Logic (PLTL) [22] state-
ments are derived from each query [6]. For example, the PLTL query for Fig. 9
is: G(ready(PAB) → O(state(bp : Paper, acceptancepublished))) where ready is
the function returning whether activity ‘PAB’ is control flow enabled in a mark-
ing, state determines whether an object is in the specified state, and G (always)
and O (once) are PLTL operators as introduced in [22]. To check the query for a
given process model, the model is translated into a Petri net and its state space
is generated [6]. In our case, this is done by applying the translational semantics
from Sect. 5 and computing the state space in CPN Tools. Based on the state
space, the PLTL queries can then be evaluated. The state space for Fig. 4 can
be found in the respective CPN file in the GitHub repository.

As stated in [6], a finite state space is required for such evaluations. However,
the translational semantics presented in this paper innately result in nets with
infinite state spaces if an activity creates a data object collection, exemplified
in Fig. 7. To circumvent that, we introduce a guard to the creating transition
(‘Create Paper[subm]’) in the example), checking that the collection of newly
created objects (‘onew’) has at most as many elements as there are variables
defined for that data class in the BPMN model. If all variables defined for this
data class depend on the created collection, this measure ensures that the state
space includes a state where each of them is assigned to at least one object.
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7 Related Work

A number of BPMN extensions to improve data representation exist in related
work. Meyer et al. extend BPMN with foreign key relationships between objects
and a mapping to SQL queries for read and write operations on data objects
[24]. A similar approach is proposed by Combi et al., assigning an SQL state-
ment specifying the data abstracted from by a data object [9]. Haarmann et al.
address the issue of data objects shared by multiple processes [16], including a
translational semantics to colored Petri nets. However, neither approach consid-
ers data object collections. Ghilardi et al. present delta-BPMN, combining an
SQL-based data specification language with BPMN instead of a visual represen-
tation through data nodes [14]. That greatly increases the modeling complexity
and required domain knowledge, which is why we stick to the abstract represen-
tation of BPMN with data object nodes and data states. In a previous work, we
introduced an approach to cover collection creation, splitting, and merging [20],
which we extend with this work. There, only data object collections were consid-
ered, with the state serving as an additional identifier besides an object’s class.
That comes with a number of deficiencies that were addressed in this paper: On
the one hand, referencing single objects from collections is not defined with this
approach. On the other hand, multiple collections in the same state, as shown
in Fig. 4, are not supported. Hence, an object can always be referenced by one
data object node.

To address the intersection of process control flow and data, object- and
data-centric process modeling approaches have been introduced. An overview of
existing approaches along with a framework to compare them is presented by
Steinau et al. [31]. Instead of focusing on control flow, many of these approaches,
e.g., PhilharmonicFlows [21], fragment-based case management [17] or object-
centric behavioral constraints [2], employ a data-first approach, focusing on the
object lifecycles more than control flow dependencies between activities. How-
ever, these approaches are not yet adopted in organizations. BPMN, on the other
hand, is an already established language in industry in academia [12], which is
why we focused on extending it regarding its data modeling capabilities.

Formalizing BPMN execution semantics is not a novel topic. Target for-
malisms include, but are not limited to, process algebras (e.g., CSP, π-calculus)
[8,36], graph rewrite rules [11], WS-BPEL [25,26], and Petri net-based languages
[5,10,20,23,28,30]. However, most of these approaches do not consider the data
dimension at all. Stackelberg et al. include data objects in their translational
semantics to Petri nets, but disregard data states and explicitly enforce the sin-
gle instance assumption introduced by the standard [30]. Similarly, Awad et al.
also implement that assumption while considering data states, but exclude data
object collections from their mapping [5]. Choosing CPNs as target language,
Ramadan et al. present another formalization including complex control flow
constructs such as subprocesses and boundary events [28]. However, they do not
go into detail regarding data object collections.

Our approach builds on BPMN-Q for data flow analysis in processes. In the
context of compliance checking on processes with data, Voglhofer et al. provide
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an overview of contemporary literature [34]. A language-independent categoriza-
tion of data anomalies has been presented by Sun et al. [32], which was adapted to
BPMN by Stackelberg et al. [30]. Other approaches extend Petri nets with data
operations and define data flow error detection mechanisms for them [33,37].
Neither of these approaches, however, supports our extension out-of-the-box.

8 Discussion

The proposed approach does not consider all data modeling capabilities BPMN
provides. For example, input and output sets as well as input output specifications
describing the relations between them are not covered. Their inclusion would
further increase the expressiveness of the extension, for example, by allowing to
model explicitly that the resulting collections might be empty after splitting.
Further, the semantics of BPMN multi-instance activities interacting with mul-
tiple data object collections remain underspecified. If several object collections
of different data classes are read by a multi-instance activity, the activity could
be executed once for each element of each collection. At the same time, objects
could be correlated, meaning that one activity instance processes one or multiple
related objects of either collection. For example, the latter would be desirable if
the decision on a paper’s acceptance in Fig. 4 also depended on the reviews for
each paper.

Besides colored Petri nets, other formalisms were considered to define the
semantics of the presented extension. While traditional Petri nets lack token
differentiation, recent works propose new Petri net-based languages tailored to
object-centric processes, namely object-centric Petri nets (OCPNs) [3], object-
centric Petri nets with identifiers (OPIDs) [15], and synchronous proclets [13].
All of these approaches include the capability to model single objects and object
collections. However, only OPIDs explicitly define identifiers for objects, and
only synchronous proclets define the use of labels as variables that can be reused
for synchronizing objects. In comparison, our approach allows for variables in the
model and explicit object identifiers in model instances. Further, OCPNs and
OPIDs cannot ensure that all objects with certain properties must be processed
by a transition, which is required for BPMN semantics as discussed in Sect. 2.

BPMN-Q cannot evaluate queries on infinite state spaces [6]. The introduc-
tion of variables to BPMN data objects introduces additional constructs that
may result in infinite behavior due to the added object identities. For example,
the cyclic reassignment of variables to newly created objects leads to unbound-
edly many different states. Even though this might be desired behavior, it cur-
rently cannot be analyzed by our approach.

9 Conclusion

In this paper, we describe an approach to extend BPMN to capture complex
data behavior involving different objects of the same class. For that purpose,
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we introduce the concept of variables to BPMN data object nodes to differen-
tiate individual objects and object collections within one process instance. The
described behavior is underpinned with a translational semantics to colored Petri
nets. To analyze models incorporating variables on data object nodes, we propose
to build on the visual query language BPMN-Q for verification and compliance
checks. The BPMN-Q queries can be applied to a formal representation of the
process model derived from the translational semantics.

The presented approach currently requires a manual translation of process
models to CPNs, which is tedious and error-prone. Hence, tool support is desir-
able and will be approached in future work. Additional research regarding the
incorporation of additional BPMN data concepts such as input and output sets
should be conducted. At the same time, to improve the usability of the approach
in general, a set of guidelines would help to draw attention to, for example, the
explicit handling of potentially empty collections.
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Abstract. In an increasingly dynamic world, business processes must
be able to respond to frequently occurring and random changes during
their execution. Consequently, this means that the process models must
be able to handle this complexity and enable process analysts to derive
the right conclusions quickly. However, current approaches in the field of
process mining do not distinguish between process activities associated
with change and those with routine. This condition leads to more compli-
cated, overloaded, and sometimes misguided process visualizations that
make it difficult for analysts to evaluate them. In this paper, we address
the research problem by conceptualizing a new type of process activity
that we call change activity which we base on causal knowledge. We
thereby extend the causal process mining approach with another impor-
tant aspect for handling random occurrences of events. We evaluated our
findings through a survey of process mining experts from research and
practice. Our results indicate that a dedicated visualization of change
activities reduces the complexity of process visualizations. In addition,
unimportant information is hidden and important information is high-
lighted so that analysts can make better assessments.

Keywords: Change Activities · Causal Process Mining · Visual
Analytics

1 Introduction

In today’s rapidly evolving business environment, the ability of business pro-
cesses to adapt to unexpected and frequent changes is crucial for organizational
success. Classic process mining approaches neglect to explicitly designate such
out-of-the-ordinary changes and treat them as such. In most cases, changes are
treated the same as routine tasks which are on the happy path of the process.
This lack of differentiation and explicit visualization poses challenges for pro-
cess analysts since they are confronted with complex, cluttered, and sometimes
misleading visualizations (e.g., so-called spaghetti models) [1,2].

Business process professionals can benefit greatly from analyses and visual-
izations that go beyond simple directly-follows representations and enrich models
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with insights on changes [3,4]. On the one hand, it can help to reduce the time
and cost for the process model analysis, but also for the training and onboarding
of new analysts. On the other hand, it can increase the quality of the analysis
due to a more precise detection of real problem root causes, decrease wrong and
misleading statements but also increase the flexibility during the analysis by
switching the focus on different undesired changes and their impact. Despite the
stated merits, the literature has only dealt with the subject in a rudimentary
way. For example, they investigated robust process discovery [5] or probabilistic
approaches to event-case correlation trying to connect events to the same case
with the challenge of including change behaviour [6]. Moreover, Lu et al. [3, p.
1] detect contextual activity and claim that it “can affect the performance of any
process discovery algorithm”. We thus pose the following research question:

How can process mining approaches be conceptually enhanced to effectively
differentiate change activities from routine activities in business processes?

In this paper, we address this research question by conceptualizing and visu-
alizing a new type of process activity, called the change activity. This activity
differentiates from what we call a routine activity which has, per definition, one
or more causal relationships with other routine activities. We build our concept
on the basis of the causal process mining approach by Waibel et al. [7]. We
further evaluate our concept conducting an online survey with business process
management professionals.

The remainder of this paper is structured as follows. Section 2 presents the
research background against which we position our work. Section 3 presents our
concept for change activities by drafting general assumptions and proposing a
visual representation. Section 4 presents our evaluation design, data collection
procedure, and results. Section 5 gives the conclusion of our paper.

2 Background

In this section, we present the background of our research. First, we illustrate
the problem. Then we summarize research on change and random occurrences by
contextual factors in business process management. Finally, we describe causal
process mining as a foundation for our solution.

2.1 Problem Statement

Business processes are typically not executed in isolation. Rather, they are
embedded in specific contexts that can trigger changes at unexpected times
that affect the outcome of the process. Changes in processes are one of the most
significant factors for the increased complexity in process visualizations. As a
theoretical thought experiment, imagine a process with 20 successive process
activities which are executed in a row as one process variant. By adding a sin-
gle change activity, which can theoretically take place after each of these 20
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activities, the number of variants in the process model grows rapidly. In fact,
this results in a binary decision (add or not add) after each of the 20 activities
independently, potentially leading to 220 = 1, 048, 576 process variants:

This complexity triggers numerous problems that affect the time, quality,
and costs of process analysis in the context of business process management.

The consequences of a lack of differentiation between routine activities and
change activities leads to the following problems. First, the exponential increase
in the number of process variants leads to significantly longer times required for
process analysis and the training of new process analysts. Each additional variant
introduces a new branch of potential actions and outcomes, which complicates
the understanding and documentation of the process. Analysts must consider
and evaluate each possible variant to determine whether the behavior is desired
or undesired, which can be exceedingly time-consuming.

Second, quality can suffer when process complexity becomes unmanageable.
Analysts might overlook certain process variants or fail to identify critical issues
or causal relationships, leading to suboptimal process improvements. Moreover,
the intricate nature of complex processes can make it challenging to main-
tain consistent quality across all variants. The risk of errors and inconsistencies
increases, which can degrade the overall quality of process outcomes.

Third, with increased complexity comes higher costs. The time required to
analyze numerous process variants directly translates to increased labor costs.
Additionally, complex processes may require a higher skill level and cognitive
capabilities from analysts, adding to the overall expense for senior experts. Busi-
nesses must also consider the costs associated with potential errors or inefficien-
cies that arise from inadequate process understanding and management.

2.2 Change and Context in Business Processes

Prior research on context and change of business processes has proposed tech-
niques for modeling and mining. Van der Aalst and Dustdar [8] mention four
types of contexts: Case context, process context, social context, and external
context. The case context includes properties directly related to individual pro-
cess instances, such as customer type or order size. The process context involves
the interactions and competition among multiple instances of the same pro-
cess, such as resource availability and workload. The social context refers to
human and organizational factors, including social networks and individual per-
formance variations. The external context encompasses broader environmental
factors, such as weather, economic conditions, and regulatory changes that influ-
ence process handling [8].

Lu et al. [3, p. 108] use the term context activities indicating that these
process activities do not follow a causal order. They attribute this to the fact that
it is not the control-flow that influences its execution, but rather random external
factors. It is often unclear whether such context activities should be regarded as
noise or as part of the control flow. In practice, this results in the generation of
the so-called spaghetti or flower models, which are often too complex for analysts
to comprehend [3].
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Guo et al. [9] develop an algorithm to detect what they call invisible tasks
that are difficult to determine and sort relate to a routine process. Viewed from
a similar angle, Goedertier et al. [5] stress that process analysis must deal with
challenges such as expressiveness, noise, incomplete data, and the inclusion of
prior knowledge. They propose the inclusion of so-called artificial negative events
to better contrast the ordinary from the extraordinary.

Di Ciccio and Montali [10] introduce the concept of declarative process min-
ing, which focuses on behavioral rules and uses the DECLARE language and
graphical notations. Building on this work, van Dongen et al. [11] developed a
mixed paradigm approach to conformance checking that combines the strengths
of procedural and declarative representations. The authors applied their solution
to real-world event logs, using a common software to visualize their result, but
focusing on other aspects such as execution time or fitness.

None of this previous work has provided a specific classification of different
activities such as change or routine activities.

2.3 Causal Process Knowledge in Process Mining

Process mining is a data-driven technique that involves extracting insights from
event data to analyze and improve business processes. It combines principles
from computational intelligence, data mining, and process management to visu-
alize, monitor, and optimize business processes within an organization [12]. By
revealing discrepancies between intended and actual processes, process mining
facilitates better decision making and process optimization [13].

Causal process mining is an approach described by Waibel et al. [7]. It is dif-
ferent from classic process mining in that it takes causal knowledge into account.
More specifically, it transforms relational data structures based on the causal
template into a causal event graph that internalizes the complex interrelation-
ships between data objects that trigger other objects based on causation. Figure 1
illustrates the differences between both approaches.

Fig. 1. Difference between classic process mining approaches and causal process mining
[7].
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As a foundational figure in the philosophy of causation, Hume [14] asserted
that all knowledge is derived from experience and hinges on the associations
between perceived events. Building on this concept, Waldmann [15] explored
knowledge-based causal induction, emphasizing causal directionality as the cru-
cial element in interpreting statistical correlations.

Regarding causal knowledge in business processes, experts with extensive
domain-specific experience are invaluable for process improvement. Their expe-
rience equips them with an accurate understanding of the causal relationships
between individual activities within business processes. For instance, a process
owner of an order-to-cash process intuitively understands that a customer order
will eventually result in an invoice being created. In contrast, it is evident to the
process owner that an invoice followed by a customer order would contradict the
causal logic of the process [7].

Translating these concepts to process mining algorithms is mostly missing in
research [7,16]. An experiment by Rembert et al. [16], which incorporated prior
knowledge, shows that this approach enhances robustness against noise, thereby
reducing the likelihood of measurement and ordering errors, especially in pro-
cesses with a high degree of infrequent behavior. In a related study, Diamantini
et al. [17] show that domain knowledge repairs event logs and generates more
accurate models for complex and highly variable processes. A template developed
by Waibel et al. [7] supports the integration of causal sequences to discover the
structure of processes, especially of control flows. This creates simpler process
models, with less self-loops and spurious arcs, compared to the classic approach.

Based on this, Pfahlsberger et al. [18] present multi-perspective path seman-
tics based on causal knowledge differentiating between desired and undesired
behavior. We describe three of these path semantics here and use them for con-
ceptualizing the representation of change activities and their causal relationships.

– Conformance path:

The conformance path merges desired and observed behaviors in a
process. It represents the expected flow based on the analyst’s hypothesis and
actual behavior from data. Any deviation is seen as unexpected. Visually, it
is shown as a gray angular arrow to subtly indicate the desired behavior.

– Hypothetical path:

The hypothetical path represents unobserved yet desired behavior,
based on causal process knowledge. It implies alternative paths exist, allow-
ing parallel activities or arbitrary follow-up choices. Visually, it is depicted
as a gray dashed arrow with a filled arrowhead, indicating indefinite non-
conforming behavior.

– Prohibited path:

The prohibited path represents undesired but observed behavior,
where the process violates against causal process knowledge. Visually, it is
shown as a solid red arrow with a curvilinear course, contrasting with the
allowed shortcut path, indicating undesirable behavior.
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This previous work by Pfahlsberger et al. [18] focused on path semantics. A
conceptual approach for different types of activities, especially change activities,
is missing.

3 Conceptualizing Change Activities in Process Mining

In this section, we conceptualize the term change activity by formulating general
assumptions and designing a visual representation. In this regard, we build on
the fundamental concept of causal process mining developed by Waibel et al.
[7]. Our proposed approach further extends the visual components for multi-
perspective path semantics by Pfahlsberger et al. [18].

We define the term change in the context of a business process as a principally
undesired event that cannot be clearly sequenced within a chain of process activ-
ities, as its execution time can occur randomly during execution. For instance, a
change in an order-to-cash process can be an adaptation of a price for a specific
item. Alternatively, during the execution of a purchase-to-pay process, a change
could manifest itself in the form of adapted supplier terms. What is defined as
change activity as part of the process mining analysis, always depends on the
context and must be specified by a process domain expert in the causal event
graphs before. With reference to the previous example, a price change may be
part of the standard process in one company, hence not be considered as a change
activity because it is desired. On the other hand, in another company, such an
event clearly qualifies as a change activity since its occurrence is undesired.

3.1 Assumptions About Change Activities

In this section, we formulate four central assumptions to delineate the concept
of change activities. We are placing our focus on the analysis and visual rep-
resentation of such change activities in regard to its impact on the structural
effects of the process execution. By structural effects, we mean the triggering of
unwanted process patterns such as rework, correction, disarray, or negligence, as
conceptualized in the approaches of Pfahlsberger et al. [18]. On the one hand, we
define a neutral impact on the process as a nonmeasurable influence on unwanted
process patterns. On the other hand, we define a negative impact as a subsequent
triggering of such an undesired process pattern.

– Change activities are only relevant for the analysis if they have a negative
impact on the process1. It is therefore necessary to identify the earliest pos-
sible point in the process at which a change has a negative impact. As a con-
sequences, the change also has a negative impact on any subsequent activity.

1 In this case, negative impact primarily refers to structural effects with regard to
rework, correction, disarray, or negligence [18]. For example, changing the delivery
address after a parcel has been sent to a customer has negative consequences for the
customer experience.
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– Change activities that have a neutral impact on the process2, do not have
to be analyzed and visualized in relation to the exact point in time at which
they were performed. The quantity of their occurrences should be displayed
aggregated at the last point in the process, from when a negative impact
could be expected.

– Change activities can not be directly triggered by a specific preceding pro-
cess activity, meaning that the analysis and visualization of incoming paths
serves is not necessary. If there is a causal relationship with another preceding
process activity, it can not be considered a change activity.

– Change activities can not be directly triggered by another change activity
of an identical or different type. This means that it is assumed that there
is no causal relationship between the temporal sequence of multiple change
activities.

3.2 Visualizing Change Activities

In order to make the assumptions made previously visually accessible to process
analysts, we conceptualize four different visual constellations all illustrated in
Table 1. The constellations are divided into two categories. First, with or without
negative change activities, and with or without neutral change activities. Each
pattern is visually depicted for easy recognition of an underlying behavior. We
also exemplify the patterns from the perspective of a simple process.

The changes are represented by different visual elements, such as solid lines
for observed and dashed lines for unobserved/ hypothetical change. Rectangular
black lines for accepted behavior and curved red lines for unaccepted observed
behavior, indicating the nature of the change. The diagram represents all possible
combinations in four quadrants:

– The top-left quadrant shows the scenario without neutral and without nega-
tive change activities. The hypothetical path from the change activity to last
activity where the change has a neutral impact is represented.

– The top-right quadrant shows the scenario without neutral change but with
negative change activity. The prohibited path links the change activity to the
following routine activity.

– The bottom-left quadrant shows the scenario with neutral change activity
and without negative change activity. The conformance path from the change
activity to last activity where the change has a neutral impact is represented.

– The bottom-right quadrant shows the scenario with both neutral and neg-
ative change activity. The conformance path and the prohibited path are
represented.

These patterns and the different visual representations of routine and change
activities help to understand the different impacts and implications of changes
2 In this case, neutral impact primarily refers to no structural effects with regard to

rework, correction, disarray, or negligence [18]. For example, if a delivery address is
changed before a delivery is sent to a customer.
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within a process instance, providing a clear visual representation of the com-
binations and their potential consequences. In addition, the lack of a link to
the change activity reduces the complexity of the visualization. Finally, it helps
analysts improve root cause analysis for process inefficiencies.

Table 1. Overview of visual components for representing different change constellations

4 Research Method

In this section we describe the research method used for the evaluation, including
the survey tasks. This is followed by a description of the data collection and the
results. This section concludes with an acknowledgement of the limitations.

4.1 Evaluation Case Setting

To evaluate our concept, we drafted a fictitious case of a food ordering process
with 87 orders executed. We chose this case because it is easy to understand
and both experienced and unexperienced participants are familiar with such a
setting. The overall process contains six routine activities, namely, Answer Call,
Receive Order, Request Delivery Address, Prepare Order, Deliver Order, and
Receive Payment as well as one change activity, namely, Update Ordered Quan-
tity. The process always starts with the activity Answer Call and is sequentially
followed by the remaining five routine activities. Every process instance is termi-
nated with Receive Payment. During the execution of the process sequence, the
change activity Update Ordered Quantity was randomly triggered 13 times. We
visualized the process in two variants. Figure 2 shows a visual representation of
a classic process mining approach. Figure 3 depicts the same process visualized
with the extended causal process mining approach.
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Fig. 2. Visualization of a directly-follows graph from classic process mining

Fig. 3. Visualization of a causal event graph from causal process mining

4.2 Survey Tasks

To evaluate the performance effect of our concepts, we designed an online survey.
The objective of the survey was to test the understanding of visualizations of the
classic process mining approach (based on directly-follows graphs) in comparison
with the causal process mining approach (based on causal event graphs with
our extended elements for change activities). Both approaches differ visually
through different path semantics, coloring, and activity symbols. We presented
all participants with a visual representation of both approaches that both cover
the same fictional case:

– The classic process mining approach (based on directly-follows graphs): Each
node in the graph represents an activity, while the directed edges between
nodes indicate the immediate succession of activities based on event logs [12].

– The causal process mining approach (based on causal event graphs): Each
node in the graph represents an activity, while the gray directed edges between
nodes indicate causal relations and the rounded red relations indicate tempo-
ral violations [7].
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In the survey, we asked participants to solve the following two tasks:

Task 1: What is the change activity in this processes?
Task 2: How many undesired executions of the change activity happened in

the process?

Answer options were randomized to mitigate order effects. Two primary met-
rics were recorded. First, the number of correct responses for identifying change
activities and counting undesired executions. Second, the time taken by partici-
pants to complete each question. The data collected was analyzed to compare the
effectiveness of the classic and causal approaches. Specifically, we assessed the
accuracy of participants’ responses as well as the efficiency required to answer
each question. These metrics are critical for validating our new visualization
technique and addressing the research question.

The visualizations of the classic approach served as the control condition,
maintaining the current visualization logic without specific highlights or causal
assessments. The experimental condition employed our proposed visualization,
which incorporated specific highlights for change activities and visual assess-
ments of causal relationships. The purpose of this comparison was to determine
whether the new visualization improved the participants’ ability to accurately
and quickly identify change activities and/or their undesired executions.

4.3 Data Collection

Participants were recruited from a diverse pool of individuals to ensure a compre-
hensive analysis. Recruitment efforts were carried out through various channels,
including direct email contact with two groups from business and research sec-
tors at Humboldt University of Berlin, as well as two LinkedIn posts by the
paper’s authors. These posts were widely shared on the platform. This multi-
faceted approach resulted in 27 completed questionnaires. Prior to administering
the main survey, participants’ experience with business process management and
their professional background were collected to contextualize the findings. The
online survey was conducted anonymously for a one-week period from Monday,
June 24, 2024, to Sunday, June 30, 2024. The majority of responses were received
within the first three days, and the final response recorded on June 28, 2024.

The survey was send out via mass emailing to contacts from the authors’
network. Additionally, it was shared on social channels such as LinkedIn and X.
A total of 57 people visited the survey page. 37 of them started filling out the
survey, of which 27 completed the survey to the end. One participant did not
answer the second question regarding the directly-follows graph visualization.
Among the participants, 19 had a background in business and eight assigned
themselves to the academic field. One of the participants did not identify with
either an academic or a business background. In terms of experience in business
process management domain, ten participants reported having one to three years
of experience, 11 had three to seven years, and five participants had more than
seven years of experience. The descriptive statistics are depicted in Fig. 4.
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Fig. 4. Development of participants and their background.

4.4 Results

The study yielded several noteworthy findings. First, participants using the
causal event graph generally required more time to interpret the visualizations
compared to those using directly-follows graphs. This indicates that causal event
graphs might be more complex or less intuitive than directly-follows graphs for
the participants. Academics were more familiar with the visualizations than busi-
ness professionals, responding significantly faster than the latter. This finding
underscores the need for clearer process mining visualizations in practical appli-
cations, as business professionals may require more time and effort to interpret
the same data. For the directly-follows graph, the median response time was
50 s, whereas for the causal event graph, it was 61 s. When broken down by
background, the median response time for participants with a business back-
ground was consistently 85 s across both types of graphs.

Second, the variability in response times was greater among business pro-
fessionals compared to academics. This suggests differing levels of knowledge
between the two groups and highlights a clearer understanding of process visual-
izations in the academic domain, particularly among those using directly-follows
graphs.

Third, the level of experience did not have a strong significant impact on the
participants’ response times. However, there was a slight trend indicating that
individuals with more than three years of experience exhibited less fluctuation in
their response times, with most responding within 100 s. The data suggests that
less experienced participants had more difficulty interpreting the causal event
graphs. Of the three participants who took more than 200 s to respond, two had
less than three years of business process management experience.

Fourth, when answering Question 1, participants were able to identify the
sought-after change activity in the fictional example at almost the same speed,
likely due to the straightforward nature of the activity label. Notably, there was
only one incorrect response from a participant with a business background and
one to three years of business process management experience for the directly-
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follows graph. This uniformity suggests that some tasks in process mining may
be universally intuitive regardless of the visualization used.

Lastly, a clear pattern emerged in the responses to Question 2. The directly-
follows graph seemed to prompt participants to respond very quickly; however,
their interpretations were significantly less accurate than those using the causal
event graph. Only 3 out of 27 participants answered correctly with the directly-
follows graph, whereas 16 participants provided correct answers with the causal
event graph. This discrepancy indicates the importance of selecting the appro-
priate visualization method to ensure both efficiency and accuracy in process
mining tasks.

In summary, while directly-follows graphs may facilitate quicker responses,
the accuracy of interpretations is higher with causal event graphs. This finding
highlights the trade-off between speed and accuracy in the interpretation of
process mining visualizations and suggests that different contexts may require
different approaches to visualization. Consequently, our research suggests that
enhancing process mining approaches with more intuitive and clear visualizations
of changes can effectively improve their differentiation from routine activities.
This differentiation increases the quality of the process analysis and improves
decision-making (Fig. 5).

Fig. 5. Results from survey.

4.5 Limitations

We acknowledge the following three limitations. First, our survey compared the
classic with the causal process approach, including the conceptualization for
change activities. It is important to note that previous research has already
demonstrated a positive impact of the causal approach on process discovery
and interpretation [7,18], so the effect of our extension needs to be seen in this
context. Moreover, the causal representation in our study was supported by
color-coding, which may have influenced the results. Future research should also
consider the effect of the orientation of process discovery visualizations, as this
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factor could significantly affect user comprehension and interaction. Second, the
sample size is limited and the demographics of the study participants were not
fully balanced. Variables such as user experience levels and their professional or
educational background were not uniformly distributed. Future studies should
aim to include a larger, more diverse and representative sample to better gener-
alize the findings and apply more rigorous techniques. Third, the fictitious case
used in our study was relatively simple, consisting of only seven activities and
up to eight connections. Although this simplicity helped control for confounding
variables, it may not accurately reflect the complexity of real-world process dis-
covery scenarios. We anticipate that more complex data sets and visualizations
could amplify the observed effects and provide a more comprehensive under-
standing of the relative benefits of our concept, by mitigating biases at the same
time.

5 Conclusion

In this paper, we conceptualize a new type of process activity – the change
activity – that helps analysts to better differentiate between change and routine
activities. We thus address a still existing research problem that classic process
mining approaches often lead to complex and misleading visualizations, such as
Spaghetti models. Our aim is to encourage future research to confront persistent
representational bias in process mining, which often skews the true nature of the
underlying process [2]. Our paper contributes in two ways. First, we propose gen-
eral assumptions for change activities and then outline a visual representation
based on the causal process mining approach. Second, we evaluate our concepts
based on a fictitious case of a food delivery service with an online survey of
process experts from practice and science. Our results indicate that process ana-
lysts can benefit significantly from a differentiation between change and routine
activities by pointing out root causes of the problem related to changes during
the process execution more accurately compared with classic process mining
representations. Nonetheless, at least according to our survey, they need slightly
more time for this. In fact, by incorporating a more context-aware visualization
in regard to changes, analysts can reduce cost associated with process model
analysis and enhance the overall quality of their analysis.
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Abstract. Application Programming Interfaces (APIs) enable interac-
tion, integration, and interoperability among applications and services,
contributing to their adoption and proliferation. However, discovering
APIs has relied on manual, time-consuming, costly processes that jeop-
ardize their reuse potential and accentuate the need for effective API
retrieval mechanisms. Leveraging the OpenAPI Specification as a basis,
this paper presents an exploratory study that combines BERT and GPT
machine learning models to propose a novel API classifier. Our investiga-
tion explored the zero-shot learning capabilities of GPT-4 and GPT-3.5
using relevant terms extracted from API descriptions using BERT. The
evaluation of our approach on two datasets comprising 940 API descrip-
tions sourced from public repositories yielded an F1-score of 100% in the
small dataset (17 APIs) and 39.1% in the large dataset (923 APIs). These
results surpass state-of-the-art on the small dataset with an impressive
29-point improvement. The large dataset showed GPT can suggest labels
not in the provided list. Manual analysis revealed that GPT’s suggested
labels fit the API intent better in 18 out of 20 cases, highlighting its
potential for unknown classes and mismatch detection. This emphasizes
the need to improve dataset quality and availability for API research.
Our findings show the potential of automated API retrieval and open
avenues for future research.

Keywords: API classification · OpenAPI Specification · GPT · BERT

1 Introduction

API descriptions are essential in software engineering as they serve as documen-
tation [7], enabling developers to understand and interact with them effectively
[21]. Acting as a contract between different components, they ensure seamless
integration and rapid development. In this context, the OpenAPI Specification
(OAS) [15] standard provides a machine-readable format for describing RESTful
APIs, allowing automation capabilities, e.g., code generation [7].

Getting a general understanding of an API is the most critical task when
mining API for use in specific contexts [7,21]. In most cases, this task is executed
manually [10], and the number of APIs to explore could impede its completion.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
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The first step toward an effective retrieval mechanism is organizing and clas-
sifying data. Automatic text classification is a long-standing research field [18],
and recent advances in machine learning, e.g., large language models (LLM),
have opened up new avenues to increase the accuracy of automated text classi-
fication approaches [4].

Automatically processing OpenAPI documents (OADs) could enhance API
discovery and cope with time-consuming manual exploration. Nevertheless,
OADs are specific textual documents that combine structured data with a blend
of general and technical lexicons. Previous works have explored using OADs
and natural language processing (NPL) techniques to improve API discovery
[23,33,35]. However, the potential of labelling APIs from OADs using current
state-of-the-art LLM algorithms is a significant area yet to be fully explored,
with the potential to make a substantial impact in the field.

In this exploratory study, we present preliminary results of applying GPT-4
and GPT-3.5 in combination with KeyBERT to label OADs. The explored app-
roach used KeyBERT to extract relevant words from OADs, which were then
passed to GPT through a prompt to find the corresponding label of the doc-
ument. We relied on KeyBERT to help us enhance prompt engineering, cope
with prompting payload restrictions, and limit costs related to OpenAI API
consumption.

We experimented with a small labelled dataset comprising 17 OADs used
in Microservices research [3]. Our approach achieved an F1-score of 100 in this
dataset, an improvement of 29 points from previous works [23]. Encouraged by
these results, we assessed the approach’s generalizability using a dataset of 923
OADs from the APIs.Guru repository [2] and achieved an F1-score of 39.1.

The experiments further revealed that data cleaning is not required, as
words extracted by KeyBERT could be used as-is. Similarly, a manual anal-
ysis of labelling mismatches showed that 18 out of the 20 analyzed mismatches
were caused by inappropriate labels on the apisguru dataset, unveiling the need
for accurate datasets to support machine-learning approaches in API labelling
research, and new application perspectives, e.g., applying GPT to mislabelling
detection. All the artifacts used and produced during our experiments and eval-
uation are available at this paper’s code companion [24].

The remainder of this paper is organized as follows. Section 2 provides the
essential background to understand the proposed approach. Section 3 introduces
our approach. Section 4 presents the results obtained. These results are discussed
in Sect. 5, along with the impacts of our study. Finally, Sects. 6 and 7 provide
the future research agenda and concluding remarks, respectively.

2 Background

This section introduces concepts that support readers’ understanding of the
proposed approach. First, we present the OpenAPI Specification applied to API
descriptions Sect. 2.1. Then, we provide a high-level description of the Trans-
former machine learning architecture Sect. 2.2, providing basic knowledge to
understand how BERT and GPT models work.
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2.1 OpenAPI Specification

The OpenAPI Specification (OAS) [15], formerly known as Swagger Specifica-
tion, is a formal specification defining a standard to describe, document, and
communicate RESTful APIs. OAS-based API descriptions are formalized hier-
archically using a key-value approach, where the keys are the OAS parame-
ters, ensuring consistency throughout different OAS-based API descriptions [30].
These descriptions are typically serialized in YAML Ain’t Markup Language
(YAML) or JavaScript Object Notation (JSON), which makes them machine-
readable.

OAS includes general information about the API, such as its paths, opera-
tions, input and outputs, and security details. The values associated with OAS
keys can be in any language and follow any standard. Often, they are repre-
sented as natural language terms using programming languages’ conventions [7].
Listing 1 shows an excerpt of an API described using OAS in YAML.

While the OpenAPI Specification provides various benefits, its effectiveness
depends on the accuracy and diligence of the individuals creating the API
descriptions [13]. Human errors, oversight, or lack of attention to detail during
the API documentation process can result in inaccurate or incomplete descrip-
tions, leading to discrepancies between the documented API and its actual imple-
mentation. This risk of unreliability is not limited to using OAS for API descrip-
tions but seems inherent to API documentation [37].

openapi: 3.0.1

info:

title: Checkout API

version: v1

paths:

"/api/v1/Checkout":

get:

tags:

- Checkout

parameters:

- name: userName

in: query

schema:

type: string

nullable: true

responses:

'200':

Listing 1. EShopOnContainers Checkout API’s
OAD

swagger

api

apis

json

yaml

apisguru

openapi

$ref

ref

jsonschemadialect

servers

paths

webhooks

components

security

tags

...

Listing 2. Ignored
terms
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2.2 Transformers-Based ML Models

Transformer is a deep learning architecture built on the attention mechanism
and comprising two main layers: Encoders, which create a representation of the
input data, and decoders, which generate the output sequence step by step [38].
These components enable the Transformer architecture to handle sequence-to-
sequence tasks, such as machine translation, text classification, and generation.

Transformer encoders and decoders are almost similar; both have a self-
attention mechanism and a feed-forward network. However, decoders have an
additional sub-layer that applies self-attention to encoders’ outputs. The self-
attention mechanism captures long-distance context without a sequential depen-
dency, allowing each position in the sequence to attend to other positions, cap-
turing long-range dependencies [25]. This additional self-attention mechanism
copes with decoders limitation of accessing only previous positions. Sequence
ordering is captured through a positional embedding, which is added to the input
embeddings in the encoder and decoder stacks to provide information about the
sequence’s relative or absolute tokens’ position. Mainly, encoders are helpful for
text classification tasks, while decoders are helpful for text generation tasks.

Generative Pre-trained Transformer (GPT) [31] is a state-of-the-art
deep learning model for NLP tasks built upon decoders. It is trained in two steps,
first by unsupervised generative pre-training of a language model using a massive
amount of unlabelled text data, then by a supervised discriminative fine-tuning
of the pre-trained model on specific downstream tasks. During fine-tuning, the
model adapts its learned representations to suit the task at hand, enabling it to
improve performance on various NLP benchmarks.

GPT-3 is a significant improvement of the GPT series that introduced a 175
billion parameters model, 100 times bigger than its predecessor (GPT-2). GPT-3
relies on the model size to learn more from diversified sources, resulting in models
that can achieve various tasks without task-specific training, starting the era of
large language models (LLMs) [16]. GPT-3 allows users to bypass the supervised
fine-tuning of the pre-trained model by directly providing instructions during
inference, such as a task description and output examples [6]. This approach
is called in-context learning. It dramatically reduces fine-tuning efforts without
losing the model’s accuracy. GPT-4 is the last evolution of the GPT series,
comprising 170 trillion parameters and supporting text and image inputs [1].
OpenAI made GPT-3 and GPT-4 available through an API, allowing developers
and businesses to access and utilize the models’ capabilities on a broader scale,
contributing to their popularity and hype.

Bidirectional Encoder Representations from Transformers (BERT)
is an NLP model composed of 340 million parameters and trained on an exten-
sive dataset of 3.3 billion words [9]. It is considered a state-of-the-art technique
in various NLP tasks [22]. It employs a multi-layer Transformer-Encoder archi-
tecture with self-attention mechanisms and feed-forward neural networks, fol-
lowing a two-step process of pre-training and fine-tuning. The pre-training pro-
cess relies on a masked language modelling task, where specific tokens are ran-
domly masked. The model then recovers these masked tokens by considering the
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Fig. 1. Overview of our BERT and GPT-based API Labelling Approach

encoding vectors from a bidirectional Transformer, allowing it to understand the
context from both the left and right sides. The fine-tuning process is achieved
by training with reduced resources and smaller datasets to optimize its perfor-
mance for specific tasks. BERT comes in different sizes and has variants called
the BERT family [22].

In summary, each model has strengths and limitations. The choice of the
model depends on the problem, use case, and the available data. Recently, the
combination of GPT and BERT has mutually improved their abilities to solve
question-answering tasks [17]. This work inspired our approach.

3 Approach

Our approach, as depicted in Fig. 1, offers a comprehensive solution for API clas-
sification. Given an OpenAPI document (OAD), a list of terms to be ignored, and
a list of target labels, our approach proceeds through a series of systematic steps
to achieve classification. First, we extract a specific number of relevant words
from the API description while excluding OAS terms and English stopwords
from the provided exclusion list (1). Next, we build a classification prompt using
the extracted relevant words and a list of target labels (2). Finally, the classifier
is queried using the generated prompt, assigning the OAD to its corresponding
label (3).

3.1 Relevant Words Extraction

To extract relevant words from an OpenAPI Document, it initially needs to be
parsed from YAML or JSON and converted into a single string of lowercase
words. Then, unique words within the text that are not in the list of terms to
ignore are counted. This list comprises common English stop words and OAS key
names (see Listing 2). For recall, API documents formalized using the OpenAPI
standard follow a key-value approach, with keys defined within the specification,
leading to the recurrence of these terms (keys) in OADs.
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system : "You will receive keywords extracted from OpenAPI documents.

Your task is to classify the document into one of the following

categories: {target labels}.
Respond only with the category name."

user : "{relevant words}"

Listing 3. GPT Prompt Template

As an illustrative example, by ignoring these words, the OAD excerpt from
Listing 1 contains nine unique words: cancel, eshoponcontainers, header,
info, ordering, orders, requestid, service, and v1. The number of rele-
vant words to extract is determined as 20% of the total count of unique terms
in the document, following Pareto’s principle [34], also known as the 80/20 rule,
which states that roughly 80% of the effects come from 20% of the causes. Thus,
we considered that 20% of the OAD content is enough to characterize it.

Keywords are retrieved using KeyBERT [11], a Python package that leverages
BERT word embeddings. It extracts terms or sentences that are most similar
to the document based on cosine similarity. Using KeyBERT, we provide the
number of words to extract and the list of terms to exclude, as shown in Listing 2.
This ensures that the keywords obtained are significant. Once the process is
finished, these words are compiled into an enumeration for use in the prompt.

3.2 Prompt Construction

The large language model prompt used to classify OADs is constructed by
combining the relevant words extracted with KeyBERT and user-defined tar-
get labels. The prompt comprises two parts: system and user. The motive for
this segmentation is explained in the following Subsection. We use basic string
concatenation techniques to incorporate the user’s input in this configurable
prompt. Listing 3 presents the template used in our approach. The characters in
black are fixed, while those in orange and magenta correspond to the variable
names of target labels and relevant words, respectively. This template has proven
to work best in our testing.

3.3 Querying the Classifier

Both the system and user segments of the prompt are sent to GPT using Ope-
nAI’s API and its chat completion endpoint. The system message conveys high-
level information or context to guide the model’s behaviour. In contrast, the user
part contains the direct inputs from the users, representing prompts they want
the model to respond to [28]. Thus, the GPT API is queried using this prompt,
and the response is trimmed and converted to lowercase. Only the first label
is selected if the response includes an enumeration of labels. Listing 4 shows
the query employed to classify the EShopOnContainers OAD file, depicted in
Listing 1. In this classification example, the assistant’s response is accurate.
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system : "You will receive keywords extracted from OpenAPI documents.

Your task is to classify the document into one of the following

categories: audit, rooting, cart, frontend, order, catalog, user,

currency, location, emailcontact, marketing, payment, product,

recommendation, shipping.

Respond only with the category name."

user : "checkoutordercommand,int32,checkout,info"

assistant : "order"

Listing 4. EShopOnContainers Checkout API Prompt

3.4 Experiment Settings

Datasets – In this study, we exploited two datasets used in previous works
[23]. The first dataset, named eshopping, is an extension of the one used by
Morais et al. [23]. It comprises 17 API documents describing four microservices-
based systems from the e-shopping domain proposed by Assunçao et al. [3]:
EshopOnContainers, Eshop-netcore, Shopping Cart, and Socksshop. These API
documents were originally unlabelled but could be matched to functional classes
identified by Mendonça et al. [20]. They extracted 14 features (Frontend, User,
Payment, Catalog, Cart, Order, Product, EmailContact, Shipping, Marketing,
Recommendation, Audit, Currency, and Location) from six e-shopping microser-
vices architectures (cf. [3]). We used these features as the target labels in our
controlled experiments.

The second dataset, apisguru, comprises data extracted from APIs.Guru [2],
a repository of public API documentation containing 38261 API documents for-
malized using the OpenAPI standard, 2117 defined using OAS version 2.0, and
1709 defined using version 3.0. APIs.Guru allows adding a particular param-
eter to API documents, the apisguru-categories tag, allowing contributors to
manually specify a tag related to the functionality or domain of the described
API, such as financial, media, or entertainment. Although this parameter is not
mandatory, we noted that 96% (3658) of the API documents in this repository
were associated with at least one tag.

We identified 31 categories that we used as labels to which the API documents
should be classified. To enhance the automatic analysis of classification results,
we excluded OADs having multiple tags (579 OADs). Furthermore, a random
exploration of the dataset revealed significant imbalances among certain cate-
gories. For instance, the category cloud contained 2157 documents, accounting
for 56% of the entire dataset. Furthermore, the cloud label seemed more related
to the API provider industry rather than to the actual functionality delivered
by the API described in the OAD. Thus, we decided to exclude APIs tagged as
cloud to maintain the reliability of our experiment. The final dataset consisted

1 As of May 2024. This number excludes documents we were unable to open due to
various parsing errors.
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Table 1. Summary of the Experiment’s Settings.
Datasets KeyBERT GPT

eshopping(17 OADs, 15 labels) msmarco-distilbert-cos-v5 gpt-3.5-turbo

apisguru(923 OADs, 31 labels) gpt-4-turbo

Table 2. Results of the experiments.
Model Dataset PrecisionM RecallM F1 − ScoreM

gpt-3.5-turbo eshopping 100.00 100.00 100.00

apisguru 47.28 38.62 38.58

gpt-4-turbo eshopping 100.00 100.00 100.00

apisguru 47.75 40.71 39.12

of 923 OADs. We relied on this dataset to evaluate the generalizability of our
approach.
Tools – All experiments were performed on a Google Colaboratory [5] Notebook
using the free plan with the following specifications: Intel Xeon CPU 2.20 GHz,
Tesla T4 GPU, and 13 GB of RAM. Datasets management was handled with
Pandas [19], while NumPy [12] and Scikit-Learn [29] were used for metrics
calculation. The extraction of relevant words was performed using KeyBERT
and the pre-trained sentence transformer model msmarco-distilbert-cos-v5
[14,32]. The models used for classifying OADs were gpt-3.5-turbo [26] and
gpt-4-turbo [27] for both the small and large datasets. Table 1 summarizes the
experiment settings.

4 Results

In this section, we present the results of our experiments from the eshopping
dataset, which consists of 17 OADs and 15 labels, as well as the applicability
results from the apisguru dataset, which comprises 923 OADs and 31 labels.
We tested each dataset with GPT-3.5 and GPT-4 in order to assess the model’s
respective capabilities in the same API classification task. To evaluate the per-
formance of our classification method, we used macro precision (PrecisionM ),
recall (RecallM ), and F1-score (F1–ScoreM ) metrics [36], ensuring that each
class of our imbalanced datasets contributed equally to the overall results. All
the compiled data can be found in Table 2. The findings provide valuable insights
into the effectiveness of the proposed approach and shed light on the impact of
various factors on API classification accuracy.

4.1 Overall Results

Our approach exhibited better performance than those obtained by Morais et al.
[23] in a similar dataset (16 OADs); our eshopping-dataset was an extension of
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theirs. Indeed, our approach achieved a 100% F1-Score, whereas they obtained
71%.

Finding 1. The BERT-GPT API Classifier outperformed previous works
by 29 points.

During prompt construction, we observed that the words extracted by
KeyBERT comprised composed terms, such as orderingapi, ordernumber, and
orderitems. We reproduced the experiment of Morais et al. [23] and found out
that their approach could not handle such terms. Thus, we found that GPT
was able to handle complex terms (not respecting syntactic rules) without data
preprocessing. The same extends to acronyms. This finding could explain the
precision improvement achieved by our approach.

Finding 2. The approach avoids the need for complex data preprocessing
and is able to adapt to lexicon diversity and word structure in OADs.

Results also indicate that in our BERT-GPT classification method, the per-
formance improvement from GPT-3.5 to GPT-4 is minimal, with both models
achieving an F1-score of 100 on the eshopping dataset and approximately 39 on
the apisguru dataset. Indeed, accounting for the variability and randomness in
LLMs behaviour [8], the observed difference between the two versions of GPT is
not significant enough to conclude that GPT-4 outperforms GPT-3.5.

Finding 3. Using GPT-4 negligibly improved the approach’s perfor-
mance.

4.2 Evaluation of Generalizability

We evaluated the generalizability of our approach using a more extensive and
diverse dataset, the apisguru dataset, including 923 OADs from various sources
and domains, providing an extended range of scenarios for evaluation. Indeed, the
dataset’s diversity, encompassing domains such as Finance, Education, Enter-
tainment, and more, allowed us to examine how well the approach generalizes
across different application domains. This enabled us to assess the approach’s
performance in the face of variable data, providing valuable information on its
practicality in real-world settings.

The experiment yielded key insights. We observed that the BERT-GPT clas-
sifier performance had substantially declined, dropping from an F1-score of 100
to around 39 for both GPT-3.5 and GPT-4. By manually analyzing 20 random
labelling mismatches, we discovered that 18 of them were caused by inappropri-
ate labels on the apisguru dataset. We also observed that GPT proposed addi-
tional labels not in the provided list, which, in most cases, were more accurate
than those associated with OADs in the source dataset.
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Table 3 shows a sample of the analyzed mismatches. In the first row, the
player, sportdata, mbl and nfldata keywords point to the sports label, thus spec-
ifying the original entertainment label. In the second row, the zipcode, area and
getzipinfo keywords clearly point to a location functionality, not a developer tool.
In the third row, the proxy and vnp keywords point to a security feature, not a
location one. The same is observed in the fourth and fifth rows where charity,
and marketing, advertise, ads and promotionsale keywords point respectively to
charity and marketing labels, not to e-commerce.

These observations suggest that the classifier’s performance might not be
indicative of its actual potential due to the dataset’s labelling inaccuracies.

Finding 4. GPT provided additional labels from those provided by the
user, opening opportunities to handle APIs belonging to unknown classes
or improving the precision in classifying APIs.

Table 3. Sample of analyzed mismatches.
Keywords Labels

APIGuru GPT-3.5 GPT-4

rotoballerarticlesbyplayer,rotoballerarticlesbyplayerid,playerinfo,
rotoballer,mlb,sportsdata,player,players,nfldata,entries,
rotoballerarticles,playerid,profile image,apikeyheader,info

entertainment sport data sport data

zipcode,zip,interzoid,getzipinfo,providername,code,info,detailed,
getzipcodeinfo,profile image,developer tools,www,
areasquaremiles,city,information,

developer tools location location

ip2proxy,ip2location,proxies,proxy,profile image,px2,px1,ip,px9,
proxytype,vpn,px10,server,isproxy,providername,px11,lookup,ipv4

location security security

api charity,charity org,commerce charity v1 oas3,api auth,array,
api scope,charity org id,charityorg,www,charityorgid,charityorgs,
ebay gb,charity,website,ebay us,charitysearchresponse,org,com,
providername,clientcredentials,ebay,charitable,support,link,users,
marketplace,supported,application,profile image,twitter,assistance,
basepath,help,imageurl,search,user,servicename,implementation,
page,html,access,errorid,10,subdomain,individual,accessing,server,
ecommerce,developers,header,helps,associated

ecommerce charity charity

api marketing,marketing,sell marketing v1 oas3,promote,advertise,
promotes,promoting,ebay it,item promotion,ebay au,promotions,
promotional,promotionsale,ads,ebay,ebay us,marketplaceid,selling,
ebay fr,ebay de,ebay gb,bulk update ads bid by listing id,
promotion name,promotiondetail,supportedmarketplaces,sales
promotion type,create ads by inventory reference,teasers,attract,
bulk create ads by listing id,promotionreportdetail,marketplace,
bulk update ads bid by inventory reference,advertised,
bulk create ads by inventory reference,ebay es,sells,
listing quantity sold,advertising eligibility,promotion,
get ads by inventory reference,promoted,promotiontype,
bulk update ads status by listing id,promotiontypeenum,
ad campaign,promotionid,active seller count,marketplace id

ecommerce marketing marketing
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5 Discussion

The findings of our study hold several implications for API classification. First,
our experiment shows the potential of the combined BERT-base and GPT-based
classifier in accurately labelling API descriptions. The approach demonstrated
high accuracy rates on a controlled dataset, and the evaluation of its generaliz-
ability offered promising prospects for its application to solve practical problems.

Second, the experiments demonstrated GPT’s capacity to handle acronyms,
abbreviations and composed terms without complex data preprocessing. Indeed,
GPT directly processed the terms extracted from API descriptions, which
allowed it to effortlessly adapt to the diverse terminologies and structures in
the OADs.

Third, findings demonstrated the limited performance increase between
GPT-4 and GPT-3.5 (+0.54 for the F1-Score). However, one must consider
additional aspects when choosing between using one or the other, e.g., model
utilization costs. GPT-4 was 20 times more expensive than GPT-3.5 at the time
of our experiments. Therefore, the marginal performance gain of GPT-4 must
be carefully considered in light of its increased costs.

Fourth, findings demonstrated the approach’s capability to suggest alterna-
tive labels when judged more representative of the API intent, which dropped
the approach accuracy on the apisguru dataset. Further research, particularly
time-consuming manual evaluation, is required to dive deeper and provide con-
clusive answers to the extent to which the quality in the apisguru dataset causes
the performance drop—which is what we currently can only hypothesize based
on our random sample tests. Nevertheless, GPT suggestions of alternative labels
open exciting research opportunities to explore applying the proposed approach
to identifying unknown labels, detecting mislabelling, and improving the preci-
sion in existing API classification approaches.

Finally, the experiments were conducted with a limited sample of API doc-
uments, and their characteristics may only partially represent how OADs are
created. We relied on specific ML pre-trained models, introducing limitations
inherent to these models. Additionally, the effectiveness of the classification may
be influenced by the prompt used to query the classifier. The lack of transparency
in how GPT arrives at its decisions, also known as the “black-box” nature, makes
it challenging to interpret the specific factors or features that heavily influence
the classification outcomes [8,22].

Consequently, our ability to validate and explain individual classifications
may be restricted. Without a comprehensive understanding of GPT’s decision-
making process, we cannot ascertain the precise reasons behind its classifica-
tions. We could rely on prompt instructions to unveil the rationale behind each
labelling. However, it would require a manual, time-consuming analysis of each
explanation, which is out of the scope of this exploratory study. This lack of
explainability of GPT choices may introduce an element of uncertainty and limit
the extent to which we can fully trust and interpret these experiments’ results.

Despite employing a quantitative approach, the exploratory nature of our
study allowed for some level of subjectivity in data interpretation. The use of
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automated algorithms and data processing techniques aimed to reduce bias;
however, the potential for subjective decisions in data handling and analysis
remains a limitation to consider when interpreting the results.

6 Future Plans

This exploratory study unveiled various challenges and perspectives toward
applying LLM for API labelling using OpenAPI documents. A critical root
challenge in this context is the creation of a larger curated dataset that allows
researchers to evaluate the performance of LLM-based approaches in this task
comprehensively. Therefore, we are building a process and tool to support the
creation of such a dataset. Besides, using a proprietary LLM model imposes
usage limitations induced by costs, and accessing these models through an API
restricts the size of the prompts due to payload limitations. To cope with these
challenges, we are currently exploring using open-source LLMs (e.g., LLAMA3,
Gemma 2, Mistral, and Mixtral) deployed locally, working with the hypothesis
that doing so could simplify the approach by avoiding the need to restrain the
data sent to the LLM model, i.e., eliminating the use of KeyBERT to limit the
amount of sent data. Similarly, we are collaborating with an industry partner
to collect evidence of the effectiveness of such an approach in solving practical
problems related to API mining and understanding.

7 Conclusion

This exploratory study suggested and experimented with a practical solution
for efficient and accurate API classification based on state-of-the-art LLM mod-
els. The simplicity of data handling contributes to the approach’s overall effec-
tiveness. By bypassing the need for extensive data preprocessing, our approach
achieved a remarkable enhancement in efficiency and simplicity in implementing
an API classifier.

Eventually, we would like to stress that our approach pointed us to the inad-
equate or imprecise classification of openly available datasets. On the one hand,
this is a severe threat to all research performed with these datasets; on the other
hand, random sample manual investigation led us to the conclusion that the
classification proposed by our approach could be more adequate and precise. We
thus see a further use case of our approach in revising existing API classifica-
tions and also see a call to action for the community to clean and improve the
available datasets.

Acknowledgments. We acknowledge the support of the Natural Sciences and Engi-
neering Research Council of Canada (NSERC), 06351.



Enhancing API Labelling with BERT and GPT 181

References

1. Achiam, J., et al.: GPT-4 technical report. arXiv preprint arXiv:2303.08774 (2023)
2. APIs.Guru: APIs.Guru APIs repository (2021). https://github.com/APIs-gurul
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Abstract. Resource analysis is an emerging branch in process mining that aims
to understand behavioral and structural aspects of resources in business processes.
A problem of current resource analysis is its fragmentation. The spectrum of
corresponding process mining techniques is diverse but scattered, with contribu-
tions often focusing on one or the other specific aspects. An overarching frame-
work that could organize resource analysis, tie it to theoretical foundations, and,
in turn, inform the development of new analytical methods is missing. In this
work, we address this research problem by conducting a systematic literature
review to organize the scattered landscape of the state-of-the-art resource anal-
ysis methods in process mining. Our work is guided by the question of what
resource-related organizational and behavioral patterns can be analyzed with cur-
rent methods. We classify the methods according to two aspects: what type of
phenomenon was analyzed and what design principles were utilized in the devel-
opment. Our findings highlight that most resource analysis methods in process
mining are data-driven, developed to solve a specific business problem, or loosely
based on resource analysis concepts from other disciplines. Some good examples
of techniques defined for theoretical questions give directions for future research.

Keywords: Process mining · Resource analysis · Systematic literature review

1 Introduction

The effective management of resources is a key concern of Business Process Manage-
ment (BPM) [23]. Organizations rely on a multitude of business processes to deliver
products and services to their customers. Activities within a business process are
performed by various resources, such as human labor, machinery, and software ser-
vices [23, p. 96]. Given that these resources are valuable, often expensive, and limited
in availability [6], optimizing their occupation is essential for the success and efficiency
of business processes. With the growing availability of process execution data, behav-
ioral and structural aspects of resources in business processes [2] can be analyzed with
the help of process mining techniques. Process mining is a family of techniques that rely
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on a so-called event log, including structurally the events that happen in the execution
of a business process, and help to shed transparency into the real-world process enact-
ment. Compared to traditional methods in resource analysis such as labor-intensive and
time-consuming interviews and observations, process mining techniques have proven
effective for studying resources based on event data [23].

The portfolio of resource analysis methods has expanded in recent years with a
diverse spectrum of techniques being proposed [13]. The diversity of resource analysis
techniques is a positive sign of research progress that yet provides challenges. Many of
the new techniques have been developed for specific analysis questions, often inspired
by available event data in a bottom-up fashion. This poses the problem of a fragmented
and scattered research landscape of resource analysis. Nevertheless, some efforts have
been made to review techniques for resource analysis.

A first comprehensive study on using and representing (primarily human) resources
in existing process execution systems was given by Russel et al. [47], who studied how
resources are integrated into workflow systems. Their work provides a resource meta-
model and a collection of patterns to create, pull, push, and detour tasks to resources,
however, without considering resource analysis based on execution data. Cabanillas
et al. [13] examine research on resource handling in process- and resource-oriented
systems, providing a framework with a selection of representative studies. The repre-
sentative studies are categorized into resource assignment (defining resource require-
ments for process activities at design time), resource allocation (assigning specific
resources to tasks during runtime), and resource analysis (evaluating process execution
with a focus on resources). Exhaustive or systematic literature studies are provided for
resource assignment, such as Oyang et al. [42], and resource allocation, such as Arias et
al. [7] and Pufahl et al. [46]. However, a systematic review of the field of resource anal-
ysis is still missing.1 By looking at existing works, different resource analysis types are
supported, such as the collaboration between resources [30] or work prioritization pat-
terns by resources [53]. So far, there is no structured overview of the analysis concepts
for identifying existing solutions, understanding the relation between the concepts, and
stimulating future research.

This paper addresses this research problem by conducting a systematic literature
review (SLR) to organize the scattered landscape of the state-of-the-art resource analy-
sis in process mining. Our primary focus is on the following research goals: (1) struc-
turing the analysis concepts for resources in business processes; and (2) identifying the
design approaches of the works.

By following these research goals, we lay the foundation for a conceptual frame-
work of resource analysis in process mining. We identified 29 studies that addressed 27
different resource analysis concepts, which could be categorized into task-, relation-,

1 During the publication phase of this article, Martin and Beerepoot [38] published a similar
study on resource analysis. However, we differ in two fundamental ways. First, [38] focus on
resource analysis use cases, whereas we investigate behavioral constructs. Second, [38] have
adopted a broader understanding of resource analysis, as they also examine adjacent resource-
related areas, such as resource assignment and resource-aware process model discovery. Our
study is, in contrast, more focused on the analytical aspect. Because of these slight differences
in perspective, our findings complement each other.
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and actor-oriented concept types as either directly or indirectly observable phenomena.
Moreover, we divided the literature based on their primary design approach. To this
end, our framework highlights the need to advance resource analysis in process mining
by applying existing theoretical constructs.

The rest of the paper is structured as follows. Section 2 discusses the importance
of resources in related scientific disciplines. Section 3 describes our research method.
Section 4 presents the results from the SLR, which are subsequently discussed in Sect. 5.
Our work is concluded in Sects. 5 and 6.

2 The Notion of a Resource

The term resource analysis requires some clarifications. To this end, we provide a brief
background on the multifaceted nature of resource analysis, tracing its origins in orga-
nization science, management, and BPM. This context supports the understanding of
the results of the literature review.

In organization science and management, resources are often viewed as any phys-
ical or non-physical capital or assets a business may utilize to achieve a competitive
advantage (e.g., [8]). Yet, a precise definition and its role in resource analysis depend
on the theoretical discourse. The VRIO framework evaluates the internal resources of
a firm based on their strategic value to achieve a sustained competitive advantage [8].
More recent work emphasizes the social aspects of inter-organizational collaboration
and discusses how sharing of resources can lead to strategic advantages (e.g., [29]).
Social network analysis [50] is closely related to these discussions and has found use in
computer science.

BPM, in turn, is a collection of techniques and concepts to improve the opera-
tional performance of organizations by managing their processes throughout their life-
cycle [23]. Here, resources are referred to as both human and non-human actors of
activities in a process [23, p. 96]. The main focus has been on the process activities
and their control flow, for which the resource perspective has played a secondary role.
However, several research works have explicitly addressed this gap in the last decade.
On the one hand, the modeling of resources has been targeted to support the definition
and visual representation of certain resource needs of the process activities, for exam-
ple, by extending process models with advanced role-based access control rules [52] or
the graphical modeling language RAlph specifying advanced resource selection con-
straints [14]. Further, a general understanding of resource characteristics and attributes
was developed [42]. On the other hand, the allocation of resources to tasks, where the
best fitting resource for performing an activity is selected, has been researched for pro-
cess automation solutions. To support this, different allocation patterns (e.g., [47]), allo-
cation techniques (for an overview see [46]), and systems (e.g. [32]) have been created.
Certain techniques also use insights from resource analysis, such as the measurement
of team effectiveness for team assignment [37].

With the rise of process mining as a sub-domain of BPM, the support of analyzing
resources in business processes and their behavior using event logs [2] has emerged.
There are two main directions in this context: organizational mining and resource
behavior mining. Organizational mining considers the relational or social structures
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Fig. 1. Literature review procedure.

of organizations, where social network analysis concepts [50] are commonly applied
to investigate, for instance, social interactions (e.g., [3]), team discovery (e.g., [48])
or role mining (e.g., [12]). On the other hand, resource behavior mining studies the
behavioral patterns of resource units, meaning how resources execute work. These
concepts are predominantly quantitative representations of concepts from social sci-
ence, organizational science, or BPM, such as the measurement of resource collabora-
tion [30,36,44,57,62] or batching behavior [40,45].

3 Research Method

This section describes the SLR methodology we adapted from Kitchenham [35]. This
specific methodology was explicitly developed to suit the needs of computer science.
It provides support for a descriptive review with a clear scoping and qualitative analy-
sis [43], which meets the objective of our research.

Figure 1 outlines the SLR process in this work, which we describe in the subse-
quent sections. Section 3.1 formulates the research objectives. Section 3.2 describes the
literature search and selection procedure. Section 3.3 illustrates the extraction and clas-
sification procedure.

3.1 Research Objectives

This review aims to structure state-of-the-art resource analysis methods in process min-
ing. We approach this objective by formulating the following research questions:

RQ1 What type of resource-related organizational and behavioral patterns can be ana-
lyzed using current process mining resource analysis methods?

RQ2 What design approaches were used in the literature to create the resource analysis
methods?
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The first research question (RQ1) aims to provide an overview of current resource
analysis methods and to what extent process mining can capture various resource-
related phenomena. RQ1 also identifies gaps for future research. The second research
question (RQ2) concerns the premises on which a method was grounded. Specifically,
it investigates to what extent a method was rooted in an existing theory, a hypothetical
construct or idea, a business problem, or if it was technique-oriented.

3.2 Literature Search and Selection

We structured the literature extraction process in five distinct steps, as depicted in
Fig. 1a. First, in step 1, we utilized a keyword search using the Web of Science database,
using the following query of keywords: TS=(“Process Mining” OR “Business Pro-
cess”) AND TS=(resource$ OR staff OR personnel OR employee$ OR workforce)
AND TS=(analysis OR analytics OR metric$ OR measurement$ OR indicator$ OR
behavio$ r OR performance) AND LA=(English). The term “TS” indicates the search to
include title, abstract, author keywords, and keywords plus2; and the term “LA” indicates
the language of the study. The search was first done in November 2022 and included
papers published within the years 1994 and 2022. The search was then extended in
February 2024 to further include the years 2023 and 2024. We want to note that the
two searches were executed based on different institutional subscriptions, which may
lead to different outcomes for the same query.3 Furthermore, we used only one database
to keep the article within scope. Nonetheless, the Web of Science is one of the largest
multidisciplinary databases (cf., [16, p. 3]). Step 1 resulted in 1,103 studies.

The literature selection (steps 2, 4–5) was guided by the following inclusion (IN)
and exclusion (EX) criteria:

IN1 The study proposes at least one novel process mining technique4 for extracting
and analyzing a behavioral or organizational pattern in event logs from a resource
perspective.

EX1 The study can be replaced by an extended or complete publication.
EX2 The study solely proposes an event log preparation technique.

2 Index terms from Web of science, please see: https://webofscience.help.clarivate.com/en-us/
Content/wos-core-collection/wos-full-record.htm (accessed: 2024-09-18).

3 https://support.clarivate.com/ScientificandAcademicResearch/s/article/Web-of-Science-
Search-in-All-Databases-refined-by-an-individual-database-may-return-more-results-than-
the-same-search-in-that-individual-database?language=en_US (accessed: 2024-09-18).

4 We define a technique according to the classification framework of information systems devel-
opment methodologies by Iivari et al. [33] as a “well-defined sequence of elementary opera-
tions that more or less guarantee the achievement of certain outcomes if executed correctly”
[33, p. 186]. In other words, a technique could be a simple function, a metric, an algorithm, or
similar. A technique is to be differentiated from higher abstraction levels development method-
ologies starting with methodologies, continuing with approaches, and after that paradigms on
the highest level [33, p. 186]. In the context of resource analysis, examples of techniques are
the handover of work metrics by Aalst et al. [3] and the competence measure by Huang et
al. [30, pp. 6461-6462]. We use the terms technique and method interchangeably in this arti-
cle.

https://webofscience.help.clarivate.com/en-us/Content/wos-core-collection/wos-full-record.htm
https://webofscience.help.clarivate.com/en-us/Content/wos-core-collection/wos-full-record.htm
https://support.clarivate.com/ScientificandAcademicResearch/s/article/Web-of-Science-Search-in-All-Databases-refined-by-an-individual-database-may-return-more-results-than-the-same-search-in-that-individual-database?language=en_US
https://support.clarivate.com/ScientificandAcademicResearch/s/article/Web-of-Science-Search-in-All-Databases-refined-by-an-individual-database-may-return-more-results-than-the-same-search-in-that-individual-database?language=en_US
https://support.clarivate.com/ScientificandAcademicResearch/s/article/Web-of-Science-Search-in-All-Databases-refined-by-an-individual-database-may-return-more-results-than-the-same-search-in-that-individual-database?language=en_US
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EX3 The study focuses on another perspective, such as control flow.
EX4 The study proposes primarily a simulation model or a resource allocation mecha-

nism.
EX5 The study proposes an approach that requires additional input, such as survey-

based data or declarative models.

In step 2, we analyzed the title and the abstract of each study from the resulting
1,103 studies from the keyword search. We used the inclusion and exclusion criteria
above as a guidance to select potentially relevant studies. Step 2 resulted in 54 studies.

In step 3, we then added 14 relevant studies from our existing expert pool. The
expert pool is a collection of articles gathered from multiple research projects concern-
ing resource-related topics in BPM and process mining we and colleagues have partici-
pated in for more than a decade. This step was necessary because most relevant articles
are hard to find through a keyword search. The essential vocabulary to distinguish dif-
ferent resource-related directions in process mining and BPM (cf., resource allocation,
and resource analysis) has yet to be established. Note that, compared to previous steps,
we did not explicitly apply the inclusion and exclusion criteria. The reason for this was
to include these studies in the backward and forward search, because of their high the-
matic relevancy. Nevertheless, the inclusion and exclusion criteria were still applied to
these papers in the final selection step. Step 3 resulted in 68 studies.

In step 4, based on the 68 studies from the previous step, we conducted a backward
and a forward search using the Web of Science and Scopus5. Step 4 resulted in 94
studies.

Finally, in step 5, we read all the resulting 94 studies from the previous step based
on their full text and then selected relevant studies using the inclusion and exclusion
criteria from above. The complete literature search yielded 29 relevant studies.

The entire literature search and selection procedure was designed by all three
authors and conducted by two. The studies used as input for the final step (step 5)
were discussed by all three authors before final selection.

3.3 Data Extraction and Classification

In the classification process, we wanted to investigate the main driver for developing
the respective approaches and what type of concepts6 they can analyze. A challenge
with classifying the different approaches is the lack of consistency in definitions and
a shared vocabulary in the broader context. A single concept can often have various
names, or multiple concepts can be hidden under one term. In addition, ideas borrowed
from other disciplines may only have a tenuous connection to their original definition.
To find commonality, we developed two classification schemes (Fig. 2). We describe
these schemes below before explaining their application in this work.

5 https://scopus.com (accessed: 2024-09-18).
6 We refer to a concept as a resource-related behavioral pattern that an author aims to measure,

directly or indirectly, using some technique. In the literature, other termonologies are often
used and sometimes interchangeably, such as notion, construct, or perspective.

https://scopus.com
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Fig. 2. Classification schemes.

The first scheme (Fig. 2a) was inspired by the differentiation of descriptive and pre-
scriptive knowledge in design science research [27]. We developed four classes depend-
ing on the type of inference (deductive or inductive) and research focus (science or
engineering):

– Data-driven approaches: are created to explore the technical possibilities of extract-
ing insights from a data set.

– Problem-driven approaches: are created as a direct solution to a business problem.
– Concept-driven approaches: are based on an existing resource-related concept.
– Theory-driven approaches: are based on a resource-related theory or theoretical

framework.

The primary motivation for science-oriented approaches is to create, expand
upon, or investigate theoretical constructs. On the other hand, engineering-oriented
approaches take on a more practical perspective, i.e., to better understand or solve a
problem. Moreover, inductively motivated approaches focus on particular phenomena
or observations, while deductively motivated approaches utilize a more generalized phe-
nomenon, such as a theory or a prevalent problem.

The second scheme (Fig. 2b) comprises two dimensions to classify the concepts
that the approaches address. The first one defines three types of concepts, as inspired
by theories on socio-technical systems (e.g., [11]):

– Task-oriented concepts: Patterns that emphasize how work is executed rather than
the resources that execute them.

– Relation-oriented concepts: Patterns that emphasize relational, organization-
structural, or transactional aspects of work.

– Actor-oriented concepts: Patterns that emphasize the resources and their attributes
rather than the work they execute.

The other dimension divides concepts depending on their variable type (see Fig. 2b):

– Observable: The concept is directly measurable.
– Latent: The concept is only in-directly measurable.

The extraction and classification procedure, in which we applied the classification
schemes above, is illustrated in Fig. 1b (p. 4) and described in the following. For each
study, we first read the abstract and the introduction to identify the main driver for their
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work. Second, we identified the resource analysis concepts by analyzing the full text of
the study. Third, we applied our classification schemes (Fig. 2) to classify both the main
driver of the approach and the identified concepts. We additionally indicated whether a
concept is primary, i.e., a prominent contribution of work, or supporting, i.e., integrated
into the primary solution to enhance it.

After analyzing all studies, we finally grouped similar concepts under one terminol-
ogy to enhance clarity and understandability. We also deliberately excluded concepts
related to similarity measurements, often named as importance, relatedness, similarity,
distance, and dependency measures, as they are primarily statistical techniques inte-
grated into different types of resource analysis methods. Furthermore, we have not con-
sidered the concept of resource profiles, as it is a collection of diverse measures rather
than a specific technique.

4 Results

This section describes the result of the SLR. Section 4.1 provides some metadata of
the resulting 29 studies. Section 4.2 discusses the concepts identified in the literature.
Section 4.3 closes by discussing the design approaches used in development.

Fig. 3. Overview of relevant studies according to publication year and type.

4.1 Overview of Selected Studies

The SLR resulted in a selection of 29 relevant studies. As illustrated in Fig. 3, there has
been an overall slight increase in studies since 2005. Most of the studies identified in this
SLR were published in journals (21 studies), followed by conferences (six studies) and
workshops (two studies). Moreover, the journals that published more than two studies
according to our observation are Decision Support Systems (four studies), IEEE Access
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(two studies), and ACM Transactions on Management Information Systems (two stud-
ies). In contrast, the most common venues among the conference and workshop studies
were Business Process Management (two studies) and Business Process Management
Workshop (two studies).

4.2 Resource Analysis Concepts

In this section, we approach the first research question (RQ1): What type of resource-
related organizational and behavioral patterns can be analyzed using current process
mining resource analysis methods? We identified 27 resource analysis concepts from
the 29 studies, all classified into one of three concept types (task-, relation-, or actor-
oriented) and according to variable type (observable or latent). Table 1 illustrates the
result of this classification. Figure 4 extends Table 1 with a graphical overview of the
total number of primary and supporting concepts according to concept and variable
type. We elaborate on this result in the following subsections.

Table 1. Concept-matrix (•: Primary concept; ◦: Supporting concept).
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References No. support (◦) 9 1 8 9 2 2 - - - - - - 5 3 1 10 5 3 - 2 5 1 - - 2 - - Design Approaches

[3] van der Aalst et al. (2005) •⁄◦ •⁄◦ •⁄◦ •⁄◦ • Data-driven

[34] Jin et al. (2007) ◦ • ◦ Problem-driven

[51] Song & van der Aalst (2008) ◦ ◦ ◦ •⁄◦ • Data-driven

[41] Nakatumba & van der Aalst (2009) •⁄◦ • •⁄◦ Theory-driven

[61] Yingbo et al. (2011) • Concept-driven

[26] Ferreira & Alves (2012) ◦ • ◦ Data-driven

[30] Huang et al. (2012) ◦ • ◦ • • • Concept-driven

[12] Burattin et al. (2013) •⁄◦ • Concept-driven

[36] Kumar et al. (2013) ◦ • Problem-driven

[62] Zhao et al. (2016) • • • ◦ • • Data-driven

[40] Martin et al. (2017) ◦ • Concept-driven

[44] Pika et al. (2017) ◦ ◦ ◦ ◦ ◦ • • • ◦ ◦ ◦ • • • Problem-driven

[53] Suriadi et al. (2017) • Data-driven

[5] Appice (2018) ◦ • •⁄◦ Data-driven

[58] Ye et al. (2018) ◦ • •⁄◦ Data-driven

[10] Bidar et al. (2019) ◦ ◦ ◦ ◦ ◦ • Concept-driven

[19] Delcoucq et al. (2020) ◦ • Data-driven

[39] Martin et al. (2020) ◦ • Problem-driven

[54] Tan et al. (2020) ◦ • •⁄◦ Problem-driven

[55] Utama et al. (2020) ◦ • Data-driven

[20] Deokar & Tao (2021) •⁄◦ •⁄◦ •⁄◦ • Data-driven

[24] Estrada-Torres et al. (2021) ◦ • • Data-driven

[57] Yang et al. (2021) ◦ ◦ ◦ ◦ • • • ◦ • • • Problem-driven

[31] Hulzen et al. (2022) ◦ ◦ •⁄◦ • Problem-driven

[45] Pika et al. (2022) ◦ ◦ • Concept-driven

[56] Yang et al. (2022) •⁄◦ ◦ •⁄◦ • Data-driven

[59] Yeon et al. (2022) ◦ • •⁄◦ Problem-driven

[18] Delcoucq et al. (2023) ◦ • Data-driven

[21] Diamantini et al. (2024) ◦ ◦ ◦ ◦ •⁄◦ • ◦ Data-driven
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Fig. 4. Overview of the number of primary and supporting concepts according to concept type
and variable type (O= observable variable, L= latent variable).

Task-Oriented Concepts. The task-oriented concepts focus on the work rather than
the resources utilized for it. More specifically, these concepts aim to answer how or
how well work is executed. In this category, we identify 13 concepts, six of which are
directly observable and seven of which are latent.

Observable: Task-oriented concepts that are directly observable are various metrics to
count or measure work-related properties in the log. Execution type7 comprises var-
ious metrics and concepts that measure the amount of work executed by a resource
unit related to a specific type of execution, such as the indicator “distinct activities” by
Pika et al. [44], which counts how many activities of a certain type was executed by a
resource [44, p. 1:9]. Execution costs measures the cost of work [30,62]. Execution fre-
quency measures activity frequency, yet independent of activity type or property, such
as the indicators “activity completions” by Pika et al. [44, p. 1:9] or “amount-related
productivity” by Yang et al. [57, p.352]. Execution time comprises metrics measuring
various time aspects, such as “processing speeds” according to Nakatumba & van der
Aalst [41, p. 8] or other notions of execution durations (e.g., [21,24]). Execution quality
refers to any property that measures the quality of work, often related to the quality of
the execution itself [57,62] or customer satisfaction [44]. Lastly, multitasking measures
a resource’s simultaneous engagement in multiple or parallel activities [24,31,44,61].

7 All concepts starting with the term execution are umbrella terms for multiple metrics with or
without specific concept names. An example is Pika et al. [44], who propose multiple execution
frequency metrics to measure the concept utilization, such as the indicators “activity comple-
tions” and “number of case completions” to count the instance involvement of a resource on
an activity and case level respectively [44, p. 1:9].
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Latent: Task-oriented concepts that are indirectly observable combine or extend behav-
ior indicators to provide a deeper analysis of the work executed. Availability measures
when a resource is available for work and includes concepts such as shift work [55]
and timetabling [24]. Batch processing investigates how resource units organize their
work in batches [40,45]. Performance8 comprises methods and indicators measuring
how well work is executed in terms of efficiency [41,44,57]. On the other hand, pro-
ductivity comprises methods and indicators to measure how well a resource unit per-
forms in terms of effectiveness, i.e., outcome- and goal-oriented [44,57]. Prioritization
investigates how resource units order the execution of tasks [53]. Utilization comprises
descriptive measures of what a resource unit is actually doing [44, p. 1:8]. Finally, work-
load measures the work done by or assigned to a resource unit within a time period
(e.g., [30,41,44,57]).

Figure 4 shows that the most common primary task-oriented concepts are multi-
tasking (3 studies), availability (4 studies), and performance (3 studies). The most
commonly supporting concepts are execution type (9 studies), execution frequency (8
studies) and execution time (9 studies). Most supporting concepts are observable rather
than latent, which is to be expected. An exception is the concept workload. The reason
for this is likely that the concept is well-established in the process mining literature.
Execution frequency is another outlier, as it is only observable as a supporting concept.

Relation-Oriented Concepts. The relation-oriented concepts focus on relational pat-
terns between entities in the data, such as resource-activity or resource-resource pat-
terns. These concepts concern the socio-structural aspects of work, such as how work is
transferred between resources or how resources are related to one another. We identified
ten concepts in total in this category; five are directly observable, and the other five are
latent.

Observable: The observable relation-oriented concepts are often metrics that mea-
sure task transferals and executions between multiple resources. Delegation9 comprises
metrics that count how many tasks, within their lifecycle, were transferred from one
resource to another for further processing [3, p. 560], often requiring event log prop-
erties about activity transitions such as assign, reassign, or schedule [1]. Handover10

metrics measure how often work is directly or indirectly transferred from one resource
unit to another after task completion (e.g., [3,21]). Exclusiveness, on the other hand, is
an “anti-handover” measure, as it measures how often work was not transferred between
resources [20, p. 759]. Joint work11 measures how often the same type of work was exe-
cuted by different research units, either on an activity level or a case level [3, p. 560].
Subcontracting measures the work executed “in-between” resource units [3, p. 560].

8 Performance and productivity are often used interchangeably in the literature. Yet, we aimed
to separate these concepts.

9 Delegation is often referred to as reassignment (e.g., [3]) or previous owner [10, p. 414] in the
literature.

10 Handover is an umbrella term for different handover relation concepts, such as handover of
work [3,21,51,54,57], handover of roles [12], or simply hand-offs [36] or handovers [10].
Some work are less explicit (e.g., Zhao et al. refers to “transfer [of] work-items” [62, p. 309]).

11 Joint work refers to metrics based on “joint activities” or “joint cases” (cf., [3, p. 560]).
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Latent: The latent relation-oriented concepts can be divided into two streams of
concepts. The first stream of concepts aims to discover and analyze organizational
models: Entity discovery12 comprises methods that identify new resource entities
such as roles [12,34,54,58,59], groups and teams [18–20,31,51,56], or communi-
ties [5,26,58], and network discovery utilizes techniques from social network analysis
to create and analyze social networks of resource units (e.g., [51,58,59]). The other
stream of concepts considers work-related aspects but is viewed from a social perspec-
tive: Collaboration13 assesses how well resources communicate or work with other
resources (e.g., [30,36,44]). Participation measures a resource unit’s involvement in
work compared to other resources, such as the indicator “attendance” [57, p. 350] and
“group member contribution” [56, p. 8]. Work distribution examines how work is dis-
tributed among multiple resources within an organizational unit [57, p. 350].

The most common primary relation-oriented concepts (see Fig. 4) are entity discov-
ery (13 studies), network discovery (7 studies), and collaboration (5 studies). The most
common supporting concepts are handover (10 studies), network discovery (5 stud-
ies), and joint work (5 studies). Handover and joint work are often used for entity and
network discovery. Moreover, both concepts, entity and network discovery, are often
used complementarily. An example is creating social networks to discover communi-
ties [5,58] or create social networks based on already discovered resource units [51].

Actor-Oriented Concepts. The actor-oriented concepts focus on resources and their
ability to pursue work. These concepts examine resource attributes with the aim of bet-
ter understanding how to best employ them in work, with little emphasis on the work
itself. We identified four concepts in total in this category, all latent. Adaptability con-
cerns a resource unit’s time to adjust to new tasks [62, p. 310]. Capability relates to
the type of work a resource unit is able to perform, such as skills [21,44] or experi-
ence [10, p. 414]. It is the only actor-related concept that is also used as a supporting
concept (cf., [10,21]). Competence measures how well a unit can perform a particular
task [30, p. 6458]. Finally, preference estimates the type of work or work behavior a
resource may prefer to execute over another [10,30,44]; or a resource unit’s preference
in working with another resource [10, p. 408].

Compared to the other concept types, task and relation, there is a lack of actor-
oriented concepts. Among the four actor-oriented concepts, preference is the most
prevalent. Note that the approaches proposed for this concept have varying degrees
of complexity, ranging from simple metrics [30,44] to machine learning methods [10].

4.3 Design Approaches

In this section, we approach the second research question (RQ2): What design
approaches were used in the literature to create the resource analysis methods? Table 1
depicts the result from classifying each approach in one of four design approach types
based on their primary driver for development (see Fig. 2a). We elaborate on this next.
12 Entity discovery is an umbrella term. The methods in this category are commonly named after

the type of entity they discover.
13 Collaboration includes the concepts cooperation and compatibility, as they are often used

interchangeably in the process mining literature (cf., [36,57]).
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Data-Driven Approaches. Data-driven approaches explore the technical possibilities
for extracting valuable insights from event logs. These investigate what insights can be
retrieved, often by applying an existing technique, with minor emphasis on a specific
problem or analytical phenomenon. We identified 14 studies in this category, making
out nearly most of the publications. There is no clear tendency toward any stream of
resource analysis or theme in the literature in this category. However, two possible
outliers are [21,62], as they are the only authors within this category that include an
actor-oriented concept in their approaches.

Problem-Driven Approaches. Problem-driven approaches start with a specific busi-
ness problem for which no sufficient solution exists in process mining. We identified
eight studies within this category. The authors in this category address the need for
solutions to obtain objective insights about resources to improve managerial decision-
making. There are three noticeable thematical tendencies in the literature. Three studies
focus on creating resource profiles either as frameworks for combining various resource
analysis metrics [44,57] or with the aim to find profile similarities [31]. Four studies
use resource analysis to provide decision support for resource assignment or allocation
mechanisms [34,36,39,59]. The last study focuses on discovering possible information
flow between organizations [54].

Furthermore, there is a difference in the type of actor as a focal point of the problem.
On the one hand, [31,44] analyze resources at a micro-level, i.e., single-unit resources
such as employees or single machines. On the other hand, [31,34,36,54,57,59] address
resource analysis at a meso-level, i.e., resources within a larger community compris-
ing groups or roles. [54] explicitly examines actors as part of cross-organizational pro-
cesses, thus setting them slightly apart from [31,34,36,57,59], as they concern smaller
resource unit constellations.

Concept-Driven Approaches. Concept-driven approaches implement or extend pre-
vious concepts in resource analysis from any relevant academic field. We identified six
studies in this category. Focusing only on the proposed primary concepts, the most com-
mon ones in this category concern how work is organized, such as through multitasking
or batch processing. Another common concept is preference. Huang et al. [30] propose
multiple primary concepts, preference included, whereas Bidar et al. [10] explicitly
advance the notion of preference using supporting concepts and machine learning.

Most concept-driven approaches expand on concepts from process and organiza-
tional science. Only Huang et al. [30] explores concepts explicitly from the social sci-
ences, i.e., preference, availability, competence, and cooperation [30, pp. 6458-6459].
This is, to some extent, also true for [12] because of the utilization of social network
analysis.

Theory-Driven Approaches. Theory-driven approaches utilize an existing theory as
a basis for a resource analysis method. We identified only one study in this category.
Nakatumba & van der Aalst [41] translate the socio-psychological framework of stress-
performance relation, also known as the Yerkes-Dodson Law of Arousal and Perfor-
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mance14, into a process mining setting. This is achieved by applying the supporting
concept execution time (processing speed) and workload to a linear regression model.
As the Yerkes-Dodson law dictates the impact of mental arousals, such as stress and
emotional pressure, on human performance, [41] assumed that the processing speed
depends on the workload.

5 Discussion

The result of our SLR provides an overview of the concepts in resource analysis that
can be measured using process mining techniques. Based on this, in Sect. 5.1, we want
to highlight some opportunities for future research. In Sect. 5.2, we discuss some of the
limitations of our work.

5.1 Future Research

We have identified five directions for future work, which we discuss in the subsequent
paragraphs.

Enhance Existing Concepts Through Variation. As most concepts are abstract ideas
of resource behavior, each provides an opportunity for future work through modification
and variation. As implied in Table 1, it is already a common practice to leverage exist-
ing approaches by adapting the underlying mechanisms, e.g., changing metrics or using
other techniques. Good examples are works that propose some entity discovery method.
Burattin et al. [12] create roles by defining a version of handoffs called handover of
roles. In contrast, Ye et al. [58] identify multi-role resources based on weighted com-
munity networks using social network analysis. Moreover, the concept of preference is
another example. Huang et al. [30] base this notion on the activity type a resource has
bid on within a time frame [30, p. 6460]. Pika et al. [44] view the concept as a cate-
gory of multiple resource behavior indicators, such as multitasking [44, p. 1:10]. Bidar
et al. [10] utilize machine learning methods to leverage the concept. All in all, every
concept and associated techniques can be further modified and expanded upon, hence
is an opportunity for further development in the future.

Leverage Actor-Oriented Concepts. The most covered concept types are task-
oriented and relation-oriented, whereas only a few authors have proposed an actor-
oriented concept. A logical reason is that event data represents work-related states and
transitions, and actor-oriented concepts concern a resource’s innate ambition or abil-
ity to work. The latter is hard to measure with event data. Nevertheless, the authors

14 In a strict sense, the Yerkes-Dodson law is not a theory but an empirical phenomenon in psy-
chology (cf., [22]) based on the original findings by Yerkes and Dodson [60]. Nonetheless, the
phenomenon is well-studied and has a long history in the psychological literature, often char-
acterized as a U-curve-shaped model (cf., [22]). Hence, we have treated the law as a theory for
our purposes.
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within this category have shown that it is indeed possible to create process min-
ing techniques that can measure more abstract behavioral patterns not explicitly pro-
vided by the data. An example of this is to measure the strength of collaboration
between resources (e.g., [30,36,57]), collaboration, which is a rather complex social
phenomenon. Whereas task-oriented and relation-oriented concepts tend to describe
the actual work, actor-oriented concepts with associated techniques could provide a
deeper understanding of the reasons behind behavioral patterns. Correspondingly, the
outcomes from such methods can be used in other areas, such as process enhancement,
simulations, and resource allocation, to facilitate a sense of realism in the analysis.

Utilize Theories and Concepts. There is a noticeable gap between theory-driven
and concept-driven approaches. Resource analysis is a broad multidisciplinary topic,
and other academic fields, such as organizational science or social sciences, have a
rich theoretical basis from which future work could profit. The process mining litera-
ture already benefits from theories and concepts outside its domain to some extent. In
organizational mining, many approaches borrow concepts from social network analysis
(e.g., [3,5,26]). In resource behavior mining, Huang et al. [30] explicitly borrowed the
concepts preference, availability, competence, and cooperation from social sciences.
Moreover, Nakatumba & van der Aalst [41] based their approach on the Yerkes-Dodson
Law, a social-psychological phenomenon. Nevertheless, only a few pieces of literature
are explicitly theory- and concept-driven. We believe that future work could benefit from
making explicit use of existing theories and constructs from other academic disciplines,
such as the social sciences, to create new concepts or refine existing ones.

Apply Techniques to Behavioral Studies. Process mining techniques can be applied
as methodologies in behavioral studies [28]. The medical domain has shown a special
interest in this regard (e.g., [4,17,25]), as process mining provides simple and objective
means to study complex behaviors in event data. Our work supports future authors
with an overview of the different aspects of resource analysis and their corresponding
literature. In addition, most authors reviewed in this work have also implemented their
approaches in easy-to-apply process mining tools such as ProM15 or PM4Py16, making
their contributions more accessible for both academic and practical purposes.

Establish the Resource Definition. A last remark can be said about the resource def-
inition itself and how it may impact how to develop techniques and interpret their out-
put for different data sets. Most approaches define a resource in broad terms, such as
any human executing tasks in a process or even any performer, regardless of whether
human or not. However, the resource type may significantly impact the interpretation
of the result or even the validity of a technique. To give a simple example, the per-
formance measure of a machine writing e-mails is not the same as the same measure
of that of a human for the same task. Machines execute such tasks in near-zero time,

15 https://promtools.org (accessed: 2024-09-18).
16 https://processintelligence.solutions (accessed: 2024-09-18).

https://promtools.org
https://processintelligence.solutions
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whereas humans require minutes, hours, and days. Similarly, for concepts like collabo-
ration, where at least two resources are involved, there is a critical distinction to make
when the concept concerns only humans, as when they concern human-machine inter-
actions or that of only machines. Even on a fine-granular level, where resource types
may be slightly different, such as the distinction between a doctor and a nurse, may
have a significant influence on how we should develop techniques and interpret their
results. Defining such nuances and creating techniques accordingly is an exciting future
research direction in resource analysis.

5.2 Limitations

The first limitation of our work regards the selection procedure. We collected the liter-
ature from a single database using rather restrictive search criteria focusing on studies
presenting process mining techniques with similar requirements. The reason for this
was to stay within the scope of this work but also to simplify classification, yet this
came at the cost of important work on resource analysis (e.g., from BPM and Role min-
ing [9,15,48,49]). We tried to mitigate this limitation through a backward and forward
search and by including additional studies using expert knowledge. The second limita-
tion relates to the extraction and classification procedure of concepts. As many concepts
are abstract behavioral constructs not sufficiently defined in the literature, the classifi-
cation procedure is a difficult task prone to subjectivity. Correspondingly, some similar
techniques refer to different concepts, further challenging the classification process. To
mitigate these problems, we discussed the classification within our research team and
adapted the terminologies or created umbrella terms.

6 Conclusion

In this work, we conducted an SLR to identify resource analysis concepts in pro-
cess mining and their primary driver for development. We found 27 resource analysis
concepts in 29 studies, which can be classified as task-oriented, relation-oriented, or
actor-oriented concept types. They can also be discriminated in observable or latent
variable types. Furthermore, four design approaches distinguish the approaches: data-
driven, problem-driven, concept-driven, and theory-driven. Most concepts are data- and
problem-driven. Only one author developed a theory-driven approach. Future work can
create new approaches by advancing existing ones, e.g., changing the underlying tech-
nological foundation or creating new resource analysis tools grounded in theories from
other disciplines.
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Abstract. Software architecture plays an important role in the devel-
opment of modern, complex software systems as it influences a system’s
quality attributes and ability to grow with future demand. Designing
the software architecture of cyber-physical systems (CPS) becomes even
more challenging due to their capability of directly influencing the phys-
ical world and thus introducing new non-functional requirements related
to fault-tolerance, safety, and resource scarcity. Existing research focuses
on systems engineering to achieve the vertical integration of CPS with
an organization’s information systems and processes, but not on soft-
ware architecture to horizontally extend existing systems with new CPS.
In this report we describe the process of revising an existing monolithic
software architecture for a smart factory towards a microservices-based
architecture to meet these new requirements and prepare the factory to
be extended with new CPS. For the revision of the existing architec-
ture, we provide an analysis of its code base before and after changes,
a description of the refactoring process, and discuss relevant new non-
functional requirements and architecture options. We elaborate on the
architectural decisions favoring microservices and analyze the new archi-
tecture regarding improved quality attributes to evaluate the system.

Keywords: Cyber-physical Systems · Software Architecture · Internet
of Things · Microservices · Industry 4.0

1 Introduction

The architecture of a complex software system has a significant influence on its
quality attributes and on the feasibility of extending it with new components and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Kaczmarek-Heß et al. (Eds.): EDOC 2024 Workshops, LNBIP 537, pp. 203–220, 2025.
https://doi.org/10.1007/978-3-031-79059-1_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-79059-1_13&domain=pdf
https://orcid.org/0000-0003-1675-2592
https://orcid.org/0000-0002-6866-0799
https://doi.org/10.1007/978-3-031-79059-1_13


204 R. Seiger and L. Malburg

functionality in the future [7]. Decisions related to software architecture have a
strong impact on the software system and are challenging to revise later [30],
which is why they are based on extensive trade-off discussions by software archi-
tects [26]. Software architecture has also become of increasing importance when
developing systems that influence and are influenced by the physical world–
Cyber-physical Systems (CPS) [16]. Typical systems engineering approaches dis-
cuss the vertical integration of compounds of sensors and actuators forming CPS
(e.g., production machines) with a company’s information systems (e.g., based on
the ANSI/ISA-95 pyramid [25]). However, these CPS become increasingly com-
plex and the horizontal integration of CPS [42] requires deeper investigation of
software architectural aspects. Here, CPS might introduce novel non-functional
requirements (NFRs), e.g., related to safety, energy consumption, connectivity,
or constraint resources, which are usually not considered when deciding about
software architectures in purely digital software systems [30]. On the other hand,
common NFRs, e.g., related to performance and elasticity, might not be relevant
in CPS as computing resources are constraint. Nevertheless, the CPS software
architecture should enable all components to flexibly interact with each other
while fulfilling functional and non-functional requirements.

In this paper, we report our experience with revising the software architecture
of a model factory as a typical CPS. Starting from a monolithic software system
controlling the factory that has originally been developed as a proof-of-concept
prototype with focus on vertical integration [21,22,34], we present an analysis
of its architecture and code base [6], our experience working with it, and new
non-functional requirements. Then, we will discuss breaking down the monolithic
architecture into a microservices-based architecture to address the new NFRs.
For these changes we elaborate on the architectural decision forces and decisions
related to the architectural styles and service sizes, including their implemen-
tation, communication, and orchestration. These developments are driven by
requirements from Industry 4.0 [11] with the goal of achieving more flexible
production scenarios that exhibit high fault-tolerance, extensibility, and main-
tainability while also considering resource constraints and safety [25].

The paper is structured as follows: We elaborate on experiences with the
existing smart factory architecture and problems we have identified in Sect. 2.
Here we also identify new requirements as objectives of a solution in a first
design science cycle [28] to improve the operation of the smart factory system.
In Sect. 3 we build and develop a revised version of the software architecture as
the main artifact to serve as basis for an extension of the CPS. We evaluate and
demonstrate this solution in Sect. 4. Section 5 presents related work. Section 6
concludes the paper and shows potential future work.

2 Existing Smart Factory Software Architecture

2.1 Software and Hardware Components

We use a smart factory model with components provided by Fischertechnik as
basic hardware platform for our Business Process Management (BPM) related
research [20–22,34]. The smart factory simulates a production line that consists
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of 6 production stations, each representing a different capability that can be
executed in a production process (e.g., burning, milling, or transportation). A
production station is managed by an embedded controller that executes low-level
commands to control connected sensors and actuators. These commands are sent
from a self-developed, monolithic control software running on a dedicated com-
puter. The software architecture of this software system is technically layered
with one Web Service (cf. Fig. 1) exposing the capabilities of all production
stations as REST resources [21,22,34]. The encapsulation of the low-level com-
mands as high-level capabilities that view each production station as an entity
is achieved via an object-oriented Domain Model (cf. Fig. 1) following domain-
driven design [4]. As depicted in Fig. 1, we use a Workflow Management System
(WfMS) as an orchestrator of the production that facilitates the modeling of
processes in BPMN 2.0 [27], their automation, adaptation [20], and mining [34].

Fig. 1. Original architecture of smart factory control software.

2.2 Architectural Decisions

The decisions regarding the design and implementation of the smart factory con-
trol system have mostly been driven by functional requirements to control the
production line for BPM-based research, and focused on the vertical integration
of all hardware components from sensors to services [25] in a proof-of-concept
prototype. The goal was to encapsulate the sensors and actuators belonging
to the production stations at a reasonable level of abstraction and to provide
service-based access to this high-level functionality [34]. NFRs related to agility,
elasticity, or scalability did not play an essential role as the operation of the smart
factory is limited by the physical resources (i.e., sensors, actuators, materials)
available to execute requests and activities in the production processes [21,34].
A detailed description of the existing software system and driving functional
requirements can be found in [34] and [21]. We decided to base the initial imple-
mentation of the smart factory control system on a monolithic service-based
architecture for the following reasons (NFRs) [30]:
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– Costs of Prototype: To serve as basis for several research projects [22], we
aimed to have a quick and relatively low-cost proof-of-concept implemen-
tation of the smart factory control system. Priorities here were not on the
software architecture, but on the prototypical implementation to have a basis
for advanced research on flexible and adaptive processes in CPS [19,20].

– Simplicity : We aimed for a rather simple solution to achieve a quick imple-
mentation of the factory control system that is relatively easy to maintain.

– Functionality : The functionality of the individual stations is not too complex.
Each station usually offers 1 to 3 different types of capabilities [21,34].

– Configurability and Deployability : The control software should be easy to
configure, to deploy, and to run on a standard desktop computer.

2.3 Experience and New Requirements

We informally collected anecdotal experience from three research groups work-
ing with the monolithic implementation of the smart factory control system.
All agree that the low operational costs and easy deployability of the monolithic
architecture lead to a positive experience when using the software system to con-
trol the smart factory. In normal operation mode, a high degree of fulfillment of
the functional requirements related to the production stations can be observed.
However, over time all groups identified new NFRs related to fault-tolerance,
recoverability, and extensibility [32] that are not fulfilled by the system. More-
over, all groups experienced an increased complexity of debugging and maintain-
ing the software system, in particular during experimental evaluations [19,20,34].
New requirements originated from the interactions of the system with the physi-
cal world and the rather unreliable hardware/software components of the smart
factory model, which often lead to exceptions, unexpected behavior, and network
disconnects of its embedded controllers [20]. Furthermore, the smart factory con-
trol system is intended to serve as basis for our BPM-related research [13,22],
which entails extending its functionality and features to fulfill new requirements
from the implementation of research prototypes on a regular basis. Here, the
software system does not perform well either. The non-functional characteristics
that became more prominent include:

– Fault-tolerance: The operations of the smart factory are frequently inter-
rupted by unexpected events at the physical production stations or by errors
within the embedded controllers (e.g., loss of network connection) and soft-
ware. These errors regularly lead to the entire system not working properly
anymore and thus, to reduced availability and need for human interventions.

– Recoverability: Although errors typically relate to only one production station
or one hardware component, the entire control system has to be stopped and
restarted to recover from the errors, which leads to unnecessary downtimes
for all stations. Recoverability of the system is low.

– Extensibility and Maintainability: The smart factory will be extended with
additional CPS (robots) to simulate more complex production scenarios [32].
However, the extensibility of the existing software system is rather low as
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adding new devices and functionality requires many changes in the existing
code base. This symptom also leads to low maintainability of the software
system as fixing errors, modifying code, and adding new features often result
in performing many changes that may also break the system [12,23].

These insights motivate us to investigate the following two research questions:

RQ1 What are reasons for a CPS software system to show symptoms of poor
fault-tolerance, recoverability, extensibility and maintainability?

RQ2 How does the architecture of a CPS software system need to be designed
to address these non-functional requirements?

2.4 Code Analysis of the CPS Software System

In Sect. 2.3 we already provided indications to answer RQ1 related to the smart
factory’s hardware. Learning factories offer a suitable, low-cost playground for
CPS and BPM research as discussed in [22]. However, the hardware components
are less reliable than in real production settings, and the hardware-software
controllers (PLCs) do not implement any safety or fault-tolerance mechanisms.
Thus, issues related to hardware have to be addressed by the software system
controlling the smart factory. To further investigate RQ1, we performed a static
code analysis of the Python-based code base of the existing factory control sys-
tem1 using Sonargraph Architect2. Our main focus here was on code entangle-
ment, dependency cycles, large files/classes, complexity, and code duplication,
as issues in any one of these may lead to the symptoms described in Sect. 2.3 [2].

Fig. 2. Code analysis of existing smart factory control software.

1 https://github.com/ics-unisg/smart-factory-monolith.
2 https://www.hello2morrow.com/products/sonargraph/architect9.

https://github.com/ics-unisg/smart-factory-monolith
https://www.hello2morrow.com/products/sonargraph/architect9
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A summary of the analysis results is shown in Fig. 2 (left); a simplified depen-
dency graph comprising all Python files organized in packages in Fig. 2 (right).
Even though the complexity of individual classes, methods, and code fragments
is low, a relatively high percentage of code is entangled, indicating a rather
rigid software design [23] and technical debt resulting from the quick prototype
implementations, which lead to a high effort in maintainability and low extensi-
bility. The same holds for the identified code redundancy indicating issues in the
object-oriented design. However, almost no cyclic dependencies exist, which is a
good sign of clean architecture. The main issue influencing fault-tolerance and
recoverability is related to the implementation of the web service on top of the
domain model (cf. Fig. 1) and the single class initializing the entire functionality
of the domain model (file: init factory.py). While the rest of the domain is
already structured into individual, functionally cohesive modules per production
station, the web service (file: app.py) contains all REST end points and logic
to call the methods of all classes in the domain model. This one file with >1.3k
lines of code (LoC) and the initializer class make the software system a monolith–
violating the single-responsibility principle [23], among others–and impose the
rather poor performance regarding fault-tolerance and recoverability on it [30].
As indicated in Sect. 2.3, an issue with the hardware of one production station
(e.g., loss of network connection to a controller) requires a restart of the entire
software system to recover from the error. With these insights, we can confirm in
response to RQ1 that a monolithic architecture and the identified issues (smells)
in the code base lead to a decrease of fault-tolerance, recoverability, extensibility
and maintainability, also for software systems controlling CPS [7,36].

3 Revision of the Smart Factory Architecture

The new non-functional characteristics discussed in Sect. 2.3 became the driv-
ing forces influencing the operation of the existing software system. To prevent
the accumulation of more technical debt and architecture erosion with future
extensions [7], and to improve the fulfillment of the new NFRs (cf. RQ2), we
decided to redesign and refactor the software system. Thereby, the fulfillment of
the functional requirements (cf. Sect. 2.1) should not be affected.

3.1 Architecture Options

The new NFRs (cf. Sect. 2.3) motivated the revision of the monolithic software
system controlling the smart factory. Based on these new driving forces we eval-
uated typical software architectural styles summarized by Richards and Ford
in [30] regarding their suitability. In addition to the NFRs, the authors dis-
cuss the type of partitioning of an architectural style–technical partitioning or
domain partitioning–and the number of possible standalone software components
(Architectural Quanta) the specific style might lead to (one or many) [30].

With maintainability, fault-tolerance, and extensibility being among the main
driving forces, we decided that the main strategy of revising the architecture and
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implementation is to focus on decoupling of components. Thus, we discarded all
options that involve monolithic styles resulting in only one architectural quantum
(e.g., layered architecture, modular monoliths, microkernel architectures, and
service-oriented architectures) as these are likely to not improve fault-tolerance
and availability [30]. The software system controlling the production stations of
the factory does not require a sophisticated database infrastructure or shared
access to data from the stations [3]. For this reason, we discarded the options
of service-based and space-based architectures as non-monolithic architectural
styles. Finally, we decided that a microservices architecture is the best fit
regarding fault-tolerance and extensibility as driving forces addressing RQ2 [30].

3.2 Architecture Decisions and Implementation

As discussed, we found the best trade-offs in a microservices architecture [30].
While keeping the functionality intact, the main question regarding the redesign
concerns the integrators and disintegrators that determine the size of one
microservice, i.e., how the monolith should be split up. Typical integrators and
disintegrators in digital services include different levels of: 1) performance and
throughput, 2) code volatility, 3) data security, and 4) transactional boundaries
in specific parts of a software system [30]. If parts of a system show similar
characteristics regarding one or more of these aspects, then they might be put
together (integrated) in one service. If they exhibit different characteristics, then
these parts are likely to be disintegrated into different services. However, the
aforementioned four aspects do not apply in the given CPS setting. In addition
to the new NFRs (cf. Sect. 2.3), we determined the following aspects to influence
the decisions about the size of a microservice in the smart factory:

– Functionality : Despite the low amount of functionality associated with each
production station (cf. Sect. 2.1), the one web service controlling the factory
depicted in Fig. 1 implements in total 15+ resources that expose the high-
level functionality of all stations [34]. As stated in Sect. 2.4, this is a sign of
low functional cohesion [23]. We see a need for smaller web services.

– Physical setup: The physical layout and configuration of the production line
naturally groups all sensors and actuators belonging to one production station
(or production cell). These sensors and actuators are wired to the embedded
controllers on a per-production-station basis (cf. Fig. 1), i.e., one embedded
controller is responsible for one production station.

Service Sizes: The physical setup as a novel aspect influencing architectural
decisions in CPS became the main force to decide about the service granulari-
ties. The physical grouping of components related to one embedded controller
and thus to one production station–one responsibility–is a natural disintegrator
and fits well to the size of one microservice [3]. In addition, we often encounter
issues in the factory’s operation on the level of individual controllers, which sup-
ports this service granularity as it isolates failures on the level of a production
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Fig. 3. Revised microservices (MS)-based architecture of the smart factory system.

station. The decision of having one microservice per production station parti-
tions the architecture related to the domain functionality and capabilities of
individual production stations, i.e., we will have a bounded context per station
(subdomain [3]) and thus a higher functional cohesion per service [4].

Refactoring: The implementation of this new architectural style based on the
results from the static code analysis of the original system [6] was straightfor-
ward as the domain core of the existing monolithic system was already structured
based on the different production stations (cf. Sect. 2.4). With the original source
code and additional metadata (e.g., architectural diagrams) available, we were
able to follow the decomposition process described in [6]. In the object-oriented
domain model, there was one class per type and instance of a production sta-
tion [21,34], which contained the low-level logic to control the station’s sensors
and actuators via the respective embedded controller. The monolithic web service
on top of the domain core also grouped the resources based on the production
stations [21,34]. Therefore, it was relatively easy to refactor the monolith and to
extract the relevant logic and service implementations into individual microser-
vices. The main refactoring that needed to be done was splitting up the web
service (file: app.py) and factory initializer class (file: init factory.py) based
on the individual production stations. As we were not using a sophisticated
database infrastructure to persist data, decomposing the software system into
microservices was straightforward [3]. Fig. 3 shows the resulting new architec-
ture. The interactions of the microservices as part of the production processes
are still orchestrated by one WfMS [34]. In our setup, all 6 microservices are
deployed to and running in a container-based Docker environment on a desktop
computer, which is connected to the embedded controllers via Ethernet.
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3.3 Code Analysis of the Microservices-Based System

Similar to the code analysis for the existing system described in Sect. 2.4, we
analyzed the code base3 of the revised, microservices-based smart factory control
system using Sonargraph, considering code entanglement, dependency cycles,
large files/classes, complexity, and code duplication.

Fig. 4. Code analysis of revised smart factory control software.

A summary of the analysis results can be seen in Fig. 4 (left). A simplified
dependency graph showing all microservices in dedicated modules and exem-
plary Python files is depicted in Fig. 4 (right). Here we see that the code has
been reorganized from a more object-oriented structure into domain-partitioned
modules (e.g., hbw, sm, vgr, etc.) each representing a microservice for one pro-
duction station. The redesign and refactoring show a major improvement and
reduction regarding code entanglement and code in large files. We achieved this
through decomposition, reorganizing the code, and splitting up the web service
implementation into the individual microservices. However, we also observe an
increase in code redundancy, which is often encountered when migrating from
an object-oriented monolith to microservices [5]. In our implementation, each
production station has common functionality and attributes implemented in a
base class that is then specialized by the production station. When migrating
to microservices, we decided to replicate this base class for each microservice,
which led to an increase of the code base by 44 % and duplicated code by 20 %.
Several strategies exist to deal with shared code (e.g., shared libraries, shared
services, sidecar pattern [5]). In our revised implementation, we decided to use
code replication as we do not expect many future changes to the base class [5].

3 https://github.com/ics-unisg/smart-factory-microservices.

https://github.com/ics-unisg/smart-factory-microservices
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4 Evaluation and Discussion

By investigating RQ1 based on the analysis of the original code base and architec-
ture in Sect. 2.4, we identified various issues in the design and code of the mono-
lithic system that led to a poor performance when fulfilling the new NFRs fault-
tolerance, recoverability, extensibility, and maintainability discussed in Sect. 2.3.
In this section we evaluate the effects of the revised, microservices-based archi-
tecture on these NFRs based on a qualitative discussion to answer RQ2. These
discussions partially refer to the results of analyzing both versions of the software
system using Sonargraph. The detailed metrics are contained in the repositories
provided for the monolith and microservices-based implementation.

4.1 Maintainability

Maintainability improved due to the microservices being less complex regarding
their functionality and implementation [15]. A stricter adherence to the single
responsibility principle led to smaller microservices with individual sizes between
871 and 2175 LoC (compared to a total of 3778 LoC for the monolith) and
cleaner implementations with higher functional cohesion, less coupling, and less
dependencies. The average component dependency ACD [2] decreased from 3.71
to 1.55; the propagation cost metric according to MacCormack et al. [2] strongly
decreased from 17.69 to 3.88; and the cumulative structural debt index for the
system decreased from 11 to 0 [2]–all indications of a cleaner implementation and
improved structure [23]. Thus, we can assume that the individual microservices
are easier to maintain and to debug [2]. Bugs can be more easily located and
associated with a specific microservice as there is higher functional cohesion
and less source code inside one service [12]. However, in Sect. 3.3 we have also
identified an increase in code redundancy due to a common base class being
reused in all microservices, which increased the Average Complexity (based on
McCabe’s cyclomatic complexity) [2] of the entire system from 1.36 to 1.59.
In general, replicated code leads to an increase in maintainability of a software
system as all changes at one location need to be tracked and consistently changed
across all copies, often requiring code versioning [5]. In our implementation, we
assume the implementation of the base class to be stable and barely changing–
circumstances where replicated code is acceptable in a microservices context [5].

4.2 Fault-Tolerance and Recoverability

The NFRs fault-tolerance and recoverability became the most important driv-
ing forces when working with the smart factory system. Among many sources,
Richards and Ford attribute an improved fault-tolerance and recoverability to
a microservice-based architecture compared to monolithic approaches [30]. We
can confirm this observation in our CPS context as decomposing the monolithic
architecture into per-production-station microservices increased fault-tolerance
and recoverability. By focusing on the decoupling of components, we were able
to confine potential errors to the scope of a production station. Hence, hardware
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errors (e.g., related to the connectivity of a production station’s controller) do
not affect other stations or services. We can easily resolve issues at the gran-
ularity of a production station and recover the failed component by restarting
the corresponding controller and microservice to restore normal operations. The
application of techniques from fault-tolerant programming may further improve
the system’s tolerance against software errors. Our focus was on addressing
hardware-related issues as primary source for interruptions of the smart factory.

The deployment and operation of the now 6 microservices has become more
complex. However, the platform used for running the containerized microser-
vices greatly reduces this complexity as all containers can be started at once
and redeployed and restarted individually to recover from errors [8], without
adding significant overhead to the computer’s resource consumption [37]. So far,
our experience working with the revised software system, especially for experi-
mental settings, confirms an increased fault-tolerance, better recoverability, and
thus a higher overall availability of the production system. Nevertheless, a higher
number of involved (micro)services also means an increase of network communi-
cation among the services, which may result in higher latency and communica-
tion issues [1]. These aspects do not play a significant role in our setup with all
services running in the same local, container-based environment. A more system-
atic analysis of the software system’s availability, ability to recover from errors,
and need for human interventions remains subject to future work.

4.3 Extensibility

One of the main goals of this work was to prepare the smart factory software sys-
tem for an extension with additional CPS. As acknowledged in literature [30],
a microservice-based architecture exhibits a better extensibility than a mono-
lithic system, which motivated us to revise the existing software architecture.
The results of analyzing the revised implementation (cf. Sects. 3.3 and 4.1) show
a decrease in dependencies, coupling, and code entanglement, which are indica-
tions of improved extensibility. Adding new microservices to the software system
is facilitated due to the lower coupling and no shared code and dependencies
between services. A new Fischertechnik-based production station of known type
can be added non-invasively to the production line by simply instantiating a
second container for the respective microservice with a slightly different configu-
ration (e.g., IP address). A new production station of unknown type can be added
based on a new microservice where the common base class is reused and extended
with the machine specific implementation. We have successfully extended the
implementation and instantiated the containers for a different smart factory
configuration with multiple instances of Fischertechnik-based machines [21].

To further demonstrate the extensibility, we added four robots–two mobile
robots of type TurtleBot 4 Pro and two robotic grippers arms of type Dobot
Magician–to the existing CPS (cf. Fig. 5). As the microservices-based style of the
CPS dictates the software architecture, it has been straightforward to integrate
the control systems for the robots into the overall CPS, also in a (micro)service-
based manner with dedicated services for each robot. Putting these systems
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Fig. 5. Extended smart manufacturing setup with new CPS.

together with one or more of the existing microservices of the smart factory
would have led to a more monolithic approach negatively impacting the quality
attributes. The two robotic gripper arms have been integrated in a service-based
manner, sharing a common instance of ROS2 [18] to control both robots and
expose their capabilities via web services. The shared ROS2 instance is suitable
because of the close physical proximity of both robots and the need to save
resources on the available computer running the ROS2 instance. The two mobile
robots are regarded as standalone microservices, which are each controlled by
a dedicated ROS2 instance on a Raspberry Pi 4. The main driver for having
one microservice per robot was to enable both robots to operate autonomously
from any other software service and thus not to rely on a constant network
connection [33]. Adding the robots in this (micro)service-based way did not
require any modifications to the existing microservices-based software system
controlling the smart factory, and it allows us to orchestrate all services of all
components uniformly based on REST using a WfMS. In our setup, additional
communication among all services is facilitated by using a messaging and stream
processing system [34]. Table 1 summarizes all decision forces and decisions we
took when revising the smart factory system and adding the robots to the CPS.

4.4 Research Questions and Limitations

With answering RQ1 in Sect. 2.4, we identified in our case study the monolithic
style and issues in the software design and code base related to code entan-
glement, high coupling and low cohesion, as the main reasons for the exist-
ing CPS software system to perform rather poorly regarding the NFRs fault-
tolerance, recoverability, extensibility, and maintainability [36]. The results of
discussing these NFRs after revising the existing monolithic software system to
a microservices-based architecture indicate an improvement of all these NFRs.
Thus, as an answer to RQ2, we suggest to focus on decoupling monolithic
CPS control systems towards more individual standalone components, prefer-
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Table 1. Summary of architectural decisions in the extended CPS.

CPS Architectural StyleServiceSize Decision Forces

Smart Factory Microservices 1 production
station

Physical setup,
fault-tolerance, extensibility,
functionality

Robotic Gripper
Arms

Service-based 1 robot Physical setup, computing
resources, fault-tolerance

Mobile Service
Robots

Microservices 1 robot Autonomy, energy
consumption, connectivity,
fault-tolerance

ably microservices the size of a production station or production cell, to improve
fault-tolerance, recoverability, extensibility, and maintainability.

As a limitation we acknowledge that we work with a small-scale learning
factory [22], which does not have any hard real-time and safety constraints,
and which allows us to interface with the embedded controllers using high-level
programming languages from desktop computers. Assuming that these kinds of
open interfaces and full control of the hardware exist in a real industrial produc-
tion environment might not be completely realistic, but with machine interfaces
becoming more accessible and standardized (e.g., based on the Asset Adminis-
tration Shell [32]) we can observe a trend towards more openness and interoper-
ability in the future. The learning factories serve as bridges between completely
simulated, virtual environments and real-life production settings. They can be
used to educate shop floor personnel and to conduct sophisticated low-cost and
low-effort research of CPS and BPM in more realistic settings [22]. Therefore, we
deem the insights of this work to be also relevant more generally in CPS as exist-
ing CPS software systems are usually structured in a more monolithic way and
also exhibit typical software design flaws and code smells [36], which negatively
impact the quality attributes of the software systems. We hypothesize that our
proposal of moving towards more decoupled service-based architectures, where
the physical setup of the individual CPS components has a strong influence
on the service granularities, can be generally applied to improve non-functional
characteristics of distributed CPS. Moreover, we observe an increasing num-
ber of research groups using a variant of the learning factory as basis for their
research in BPM, CPS/IoT, software engineering, and automation. The insights
and artifacts presented in this experience report might facilitate their setup of
the factory based on our proposed microservices-based software architecture.

5 Related Work

Literature surveys on using microservices-based software architectures in the
context of IoT can be found in [35] and [29]. In [35] the authors discuss about
NFRs relevant in IoT and they provide pointers to different approaches that
discuss solutions to fulfill these NFRs.
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In [15] the authors highlight the flexibility and versatility of using microser-
vices to implement small features bounded within processes in IoT, in contrast to
heavy weight inflexible monoliths. A microservice architecture for the industrial
IoT (IIoT) is presented by Dobaj et al. in [3]. The authors discuss different types
of design patterns for IIoT and relevant decision forces such as dependability,
performance, and flexibility. Based on these, a layered microservices-based archi-
tecture and the application of the design patterns to address the IIoT-related
NFRs is presented. Among others, the aspects of decomposition into subdo-
mains and shared data access in the microservices architecture are discussed,
which are well aligned with the decisions and discussions we have presented
in our approach. The design of a microservice architecture for a smart city IoT
platform that organizes the microservices around business capabilities, similar to
the production stations representing the capabilities of the smart factory, is pre-
sented in [14]. Deciding about the granularity of individual microservices based
on business capabilities is also a common strategy in purely digital, non-CPS
systems as pointed out by the authors in [8] discussing their move from mono-
liths to microservices. NFRs around architectures for IIoT are discussed in [39].
Besides high availability, extensibility, and interoperability, which are discussed
in our work, too, the authors emphasize real-time operations and cyber-security
as critical aspects in IIoT. We agree that these are highly relevant in real-world
deployments, but we found them less significant for the smart factory model
used in our laboratory environment. We skipped these non-functional aspects
due to their complexity and refer to the discussions in [39].

A literature study on the migration of monoliths to microservices is pre-
sented in [1]. In addition, the authors provide a case study on how to bench-
mark the migration by comparing the performance and consumption of comput-
ing resources of the system before and after migration. This study can be very
helpful for our future work to conduct a more quantitative analysis of our pro-
posed revision of the existing CPS software architecture. The aspect of migrating
existing software architectures in CPS towards microservices is discussed in [17]
and [31]. Sarkar et al. showcase their migration of a complex monolith controlling
an industry automation system to containerized microservices [31]. Among oth-
ers, they are faced with strong couplings between components, which increases
the difficulty of breaking down the monolith. Liu et al. present migration strate-
gies that consider economic factors to reduce downtimes and costs when moving
an active production line to microservices [17], which is only partially relevant in
our laboratory environment. In [24], the authors discuss the migration of a soft-
ware system for autonomous UAV-based infrastructure inspection from monolith
to microservices. They nicely show the benefits of microservices for scalable data
processing in their work, which will become relevant for our smart factory once
we put a stronger focus on processing of the data emitted from the factory.

Several works discuss the design of specific IoT architectures in smart pro-
duction [10,38,41], which also address the aspect of integrating different types
of robots based on ROS [38]. All approaches follow service-based architectures
that feature messaging systems for loosely coupled interactions, similar to our
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proposed architecture. Furthermore, various works discuss the use of workflow
engines, as we do, to orchestrate processes [38] and (micro)services [40].

From the discussion of related work we can conclude that we identified and
addressed NFRs with high relevance for IIoT and CPS in our work. The method-
ological approach, decision forces, and architectural decisions we took when
breaking down the smart factory monolith into microservices and extending it
with robots are well aligned with existing literature. Moreover, we can confirm
that containerization of microservices, messaging systems for communication,
and WfMS for orchestration of processes are suitable means for creating flexible
and extensible software architectures that promote high fault-tolerance, auton-
omy, and loose coupling in complex software systems controlling CPS.

6 Summary and Future Work

In this work we discussed the case of revising an existing monolithic software
architecture for a smart factory control system towards a microservices-based
architecture. The original design and implementation of the monolith was driven
by functional requirements and the goal to have a quick, low-cost implementa-
tion of a prototype to serve as basis for more advanced research. However, the
experience from working with this prototype led to the emergence of new non-
functional requirements (NFRs) related to fault-tolerance, recoverability, main-
tainability and extensibility, which became the main driving forces to decompose
the monolith into microservices as it did not fulfill these new NFRs sufficiently.
We analyzed the monolith and its code base to identify the reasons for not fulfill-
ing these new NFRs. A discussion of architectural options and ways to mitigate
identified flaws in the software design and code base led us to focus on decou-
pling of the monolithic system’s components and breaking the system down
into microservices. The physical grouping of sensors and actuators belonging
to one production station that is managed by one embedded controller became
a natural fit to dictate the size of one microservice representing the station’s
business capabilities. An analysis of the new system’s design and code base
showed improvements regarding maintainability, coupling, and cohesion of com-
ponents. The characteristics of the new microservices-based architecture confirm
an improved fault-tolerance, recoverability, and extensibility, which we demon-
strated by non-invasively adding new robots controlled by (micro)services to
the existing CPS software architecture. All microservices are orchestrated by a
workflow management system enabling advanced research on BPM and IoT [9].

In future work we plan to adapt the implementation of the individual
microservices to be compatible with the asset administration shell to improve
extensibility and interoperability with other systems [32]. Furthermore, we will
conduct a more systematic quantitative evaluation of the CPS where we will
compare different architectural decisions and their impact on NFRs and resource
consumption. In this context, we plan to develop a formal model based on [26]
and a case base of experiences regarding architectural decisions in CPS to doc-
ument their impact on NFRs and provide guidance to software architects.
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Abstract. There is an increasing potential for using AI applications in
finance, ranging from simpler Generative AI applications to more com-
plex, agent oriented solutions. This paper reports on our experience in
applying early AI solutions in an Australian fintech landscape. We first
present a framework developed to support industry experts and prac-
titioners in adopting AI solutions in a scaleable manner, to ensure the
adoption of fit-for-purpose AI systems. We then focus on a longer term
research dimension, which addresses more complex business problems for
which the emerging multi-agent AI technologies may offer more value. We
experimented with these technologies, including their integration with
more mature approaches such as RAG. Our proof of concept for retire-
ment planning application, highlights benefits and directions for LLM-
powered AI agents, and also identifies limitations of current technologies.
Specifically, deploying multi-agent technologies on low-powered infras-
tructure presents challenges. These limitations can hinder the implemen-
tation of solutions that require reliable reasoning and collaboration. Our
proof of concept highlights both the potential of multi-agent technolo-
gies, and the limitations that need to be addressed.

Keywords: LLM powered agents · Multi-agent AI · RAG · Fintech

1 Introduction

The financial services industry is undergoing a radical transformation fueled
by Artificial Intelligence (AI). From fraud detection to algorithmic trading, AI
is automating tasks, improving efficiency, and generating valuable insights. For
example, David Walker, the Chief Technology Officer at Westpac, one of Aus-
tralia’s leading banks, predicts that these advancements will help revolutionize
the banking industry [8]. His insights highlight the potential for AI to provide
personalized interactions and recommendations through context-aware systems,
potentially enhancing engagement with both customers and employees.
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This paper addresses the need for practical AI applications in finance, specifi-
cally wealth management tools like retirement planning. We aimed to understand
the value of current AI capabilities while accommodating future developments.

There are two key contributions of this paper. The first is an industry-
focused framework designed to support Australian financial services profession-
als in adopting AI solutions in a scalable manner. Starting from simpler, more
mature AI technologies and evolving into complex systems capable of address-
ing advanced business challenges, this framework empowers industry experts and
practitioners, such as risk managers, data scientists, and solution and enterprise
architects to make informed decisions throughout the AI adoption process. It
addresses key considerations such as consumer value proposition and regulatory
compliance, ensuring the selection of fit-for-purpose AI systems.

Our second contribution delves into a longer-term research dimension, explor-
ing the possibilities of emerging multi-agent AI systems, demonstrating their
potential to deliver more efficient solutions for existing use cases and tackling
more complex financial challenges. In particular, we utilized a multi-agent orches-
tration framework, crewAI [13], wherein agents are powered by Large Language
Models (LLMs) and capable of utilizing techniques such as Retrieval-Augmented
Generation (RAG), to develop a proof-of-concept retirement planning assistance
application. This exploration not only highlighted the significant benefits of
LLM-powered agents, such as improved productivity and personalization, but
also revealed limitations related to explainability, consistency, biases and com-
putational demands.

The remainder of this paper is organized as follows: Sect. 2 presents related
work. This is followed by providing the description of the problem of scaleable
adoption of AI within a finance organisation and a framework we developed to
facilitate this, Sect. 3. Section 4 describes in detail our proof of concept implemen-
tation for a retirement application, utilizing the crewAI multi-agent orchestration
framework. Section 5 discusses lessons learnt in developing this proof-of-concept.
Finally, Sect. 6 concludes the paper and outlines future directions.

2 Related Work

There are a number of technological, regulatory and commercial efforts that
influenced our work, which enabled us to developed a more focused solution
approach while reflecting the specific business case and business environment we
have addressed.

Our use case required specific access to relevant retirement information, con-
sumer specific information, and regulatory information, such as relevant retire-
ment policies, as a way of enhancing the semantic context and functionality
of the LLMs powering the agents. We initially identified RAG to augment the
LLMs’ capability and provide contextually relevant and accurate information.
By integrating RAG, LLMs harness the power of not only their pre-trained data,
but also dynamically retrieved information, helping prevent hallucinations [10].
This comes with the added benefit of not having to retrain a model when new
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information becomes available. A more advanced, Agentic RAG extends these
capabilities further by enabling LLMs to adjust retrieval strategies based on the
evolving context and goals within a conversation. By integrating Agentic RAG,
these agents move beyond static information retrieval to a more proactive, agent-
driven approach [23].

The term ‘agentic’ above reflects the ability of agents to exhibit their agency,
in terms of their autonomy of decision making. These advanced AI-driven pro-
grams, designed to independently pursue defined goals, have the potential of
helping industries including healthcare, finance and more [9]. With the emer-
gence of LLMs such as OpenAI’s GPT series and Meta’s open-source Llama
models, LLM powered agents specifically have become more prominent. These
are agents where the core controller is an LLM, instead of classical techniques
such as rule-based systems. Using an LLM enables the agent to have memory,
the ability to plan to achieve its goals, and the ability to use tools, as opposed
to merely performing an action [25]. The process of constructing autonomous
AI agents involves the consideration of which architectures to use, to achieve
optimal results [24].

Pivotal advancements in this area include Microsoft’s AutoGen, which pro-
vides a framework wherein customizable agents can converse with each other,
offering the opportunity for multi-agent LLM application development [26]. They
propose that multi-agent conversations are feasible due to the abilities of LLMs
to respond to feedback, handle a wide range of tasks, and to perform well on com-
plex tasks by simplifying them into simple subtasks. Another recently emerged
framework is crewAI [13]. Built on top of LangChain, the crewAI framework
provides the capability of defining agents, tasks, and tools to rapidly compose a
crew of agents which fulfill given tasks autonomously.

The increased interest in adopting AI within fintech organisations has also
led to new regulatory efforts in Australia. The Australian Banking Association
(ABA) has proposed several recommendations to the Australian government for
integrating AI in the banking industry [1]. These include building upon exist-
ing sector-specific practices and maintaining legislative neutrality to ensure that
AI-driven and human-made decisions adhere to the same regulatory standards.
Furthermore, King & Wood Mallesons, a leading international law firm, acknowl-
edges Australia’s adoption of AI and its regulation, and highlights the impor-
tance of transparency, security, and associated risks when employing AI [16].

There are also some commercial providers that have recently starting offering
Generative and Conversational AI solutions for the Fintech industries. Such
solutions range from intelligent digital assistants, contact center support and
generative AI, which were specifically developed for finance industry, based on
curated financial knowledge sources [15,22].

Despite these advancements, challenges remain in the scalability and integra-
tion of LLM applications within several industries, such as the financial industry.
This study aims to address these gaps by proposing a novel modeling framework
and conducting an implementation study. Our approach seeks to enhance both
the scalability and efficacy of AI in financial environments, thereby overcoming
existing limitations and harnessing the full potential of autonomous agents.
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3 Background and Problem

Scaling AI adoption within financial organizations presents significant hurdles.
Implementing AI ethically and responsibly is paramount due to the potential for
biased outcomes and reputational risks. Additionally, the multifaceted nature
of financial challenges necessitates a diverse toolkit of AI techniques, from tra-
ditional statistical models to advanced deep learning. Finally, successfully inte-
grating AI across an organization requires a strategic approach that builds upon
foundational applications, such as automating routine tasks, before progressing
to more complex endeavors like personalized financial advice.

To this end, we developed a comprehensive framework to guide financial
institutions in their AI journey. The framework categorizes AI applications into
distinct problem areas, so that organizations can tailor their AI strategies accord-
ingly. This framework encompasses intelligent information retrieval, content gen-
eration, data analysis, decision support, and task automation. Progressing from
foundational to advanced AI capabilities is crucial. For instance, intelligent infor-
mation retrieval using techniques like natural language processing can support
basic customer queries. Building upon this, content generation with AI can create
tailored financial reports. More complex data analysis tasks, such as fraud detec-
tion, require sophisticated machine learning models and data science methodolo-
gies. As AI applications become more intricate, techniques like RAG can enhance
system performance by incorporating relevant information.

To address complex, multifaceted financial problems, multi-agent systems
and expert systems can be employed, while conversation AI can facilitate human-
machine interaction. By strategically combining these techniques, financial insti-
tutions can develop sophisticated AI solutions that drive business value and
improve customer experiences.

Figure 1 presents a spectrum of AI problem complexities, ranging from simple
to more complex. Each level demands different AI techniques and capabilities.
For instance, automating routine tasks requires relatively straightforward AI
applications, while developing sophisticated AI-powered advisors, such as those
for retirement planning, necessitates advanced techniques like RAG, knowledge
graphs, and potentially multi-agent systems

4 Implementation Study

This section described how we used a specific multi-agent AI solution, crewAI [13]
to implement functionality common to many retirement planning applications
typically used by finance organisations in Australia. We also demonstrate the
progression of using RAG tools as part of this multi-agent framework.

4.1 Use Case: Retirement Planning Support

The retirement planning industry is multifaceted, encompassing regulatory poli-
cies, industry trends, retirement product offers and individual customer cir-
cumstances. Effective retirement advice relies on understanding these elements.
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Fig. 1. AI adoption framework

Therefore, an organization’s customer support staff are typically required to
understand the following domains of knowledge:

– Retirement Policy Knowledge: This includes legislative aspects such as
the maximum contributions permissible by age, and specific regulations such
as the Superannuation Industry Act [2].

– Retirement Industry Knowledge: This encompasses knowledge regarding
the current state of the industry, such as average performances of investments,
and how much people need to save to live comfortably.

– Customer Specific Knowledge: Providing advice to customers requires
careful consideration of their situation. This includes general information,
such as their current investment choices, their savings situation, and how
much they are being charged, but could also extend further, such as their
personal risk tolerances.

Equipped with this comprehensive knowledge, support staff can address com-
mon customer inquiries, such as:

– Can I increase my contributions by x amount per year?
– How is my retirements saving investments performing compared to others?
– Am I on track for retirement?

However, ensuring consistent and effective utilization of these knowledge
domains can be challenging due to continuously evolving regulations and indus-
try trends. Furthermore, personalizing advice requires a thorough understanding
of the customer and their situation, which could be time-consuming and error-
prone. We explored the potential of applying AI for this case, specifically through
a multi-agent system, powered by LLMs.
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4.2 Implementation

We employed crewAI, a multi-agent orchestration framework designed to man-
age a team of specialized LLM-based agents that have the ability to delegate
tasks, and utilize tools to solve complex problems collaboratively. We created
four agents, three of which are related to the associated domains previously
mentioned. The fourth agent is responsible for quality assurance. These agents,
with their assigned tasks, tools and grouping in multiple crew compositions,
support activities associated with retirement planning. A visual overview of the
implementation is provided in Fig. 2. In the following sections, we discuss how
we have used crewAI [12] to achieve this1.

Fig. 2. Overview of the implementation in crewAI - Showcasing the Tasks and Agents,
including the Tools available them, as indicated by distinctly shaped icons

Agents. In the crewAI framework, agents are autonomous units which perform
tasks, make decisions and communicate with other agents. Each agent is defined
by a specific role, which captures its function in a structure called crew. The
agent’s expected behavior, including decision making, are specified using a LLM.

1 Implementation available at GitHub: https://github.com/Thomas-mp4/Multi-
Agent-Retirement-Planning.

https://github.com/Thomas-mp4/Multi-Agent-Retirement-Planning
https://github.com/Thomas-mp4/Multi-Agent-Retirement-Planning
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More specifically, each agent has a goal, and backstory, which serve as a way
to provide further context to the agent, such that it can potentially exhibit more
desirable behavior [27]. For this case study, we defined four agents:

– Retirement Policy Expert: Specializes in retirement policies and regu-
lations, ensuring that relevant policy information is accurately provided in
response to the client’s inquiry.

– Retirement Industry Expert: Expert in industry data and trends, with
the responsibility to highlight relevant information in the context of the
client’s inquiry.

– Advisory Expert: Primarily responsible for aggregating information
received from the experts, and delivering clear and concise advice tailored
to the client’s needs.

– QA Expert: Acts as a final fact-checker, reviewing the proposed advice for
inconsistencies or errors, and assigning tasks to the appropriate expert if any
discrepancies are found.

The first three agents are based on the aforementioned knowledge domains
and do not have the ability to delegate tasks themselves. The fourth agent, the
quality assurance agent, focuses on the validity of the advice, and delegates tasks
accordingly as it deems fit to achieve this, based on its defined identity. However,
this final check is limited by the capabilities of the LLM that powers the agent,
and the definition it has been assigned within the framework, and should thus
not be considered equivalent to a thorough review.

An example definition of an agent is provided in Fig. 3. We experimented
with several LLM providers to power the agents including Ollama [18], and
Groq [11], utilizing Meta’s llama models. However, due to compatibility issues
and rate limiting issues, the final iteration utilizes OpenAI’s GPT-4o [19] instead,
to power the agents.

Tasks. Tasks in crewAI are assignments that agents must complete. Each task
requires a description, an expected_output and, if the crew is running sequen-
tially, a pre-assigned agent responsible for fulfilling the task. In case the crew
runs hierarchically, a managing agent, either declared explicitly, or implicitly
by the crewAI framework, becomes responsible for assigning tasks to agents.
In our application, we employed a sequential process, where we only allow the
QA agent to delegate tasks, such that revisions can be made where necessary
in collaboration with other agents. Additionally, we enable the crew to utilize
a memory system, implemented in the crewAI framework, such that coherence
over a sequence of actions is maintained for all agents. We defined four tasks,
each corresponding to an agent for our system:

– Policy Task: Retrieves relevant policy information, such as applicable con-
tribution caps

– Industry Task: Retrieves relevant industry information, such as average
balances
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Fig. 3. Example of the Advisory Expert Agent (Python)

– Advisory Task: Aggregates information from the results of the previous
tasks, and provide simple advice

– Quality Review Task: Reviews the information provided by the other
agents, and ensure they are correct and meet the client’s needs.

Figure 4 provides an example of task definition. The formatted string literals
refer to a hypothetical client’s full name and the query they have provided to
customer support. By inserting this information into the task description, it
allows the designated agent to be aware of the necessary context, and helps keep
agents’ behavior relevant to the client and their query.

Tools. Tools can help agents fulfill their tasks effectively. The crewAI frame-
work offers a toolkit with ready-to-use tools [14] such as RAG. Note that the
crewAI framework is built on top of LangChain [7], and thus LangChain tools
are fully compatible. Additionally, if no existing tools satisfy the application’s
requirements, custom tools can be implemented as well. Importantly however,
the usage of tools by an agent is only possible when the LLM powering the agent
is capable of function calling [17].

In our application we used tools to facilitate obtaining relevant and up-
to-date information by the policy expert and the industry expert agents.
We selected a collection of openly available articles and webpages, and con-
verted them into plain text representations, in order to utilize crewAI Toolkit’s
TXTSearchTool, which employs RAG. These include information about the fol-
lowing, where notably the policy related information is based on articles from
the Australian Taxation Office [3–6], primarily concerning contribution policies:
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Fig. 4. Example of the Advisory Task (Python)

– (Non-)Concessional contribution caps
– (Non-)Concessional contribution information
– Voluntary contribution information
– Industry average performance return
– Average super balances by age

Additionally, we defined a custom tool to retrieve client information, given
their full name. In our proof-of concept, this function merely returns the contents
of a text file corresponding to the given full name, but in a deployed environment,
this could be implemented as a call to a retirement application or its underly-
ing database. The agents adapt to the utilization of custom tools by inspecting
its Python docstring, and by inspecting thrown runtime exceptions, if applica-
ble. For instance, if an agent attempts to retrieve a client’s information using
the custom client retrieval tool without proper formatting of the parameter, a
FileNotFoundError would be thrown specifying the appropriate format, which
allows the agent to adapt accordingly, akin to how a developer would handle
such an exception.

4.3 Results

To test this system, we employed a fictional client John Doe, who’s query is
as follows: “Am I on track for retirement?”. John Doe is aged 55, is male, has
a current balance of $530,000 AUD, has made $20,000 AUD of contributions
for the current year, and experienced a performance return of 6% and 7% in
2022–2023, and 2021–2022, respectively.

The application produced a report with several interesting sections. One key
section includes the comparison between the client’s performance to the indus-
try average, depicted in Fig. 5. By using RAG and a text representations of a
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web articles that also incorporate tables, the agents were able to gather accu-
rate and relevant information. Additionally, the agents compared the client’s
age and balance to industry statistics, and revealed that the client’s investments
were performing well, as can be seen in Fig. 6. Beyond these comparisons, the
report discusses relevant policies and recent adjustments, such as changes to
(non-)concessional contribution caps, provides recommendations to the client,
and includes projections and calculations, providing the client with a compre-
hensive report, autonomously.

Fig. 5. crewAI Retirement Planning Output Excerpt - Industry Comparison

Fig. 6. crewAI Retirement Planning Output Excerpt - Balance Comparison

In order to generate this report, the crew executed all tasks sequentially, using
tools where necessary, until the chain reached the quality assurance expert. Upon
inspection, the QA expert deemed it appropriate to verify the policy related
recommendations, and thus delegated this task to the policy expert. Using the
tools available to them, the policy expert cross-referenced the report it was
given with its own information, and verified the information was correct. After
receiving the response from the policy expert, the QA expert decided that that no
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further verification is necessary, and that its task had thus been fulfilled, finally
providing the report as the crew’s output. This workflow is depicted in Fig. 7.
It is important to note that this workflow, and the output of this crew are non
deterministic. That is to say, even with the crew’s agents and tasks being defined
in a specific way, results slightly differ from each run. This can be attributed to
the nature of LLMs, such as, the temperature of an LLM. The temperature of
an LLM determines how creative the model becomes, that is to say, the chance
of the model selecting a less or more probable next token. A higher temperature
value, above 1.0, will result in more randomness, whereas a lower temperature,
below 1.0, will be more deterministic. It is however important to note that even
at a temperature of 0.0, the system will still be non-deterministic, as this is
inherent to LLMs [20].

Running the crew without any adjustments to the codebase results into dif-
ferent behavior and different results. It approximately takes 4min for a crew to
fulfill all its tasks, with the crew taking longer when agents decide to utilize their
tools more extensively, such as making additional RAG calls, or when the QA
agent delegates additional tasks.

5 Discussion

This section captures some observations from our experiments, some of which
have influenced our thinking about future work.

5.1 Responsibility

Explainability and Transparency. As we expected, LLMs, such as those
employed in the proof-of-concept to power agents, produce outputs that are
less deterministic and more difficult to explain compared to traditional machine
learning models, such as decision trees. For example, we noted instances where
the same agents, with the same configuration would make different assumptions
regarding the client’s retirement contribution (non-concessional vs concessional).
This unpredictability highlights the need for maintaining transparency about
how data is processed, and how the system reaches its conclusion. It is also
important to consider the implications of this lack of explainability in relation
to regulations.

Additionally, it is important to be aware of any biases present in the employed
LLMs due to its computational power. Even if RAG is utilized with correct
data, the LLM is still capable of misinterpreting or misrepresenting the data,
potentially resulting into negative outcomes. Potential ways to mitigate these
problems include auditing the decision-making process of agents, such as the
interactions it makes with tools to deduct an answer, and encouraging agents
to clarify their reasoning themselves, such as by adding the sources it utilized
when providing an answer. This would be especially valueable in scenarios such as
depicted in Fig. 7, where the QA expert deemed it necessary to ask for verification
of specific information in the final report. Furthermore, verifying the task outputs
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Fig. 7. crewAI Retirement Planning Output - Simplified Visualized Workflow

per agent minimizes the chances of false information being passed to other agents
and accepted as truth, which given that the system runs sequentially, would cause
a ripple effect.

Security. Utilizing LLMs to power a multi-agent system that assists with
retirement planning also involves handling sensitive personal and financial infor-
mation, which introduces specific security challenges. We encountered that
lower-capacity models, such as llama-8b, may inadvertently expose parts of the
crew’s internal mechanisms, such as the Python Docstring of tools. This could
potentially leak sensitive information, or expose vulnerabilities which could be
exploited by malicious actors. Furthermore, incorporating external technologies
or services, such as utilizing the OpenAI API to utilize LLMs, or augmenting
the system using web scraping tools, introduces risks associated with external
data breaches and unauthorized access.

It is possible to run crewAI completely locally, but this does come with the
corresponding computational costs, especially considering that smaller LLMs do
not perform as well as models that require larger inference budgets. Thus, it is
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important to make an appropriate assessment of security risks involved when
designing multi-agent applications in order to make a balanced decision.

5.2 Scalability

Preprocessing of Data. Handling complex data types, such as documents
containing tables, web pages containing images, or markup content requires
preprocessing which adds additional overhead. The use of RAG also includes
obtaining embeddings. It is essential that agents that handle different types of
data are capable of accurately parsing the various mediums they are presented
in. Failure to do so could potentially lead to misinterpretation of information,
causing undesirable behavior.

Architecture Design. One of the inherent challenges in designing systems such
as the one we described in this paper is striking the balance between constructing
a system effective at solving the known problems, while also maintaining enough
flexibility to address unforeseen problems. This becomes increasingly important
the more the system scales, as changes become more difficult and costly to imple-
ment ad-hoc. In order to overcome this challenge, it could be beneficial to apply
the separation of concerns principle, especially considering this is also potentially
beneficial to the behavior of the agents themselves.

Furthermore, optimizations of performance are also necessary in order to
scale to increasingly complex tasks. The more tasks are involved, the more likely
it is more agents will be necessary to successfully fulfill them. If agents do not
make proper use of their memory, or ineffectively share information, they could
make redundant calls, which consequently has a negative effect on performance,
and thus also on sustainability. For instance, we observed that agents tend to
exhaust all the tools available to them to acquire as much context to fulfill their
tasks, without taking into consideration whether they require these tools. We
also encountered an increase of redundant calls when employing an hierarchical
approach as opposed to a sequential approach. The managing agent in the hierar-
chical approach tends to repeats its task delegations, despite them being fulfilled
before. Moreover, the stability of the frameworks utilized to create multi-agent
systems have a significant impact on performance. We experienced attempts of
executing the system, where it failed mid-way due to errors, or where agents got
caught in a loop, trying to perform the same action with seemingly no apparent
reason. As this is an emerging and rapidly developing field, with new frameworks
and features being frequently released, it is important to consider these risks.

In summary, the lessons learned from these experiments should serve as input
in designing new architectures for other solutions, to avoid making inadequate
design and implementation choices, which can be difficult to correct.

6 Conclusions and Future Work

This paper was an attempt to bridge practical and research issues associated
with the adoption of LLM-based and emerging AI technologies in financial
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organisations. Motivated by one specific problem, i.e. providing AI support for
a retirement planning application to help customer centre staff deliver better
customer service and more efficient processing of many document sources, we
decided to experiment with simpler, RAG solutions, in part, to better under-
stand the emerging multi-agent AI techniques. In fact, we managed to establish
links between the two, by letting agents make use of RAG itself. The results
were quite encouraging, as for example agents provided insights similar to a
human expert. On the other hand, the path to reaching this level of develop-
ment had many challenges, associated with both the native LLM issues such as
its stochastic nature, but also the maturity of the multi-agent solution chosen.

We believe that experiments such as this, can also help the workforce within
a financial organisation to develop their own understanding of the maturity of
AI based solutions, and better prepare them for liaising with technology experts,
specialist solution providers and AI platforms vendors, in selecting and procuring
the most cost-effective solutions. The scalability of adoption is thus capturing
what technologies are best fit-for-purpose and how to move from proof-of-concept
to production stage of AI adoption, and continuously applying lessons learned
to adapt to higher complexity problems.

There are several directions for our future work, inspired by lessons learned so
far and other use cases. One of them is exploring the value of knowledge graphs
as a way of integrating them for LLM solutions. We would also like to explore the
potential of a distributed multi-agent system, wherein the system can compose
of agents hosted in several environments, instead of a single environment. This
could allow for better performance, as well as redundancy within the system,
which adds to the system’s overall resilience.

Furthermore, the topic of consistency and quality of agent output is a value-
able avenue for future work. Currently, our system employs fairly generic defini-
tions for agents and tasks, which provides more flexibility, enabling the system
to handle a wide variety of client inquiries. However, this flexibility can lead to
variability in the results, which might impact the reliability and predictability
of the system’s output. By refining and specifying the definitions of agents and
tasks, particularly aligning more closely with a specific topic in context of retire-
ment planning advice, the system could potentially produce more consistent and
high-quality results. This increased specificity might reduce the system’s ability
to handle a wider range of inquiries, but it could lead to more predictable and
desirable behavior. Experimentation with this trade-off between flexibility and
consistency is a valueable future work avenue in order to determine what is most
appropriate. The use of several LLM models, instead of utilizing the same model
for each agent instance could have an impact on this as well.

Additionally, the consistency and adherence of agents to their assigned tasks
and roles, while complying with clearly defined guardrails, should be further
explored. For instance, it would be desirable for developers to have fine grained
control over the permission levels of agents, such that it is certain they handle
data conform to a set of defined business or legal rules, despite being powered by a
stochastic LLM. This is particularly of essence when handling sensitive data that
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could impact client privacy. One potential approach to achieve this is through
reinforcement learning, enabling agents to adjust their behaviors based on human
feedback, utilizing the agents’ reflection capabilities [21] or involving humans
as ultimate decision maker and enforcer. Utilizing a scalable test environment,
where agent outputs can be evaluated for quality and variability across separate
runs on the same client inquiry, could prove useful in these endeavors.
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Abstract. Log management and application health monitoring prac-
tices are cumbersome and often still require significant human inter-
vention to prevent inaccurate data and information. Existing technolo-
gies like Elasticsearch and Grafana offer opportunities to automate and
improve these practices. This paper reports on a design solution aimed
at enhancing log categorization, anomaly detection, and real-time appli-
cation health reporting for CAPE Groep’s service application. The pro-
posed solution leverages Elasticsearch’s Machine Learning capabilities
and Grafana’s dynamic visualization tools, alongside a newly developed
dashboard named Horus, to centralize log data and automate monitoring
processes. Preliminary results indicate that the proposed solution signif-
icantly improves the accuracy and timeliness of health reports, reduces
manual intervention, and provides comprehensive real-time insights into
application performance. This paper outlines the requirements, architec-
tural design, and phased implementation plan, demonstrating the poten-
tial to streamline operations, enhance service delivery, and support future
more stringent scalability requirements.

Keywords: Observability · Application monitoring · Log
Management · Log Analytics · Elasticsearch · Dashboard

1 The Situation

This paper explores the enhancement of log management and real-time applica-
tion health monitoring for CAPE Groep’s service application, leveraging Elas-
ticsearch’s machine learning capabilities, Grafana’s visualization tools and the
development of a custom dashboard, that we called Horus. This section intro-
duces application health monitoring through log management and provides an
overview of CAPE Groep and the CAPE Service Point (CSP) application, detail-
ing the current challenges and proposed solutions to improve log management
and application health reporting.
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1.1 Application Health Monitoring

Application health monitoring is critical in modern software development and
operations, providing essential insights into the behaviour of systems in produc-
tion [4]. Effective monitoring allows for the detection and diagnosis of undesired
behaviours, contributing significantly to system reliability and operational effi-
ciency. Central to this monitoring is log management and analysis, which involves
collecting, processing, and analyzing log data generated by applications and their
runtime environments [4].

Log data records events about the internal state of a system, and plays a piv-
otal role in understanding system behaviour, diagnosing issues, and improving
overall reliability. As highlighted in [4], monitoring complex systems and deriv-
ing actionable insights from log data is a challenging task, requiring sophisti-
cated tools and techniques. Despite the availability of advanced log management
solutions, such as the Elastic stack, challenges remain in effectively leveraging
these technologies to extract meaningful insights. Current log analysis processes
are often time-consuming, error-prone, and lack real-time data insights, under-
scoring the need for fully automated solutions. Furthermore, the importance
of data visualisation for complex data, such as application health metrics, has
been repeatedly highlighted in literature [26]. However, the adoption of Machine
Learning and advanced log analysis methods, and real-time visualisation offer
promising avenues to enhance the efficiency and effectiveness of log manage-
ment practices. By automating the categorization, analysis, and visualisation of
log data, organizations can improve their ability to monitor application health,
detect anomalies, and respond proactively to potential issues.

1.2 CAPE Service Point

CAPE Groep1 is an IT consultancy firm specialized in developing applications
and integrations for organizations in the transport and logistics, supply chain,
smart construction, and agrifood sectors. They leverage low-code technology,
specifically Mendix2 and eMagiz3, to quickly create effective solutions with flex-
ibility for future needs. Next to development and consultant services, CAPE
Groep also offers application monitoring and support services. These services
include, but are not limited to, monitoring the status and health of applications,
providing insights into causes of issues and problems, and managing customer
contact through tickets.

To provide these support services, CAPE Groep has developed the CAPE
Service Point (CSP) application that is used by customers in a customer’s spe-
cific environment and by various CAPE Groep employees. Originally the system
was created as a ticketing system for the support department of CAPE Groep,
however, it has evolved into a system that provides multiple functionalities and
services. For the support department to provide the highest quality of services to
1 https://capegroep.nl/.
2 https://www.mendix.com/.
3 https://emagiz.com/.

https://capegroep.nl/
https://www.mendix.com/
https://emagiz.com/
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both clients and employees, automation and optimization of the many processes
within CSP is essential. Furthermore, automation and optimization provide scal-
ability, allowing CAPE Groep to work towards taking a more proactive role in
predicting and solving issues before they affect customers. However, although
the system has many automated components, there is room for improvement.

1.3 Log Management and Analytics

In the current setup, CSP collects log files daily using direct API integrations pro-
vided by Mendix. At the same time applications send log entries in real-time to a
database leveraging Elastic’s Elasticsearch, which is an open-source, highly scal-
able, and distributed real-time RESTful search and analytics engine [12]. These
logs are transmitted using a custom LogTransporter module publicly available
[5]. Initially, logs were to be centralized in Elastic, however, due to the perceived
inability for categorization, logs are also collected by CSP for this purpose. Log
categorization refers to the process of grouping similar log entries to prevent
data from being cluttered by a single repeating error message. This results in
large volumes of redundant data that not only consume storage space but also
complicate data management processes. Apart from redundancy, currently Elas-
ticsearch effectively aggregates logs from various applications but is not extended
with functionality to categorize or analyze these logs meaningfully. The current
setup only allows for alerting on the total count of log messages, which is not
a very informative performance indicator [4,7]. This limitation results in a sig-
nificant underutilization of Elasticsearch’s capabilities, particularly its powerful
data processing and analysis tools which could provide insightful analytics and
real-time reporting.

Health Check Reports. One of the services CAPE Groep performs is regu-
lar health checks of applications, including reports for customer review. These
health check reports are crucial for maintaining transparency for clients about
performance and status of their applications. However, the current implementa-
tion for generating these health checks is notably inefficient and often produces
undesirable results, requiring manual intervention.

In the current setup, a daily scheduled event within CSP collects all log files
of each managed Mendix application individually using the Deploy API [20].
CSP then compares log entries line by line to combine individual log lines into
categories if they are similar. This is computationally intensive as log files contain
between 4 million and 20 million entries. Therefore, the process only runs during
the night and even rejects log files with a size larger than 15MB to prevent CSP
from crashing due to CPU and memory issues. Given that large log files are often
an indicator of problems [4], potentially excluding this valuable information is
not only undesirable but also partially defeats the purpose of log collection and
categorization.

Furthermore, the reports generated based on these data often provide incom-
plete information on issues that occurred. In this scenario, manual intervention is
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Fig. 1. The log analysis data in a health check report

required by the support staff, who manually download the log files from Mendix,
convert them to categories using a Python script that runs locally on a per-
sonal computer and then generate the health check report based on these data
instead of the CSP database. This process is both time-consuming and error-
prone because a support member has to spot missing data in the automatically
generated health check report, before being aware of the need to import log files
manually. Figure 1 shows example of how log data is presented in the health
check report.

Dashboard. Besides the health check reports, the current dashboard available
in CSP provides functionality for monitoring alerts and managing tickets. This
system enables support staff to receive and respond to notifications regarding
various application issues, and to track the status and resolution of tickets. How-
ever, to gain comprehensive insights into application health additional steps are
necessary, as the existing CSP interface lacks an advanced analytical overview
that combines this information with application health metrics, such as log data.
Consequently, staff often need to access multiple systems such as Grafana and
Mendix separately to gain a comprehensive view. In this scenario, Grafana is
used for real-time data visualization and general monitoring dashboards, while
Mendix displays application-specific metrics. Consolidating this information into
a single overview should provide users with a single source of information related
to application health displayed on a dashboard.

1.4 Challenges and Opportunities

The internal consultants at CAPE Groep face challenges in monitoring their IT
landscape effectively because they need to simultaneously view data from multi-
ple sources, which is time-consuming and error-prone. This fragmented approach
hinders efficient workflow and comprehensive system health assessment, requir-
ing a more integrated and streamlined solution within CSP. Furthermore, the



Enhancing Observability: Real-Time Application Health Checks 243

current system lacks accurate real-time data, diminishing the value of the health
reports, highlighting the need for improved log management and analytics as
well as a comprehensive, real-time dashboard to improve operational efficiency
and decision-making. Additionally, shifting the log collection and analysis to
a separate dedicated system allows CAPE Groep to extend their observability
services beyond Mendix applications, and potentially support other projects.

The current state of log management and reporting in CSP highlights a signif-
icant gap between the capabilities of the utilized technologies and their applica-
tion within the observability infrastructure. The reliance on manual processes for
critical functions such as application health reporting and the underutilization
of Elasticsearch for data analysis represent key opportunities for improvement.
By leveraging the advanced features of Elasticsearch for log categorization and
employing automated tools for data analysis and reporting, CSP can significantly
improve its operational efficiency, reduce costs, and enhance service delivery to
clients. This project aimed to exploit these areas of improvement.

2 The Task

2.1 Goals

The primary task of the project was to enhance the CSP system and CAPE
Groep’s observability infrastructure by designing and implementing improve-
ments to its log collection and analytics capabilities, focusing specifically on
overcoming the challenges related to partial matching and grouping of log mes-
sages. Furthermore, we also enhanced the presentation and visualisation of the
improved data and insights for both internal consultants and in the future cus-
tomers through the development of a new customized dashboard, which we called
Horus.

The project was conducted within the constraints of a Master’s student
internship period, totalling 14 weeks. Although budget details were not specif-
ically outlined at the start of the project, the inherent nature of an internship
project implies limited availability of both time and funding. Furthermore, one
of the goals was to reduce the needed computational resources for log analysis,
therefore the added costs from the solution should not exceed the saved costs.

Furthermore, the initial requirements of the project were:

– The proposed solution had to seamlessly integrate with CSP and the broader
observability infrastructure of CAPE Groep.

– The solution had to be scalable to handle increasing volumes of log data
efficiently. Performance efficiency was essential to ensure that the log analysis
process did not negatively impact the overall system performance.

– CAPE Groep expressed a preference for the solution to be built with tech-
nologies already applied in their IT landscape, therefore reducing the need
for new major investments and training employees.

– The new dashboard should provide a comprehensive overview of the metrics
and information related to the application’s health status while also support-
ing a landscape overview.
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2.2 Stakeholders

The key stakeholders related to this project include the Support team lead, the
CSP product owner, and various consultants who utilize CSP. The Support team
lead was the company-assigned supervisor for the project. This role involved par-
ticipation in regularly scheduled progress meetings and feedback sessions, and
overall guidance. The CSP product owner was responsible for overseeing the
development and enhancements of the CSP modules. The product owner was
consistently available to guide the project, approve key decisions, provide sug-
gestions, and ensure alignment with the CSP goals and purpose. Finally, various
consultants were contacted during the project. To provide valuable input for
understanding the broader use cases and integration requirements of the sys-
tem. Furthermore, they provided direct feedback on the layout and functions of
the Horus dashboard. The consultants were intermittently available but partic-
ipated in focused interviews and feedback sessions.

3 The Approach

The approach applied in this project consisted of a structured process aimed
at addressing the identified challenges and meeting the set objectives. The
methodology was primarily iterative and incremental, leveraging principles from
Agile development to ensure flexibility and responsiveness to evolving require-
ments and potential solutions. Additionally, a user-centred design philosophy was
adopted, focusing on enhancing the user experience and addressing the specific
pain points identified during stakeholder interviews. This approach facilitated
continuous improvement through iterative cycles of development, feedback, and
refinement ensuring that the solution remained aligned with user needs and
organizational goals.

3.1 Project Steps

The first step of the project was an analysis and review of the current observabil-
ity infrastructure at CAPE Groep as well as the internal workings and architec-
ture of the CSP system. In this step, we also performed stakeholder interviews
to gather detailed requirements and gain insights into the pain points of the cur-
rent implementations within CSP. We focused on the support team and internal
consultants as they are the main actors who interact with both the CSP system
and the observability infrastructure.

After that, we performed a literature review on both Elasticsearch and other
existing state-of-the-art Machine-Learning techniques for log analysis. Based on
the results of this review, further investigation and research were conducted to
identify the benefits of implementing the Elastic Common Schema (ECS), which
defines a common set of fields to be used when storing event data, such as logs
[10], and capturing the requirements for this.
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The next step was the development of a proof-of-concept to explore the fea-
sibility of using Elasticsearch for log categorization and analysis given the deter-
mined requirements. This involved setting up a test environment, configuring
Elasticsearch, and setting up and validating log parsing and categorization func-
tionalities.

After validating the quality and feasibility of the proposed solution, the new
log categorization setup was integrated with CSP, ensuring compatibility and
minimal disruption to ongoing operations. Furthermore, various dashboards were
developed leveraging Grafana’s visualisation capabilities on the newly available
data and insights. Next, feedback was collected from the stakeholders on the
proof-of-concept and initial implementation, identifying areas for improvement.

Due to the large scope and limited time, a decision was made to focus on
showing the feasibility and quality of the solution design rather than fully imple-
menting it and deploying it to the production environment. We also developed a
migration and implementation plan that describes various migration strategies
and their associated benefits and downsides.

Finally, the Horus dashboard was also interactively developed. Design ideas
and decisions were continuously discussed with both the CSP product owner and
consultants to ensure requirements satisfaction and a user layout that provides
a streamlined user experience. After the validation, the first version of this dash-
board has been deployed to the production environment and is currently being
used by the staff, confirming the success of the project.

3.2 Solution Design Requirements

Requirements were gathered from a comprehensive analysis of CSP’s current
challenges, the capabilities of Elasticsearch, and the business processes supported
by the current log collection and aggregation infrastructure. Following the CSP
analysis, and a discussion with the product owner, the main requirements and
objectives of this solution design have been:

– Improved log categorization (RQ1): the proposed solution should improve the
ability to analyse individual log messages and combine them into coherent
categories, ultimately improving the accuracy and relevance of the generated
health check reports. This should support CAPE Groep’s analysis of common
issues and trends across their IT landscape.

– Enhanced anomaly detection (RQ2): building upon the enhanced log analysis
and categorization, the solution should provide improved automated anomaly
detection capabilities, preferably with customised alerting options.

– Insightful dashboarding and reporting (RQ3): by providing dynamic insights
into top recurring log entries and operational anomalies, the dashboard should
enable proactive management and optimization of CAPE Groep’s IT opera-
tions. Furthermore, it should replace the current implementation for health
check report generation.
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3.3 Technical Requirements

Apart from the solution design requirements, the technical foundation of the
proposed solution should also adhere to the following constraints, amongst oth-
ers:

– Scalability and performance: the solution should scale efficiently with CAPE
Groep’s growth and be able to handle the increasing volume and velocity of
log data.

– Integration compatibility: the solution is seamlessly integrated with the exist-
ing CSP and CAPE Groep’s observability infrastructure, requiring minimal
changes to the current operational workflows.

– Data ingestion and processing: the solution should support log data ingestion
from at least Mendix applications. Furthermore, the log ingestion and pro-
cessing is preferred to be a single solution to ensure the overall observability
architecture does not become too complex.

– API integrations: the solution has to offer API endpoints to facilitate inte-
gration with both CSP and the other applications in CAPE Groep’s IT land-
scape, allowing for automated retrieval and transmission of logs, alerts, and
reports.

– Security: all log-related data should be handled in a both fast and secure
manner, ensuring that all data and information within the solution adhere
to relevant security standards and privacy regulations while minimizing the
performance overhead.

This solution design should set the foundation for a robust observability
framework that leverages advanced data processing and analysis techniques to
enhance operational intelligence and efficiency.

4 The Results

This section presents the findings from our study on enhancing log management
and real-time application health monitoring. The results encompass three key
areas: the insights gathered from our literature review on Machine Learning
techniques for log analysis, the capabilities of Elasticsearch in our context, and
the detailed design of the proposed solution. Together, these findings offer a
robust framework for improving log categorization, anomaly detection, and real-
time health reporting.

4.1 Machine Learning in Log Analysis

In the ever-evolving landscape of computing, the volume and complexity of logs
generated by systems and applications have escalated dramatically due to the
scale of distributed systems [1]. This section delves into various state-of-the-
art methodologies currently found in the literature on log analysis, leveraging
machine learning and advanced computational techniques to extract meaningful
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insights from vast datasets of log entries. Furthermore, at the end of the chapter,
a discussion on whether these methodologies are suitable for the current problem
is presented.

The analysis of logs, especially in large-scale IT infrastructures, has transi-
tioned from simple pattern matching to more complex machine learning mod-
els that predict, classify, and help in the proactive maintenance of systems [1].
The problem with the Log-based Anomaly Detection (LAD) problem consists of
detecting anomalies from execution logs that record both abnormal and normal
system behaviour [1]. In the current literature, there are many different streams
of ideas towards optimizing log anomaly detection such as using Natural Lan-
guage Processing [2,17,31], Word2Vec [18,28,29] and Deep Learning [21,31,34]

Natural Language Processing (NLP), techniques are increasingly utilized in the
analysis of log data to automate error handling, pattern recognition, and predic-
tive maintenance within complex systems [2,17]. The integration of NLP with
log analysis leverages the textual nature of log data, applying various linguistic
models to interpret, categorize, and analyze data in a way that mimics human
reading and comprehension [2]. This enables the extraction of valuable informa-
tion from log files as if they were regular text documents. Leveraging modern
NLP techniques to analyze the grammatical structure and context of log events,
features and patterns can be extracted and then processed by standard machine
learning algorithms for anomaly detection [2].

Furthermore, using NLP techniques makes log mining for anomaly detection
more efficient, automated, and scalable overall reducing the need for manual
intervention in log analysis processes. One of these modern NLP techniques is
word embedding, specifically Google’s Word2Vec algorithm [22], this algorithm
can be applied to map words in log files to high-dimensional vector represen-
tations. These representations can then be used as a feature space for training
classifies to detect anomalies in log data [28,29].

Word2Vec, as stated previously Word2Vec techniques provide powerful tools
for feature extraction from text data, which is instrumental in analyzing and
interpreting large volumes of logs. Developed by Tomas Mikolov and his team
at Google, Word2Vec models capture semantic relationships between words by
learning to predict a word from its neighbours in a sentence, or vice versa [22].
It employs a shallow neural network architecture with one of two model frame-
works: Continuous Bag of Words (CBOW) or Skip-Gram [22]. Both of these
models use a similar approach, however they differ in the direction of the predic-
tion objective. CBOW predicts a word based on its context words and Skip-Gram
predicts context words from a target word [21].

The paper by Wang et al. [29] introduce LogUAD, a Word2Vec-based log
unsupervised anomaly detection method designed to address challenges in ana-
lyzing system logs in large-scale distributed systems. The authors discuss the
challenges in analyzing logs in large-scale distributed systems due to log insta-
bility, the increasing volume of logs, computational costs and lack of labelled
data for supervised methods [29]. LogUAD is proposed as a solution to these
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challenges, showing promising results when compared to existing methods [29].
Another example is that of the Log2Vec framework presented in [21]. This frame-
work extends the traditional Word2Vec model by incorporating domain-specific
semantics that significantly enhances the effectiveness of log analysis [29]. This is
done by embedding the out-of-vocabulary (OOV)4 words at runtime and extract-
ing semantic information from the logs, which is crucial for tasks such as anomaly
detection and system monitoring [4].

Although all of these start-of-art methods and machine learning models look
very promising, there is a major downside, as most of these are not fully devel-
oped and tested in practice. Most have been tested against commonly used Log
datasets for research and comparisons, however, most of the models have not
been implemented in a real-life scenario. Furthermore, most of the papers dis-
cussed do not provide the model or steps for recreation, therefore the time needed
to fully develop and test a setup leveraging these advanced machine learning con-
cepts will not be feasible in the limited time available for the assignment.

4.2 Elasticsearch Capabilities for the Project

Elasticsearch is a widely used open-source, highly scalable, and distributed
real-time RESTful search and analytics engine designed for horizontal scalabil-
ity, reliability, and easy management. One of the most common use cases for
Elasticsearch is for logging [30], which is also used for monitoring applications
in real-time and analyzing large datasets on the fly [32]. This is because Elastic-
search leverages the robust, full-text search capabilities of Apache Lucene [3], a
popular search engine Java library, making it an adequate choice for applications
requiring complex search features across large volumes of data. Lucene indexes
a document through inverted index [3], which is a data structure that tracks
which documents contain certain values, allowing efficient document search [12].

Elasticsearch Text Categorisation is a built-in component that uses machine
learning (ML) for categorizing text documents or sentences into predefined cat-
egories. It examines the content and meaning of the text and then assigns the
most suitable label through text labelling. In particular, the Elasticsearch cate-
gorization anomaly detection ML job aims at automatically categorizing similar
text values together [8]. This feature enables the analysis of large volumes of
machine-written text like log messages, being a suitable candidate for our sce-
nario. The model is trained on the incoming log data and learns the normal
values and patterns of a category over time. This allows the detection of anoma-
lous behaviour based on the number of occurrences or based on the rarity of a
message. The categorization job uses an unsupervised ML model, so it does not
require predetermined categories or prelabeled training data. Instead, it auto-
matically identifies patterns and similarities in the provided log data. The main
4 Out-of-vocabulary (OOV) words refer to words that appear in a text but were not

included in the training set vocabulary when a language model or a word embedding
system, like Word2Vec, was initially trained.
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downside of the ML job is that it only returns anomalies. Although it catego-
rizes log messages in a desired manner, it will not return all categories, only the
anomalous ones. This is useful for anomaly detection, however, it is insufficient
given the fact that we also want to provide insight to the end users into, for
example, the top 10 most occurring errors of a specific period.

Categorize Text Search Function is another built-in feature, introduced
in Elasticsearch version 7.16, for text aggregation categorization [6]. This is a
multi-bucket aggregation that groups semi-structured text into distinct cate-
gories based on textual similarity [9]. Similar to the anomaly detection job this
process involves analyzing the text with a tokenizer, which breaks down the text
into tokens. Once the text is analyzed, the tokens are clustered together with
a modified version of the DRAIN algorithm [14]. The DRAIN algorithm is an
online log parsing method that can parse logs in a streaming and timely man-
ner. To accelerate the parsing process, DRAIN builds a token tree and considers
earlier tokens as more important. Elastic has modified the algorithm slightly to
allow for earlier merging of tokens in the provided text when building categories
[27]. The difference between this function and the ML job is that this is done once
when the search request is sent to Elasticsearch. Therefore it is not well suited to
use for constant anomaly detection, however, this feature is particularly useful
for creating overviews of top log messages occurring in applications, allowing
system administrators to quickly identify and address frequent or critical issues.

Elastic Common Standard (ECS) is an open-source specification published
and maintained by Elastic [10], which defines a set of common fields to be used
when storing event data in Elasticsearch, such as logs and metrics. Transitioning
current Elastic indices to adhere to ECS can bring significant benefits to the
current log monitoring and analysis setup [4,33]. However, like any significant
system update, this transition also comes with potential downsides and costs
[33]. Among the main benefits, we highlight that log data and its formats are
one of the most important parts of a system observability or analysis input
setup [4]. However, they often offer many possibilities of different formats, often
custom-defined, which makes interpreting the fields a big challenge. This is a
common challenge associated with using data from multiple heterogeneous data
sources [16], and a common language for all log events can address this problem
[4].

Implications. Although Elasticsearch does not offer one built-in solution that
satisfies all of our requirements, it does offer solutions that can be combined
with each other to realise the desired situation. In order to leverage the full
functionality and benefits of Elasticsearch we further developed the current log-
ging infrastructure to a more mature state by not only addressing the analytical
processes but also the overall data format and structure. In a landscape with
many different applications and systems, the struggle and need for interoper-
ability and scalability is ever-increasing [11]. A standardized logging schema like
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ECS makes it easier to manage and scale the logging infrastructure, enabling
seamless communication among different systems [33]. Establishing and docu-
menting a single vocabulary to describe the various field names of data reduces
the chance for ambiguity and confusion. This also directly improves data anal-
ysis by making analysis and querying data more straightforward [16]. The same
principle applies to alerting, standardizing streamlines the creation of alerting
rules because the structure and meaning of logs are predictable and consistent.
Combined these result in a reduced learning curve, minimized chances of errors,
more accurate alerts, and faster incident response times.

Apart from general standardisation benefits, ECS has a few specific benefits
in comparison to other standards. First of all, ECS is not only a standard for
log formats. Implementing ECS simplifies the analysis of disparate data sources,
supporting a wide range of use cases, including application performance, security,
and other metrics from all types of sources [10]. Defining a common set of fields
and objects to ingest data into Elasticsearch enables cross-source analysis of
diverse data. As a result, cross-source correlations become implicit with every
search, but if necessary you can still filter down to specific data sources.

Secondly, implementing ECS unlocks and unifies all modes of analysis cur-
rently available in the Elastic Stack. This includes search, drill-down and piv-
oting, data visualization, machine learning-based anomaly detection, and alert-
ing [23]. Alongside this, it provides the ability to easily adopt analytics content
directly from other parties that use ECS, whether Elastic, a partner, or an open-
source project within the environment without modifications. Furthermore, fully
adopting ECS allows users to search with the power of both structured and
unstructured query parameters [10]. Overall, by implementing ECS we leverage
the full power of both the ever-growing Elastic stack and all other projects built
upon this community-driven standard.

Nevertheless, we also have to be aware that adopting ECS involves certain
downsides, potential pitfalls and costs that are both general to any system’s
migration and ECS. First of all, transitioning to ECS from the current custom
schema can be a resource-intensive process, requiring development effort and
adjustments to existing data pipelines and log transmitting modules. Next to
this, changing the current naming conventions necessitates investment in both
training and documentation updates. Additionally, during the migration process,
CAPE Groep and its customers might face temporary reductions in logging and
monitoring efficiency, which could (in)directly affect operational capabilities.

Furthermore, as always with the implementation of standards there is the risk
of over-standardization, where the schema might not support all custom use cases
without significant customization, potentially leading to data being fitted into
unsuitable fields or losing granularity in data [11]. ECS allows for customisation,
and while this does offer flexibility it could undermine some of the benefits of
adopting a standardized schema by introducing inconsistencies and complicating
data analysis. Furthermore, relying heavily on ECS’s new releases means that
regular updates to logging practices are required to align with the new versions
of the schema, resulting in ongoing maintenance costs and efforts.
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Finally, there is also a risk for the potential of increased storage costs, as
ECS encourages the inclusion of extensive contextual information alongside each
event, which could lead to larger indices in Elasticsearch. Without proper mon-
itoring and management of these indices to optimize performance and size it
could increase costs. However, given that the number of stored fields for the
current format is 9 fields and compliance with ECS requires 10 fields the risk
should be minimal.

Overall, the choice to fully adopt ECS in the logging setup is not merely
a technical upgrade but also a strategic move towards a more integrated, scal-
able, and efficient observability architecture. Apart from optimizing the current
process, it paves the way for future innovations in the overall monitoring and
analysis capabilities.

Grafana is an open-source platform renowned for its powerful capabilities in
querying, visualizing, alerting, and exploring metrics, logs, and traces, regardless
of where they are stored [13]. It serves as a valuable tool for creating insightful
graphs and visualizations from time-series data, enhancing the observability and
operational intelligence of IT environments. Grafana’s flexible plugin framework
supports integration with various data sources, making it a versatile choice for
data analytics [15].

Next to this, in a log observability infrastructure, Grafana can be seamlessly
integrated with Elasticsearch to enhance monitoring and analysis capabilities.
Elasticsearch efficiently handles storage and querying of large volumes of log
data, while Grafana provides the user interface to visualize and explore this
data. Together, they offer a comprehensive solution for monitoring applications.
Furthermore, in comparison with Elastic’s visualisation component, Kibana, it
offers more suitable pricing models for CAPE Groep’s needs. Due to these rea-
sons, CAPE Groep has opted to use Grafana for all its time-based data visual-
ization needs.

4.3 Proposed Architecture of Observability Infrastructure

Figure 2 shows an excerpt of the high-level architectural overview of the observ-
ability infrastructure, showing only the relevant components to ensure read-
ability and understanding. As we agreed before, the direct connection between
Mendix applications and CSP made little sense given the structure of the rest of
the setup. This connection represented the daily collection of log files for aggrega-
tion, categorization and finally reporting. Furthermore, the current setup already
focused on leveraging Elastic as a central processing and storage environment.
Therefore it was logical to focus on further centralizing this flow of data. The
changes in the architecture are shown using a red cross for the removal of the
integration and a green plus for the addition of categorised log anomaly detec-
tion.
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Reduced Complexity and Resource Requirements. Figure 2 shows that
CSP relied on a direct integration, with nightly API calls to Mendix for log collec-
tion, which are inefficient and should be removed as we discussed in Sect. 1. The
new architectural scenario removes the connection between the Mendix applica-
tions and CSP, as indicated in 2, simplifying the overall monitoring infrastruc-
ture. By centralizing log data, CSP makes multiple direct integrations unneces-
sary reducing the complexity of the application. Moreover, with centralization
computational tasks previously handled within CSP can be removed, thereby
freeing up resources that can be redirected to improve application performance,
and user experience, and enable future innovations.

Fig. 2. Changes to the observability infrastructure architectural high-level overview

Centralisation of Log and Metrics Data. The proposed solution also cen-
tralises all log and metrics data in Elasticsearch. This approach offers several
advantages, such as simplified data management and improved correlation capa-
bilities. By consolidating all logs and metrics into a single system, CAPE Groep
can manage its observability data more effectively, reducing the complexity and
overhead associated with handling multiple data sources, providing performance
and scalability. Furthermore, storing data related to different components of
applications allows for cross-functional and domain analysis by allowing differ-
ent types of data from various sources to be correlated and analysed together.
This is particularly useful for gaining comprehensive insights across various oper-
ational domains within CAPE Groep, and has the potential to even be further
extended in the future, for example with security data.
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Standardisation to ECS. To fully leverage the benefits of centralizing logs,
metrics, and other data, the data format should be standardised inside the com-
pany. Adopting ECS will facilitate this by providing a consistent framework for
data formatting across all domains. Leveraging this standardisation, adminis-
trators and users can perform searches, analyses, and correlations across diverse
data sets. Furthermore, standardizing ensures that as new types of data are
incorporated into the system, which in turn can be easily integrated and anal-
ysed without significant modifications to the existing infrastructure.

Grafana. In addition to changes to Elasticsearch, we integrated advanced visu-
alization capabilities in Grafana to further improve CAPE Groep’s observability
infrastructure. Grafana has been employed to effectively visualize the results
from the newly implemented log categorization and analysis processes, facilitat-
ing an intuitive and actionable display of data for operational monitoring and
decision-making.

Grafana has been used to display the categorized logs using dynamic visual
components such as bar charts, pie charts, and tables. These visualisations show
the distribution of log categories over time, highlighting the frequency and trends
of various log types, including errors and warnings. This allows system adminis-
trators and support personnel to quickly identify and focus on the most critical
issues that require attention. Figure 3 shows an example of a dashboard that we
created to demonstrate these capabilities.

Fig. 3. A Dashboard leveraging the capabilities offered by the new setup

In addition, Grafana’s real-time monitoring capabilities can now leveraged
to offer up-to-the-minute insights into the application’s health. The dashboards
can be configured to receive live data feeds from Elasticsearch, ensuring that the
displayed information is always up-to-date, which is critical for enabling real-time
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monitoring and rapid response to emerging issues. Furthermore, Grafana can now
be set up to send alerts based on user-specified triggers identified through the
log analysis. For example, if the frequency of a particular error category exceeds
a predefined threshold, Grafana can trigger an alert to notify the relevant teams.
These alerts can be customised to match the severity and nature of the issues,
ensuring appropriate prioritisation and response.

CAPE Service Point. In this project, we also modified the CSP Mendix
model. In the new scenario, the workflow is simplified by reducing the depen-
dency on multiple processes and storage within CSP. Leverage the categorization
capabilities of Elasticsearch instead. These changes resulted in the development
of a new microflow that handles the interaction with Elasticsearch and subse-
quently retrieves the data for the generation of health checks. This single stream-
lined microflow replaces the entire log collection, aggregation, and log storage
logic within CSP. The microflow directly queries Elasticsearch instead of calling
the Mendix API for logs. The response from Elasticsearch includes logs that
are already categorized and ranked based on frequency and severity. These cate-
gorised and ranked logs are used to automatically compile improved health check
reports. These reports are more accurate, timely, and comprehensive than the
current implementation.

4.4 Horus Dashboard

In addition to the improvements to the observability infrastructure, we also
created an overview page to monitor application health as a dashboard, which
we called Horus. This dashboard is made up of two layers of information, namely
basic panels and advanced panels. The general overview displays the basic panels
and provides information related to four aspects of application health. These
panels provide the most high-level information on the status of the application
selected in the dashboard. As shown in Fig. 4.

This overview shows the status of all the tickets, alerts and log metrics related
to the two selected applications. For each of these panels, we present the most
high-level information, such as the number of open Priority 1 tickets or critical
alerts. Additionally, for each piece of information, we include a trend that shows
the difference between the currently selected time window (seven days in the
example) and the same window before that. Furthermore, based on these trends
different traffic lights indicate the severity of the trend accordingly with the
colours green, orange, or red. The severity thresholds can be personalised for
each end user, providing users with an easy and clear overview of the current
IT landscape health status. If the user wants to know more details about one of
the panels, they can click on them, and the advanced panels are opened.

Figure 5 shows that these panels include more detailed information on each
category of information. For tickets and alerts, this consists of graphs showing
the distribution of the count presented in the basic overview. Furthermore, a
time series chart shows how tickets and alerts progress over time. Both of these
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Fig. 4. The basic overview panels of Horus

charts were implemented using the Plotly JavaScript Open Source Graphing
Library [25], which also means that they are interactive, so clicking them opens
overview pages for the selected data point.

Fig. 5. The advanced panels for tickets and alerts of Horus

For example, if a user clicks on a certain alert level of an application, it opens
an overview of those alerts for that specific application in the time window, so
that users do not have to manually look for the tickets or alerts when needed.

Next to this, the user can click on the status & alerts and the logs basic
overview panel to open the two advanced panels shown in Fig. 6. This provides
an overview of the status of each component of the selected applications. Further-
more, the logs advanced panel shows a Grafana embedded panel, implemented
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with IFrame, which is a log histogram that displays the distribution of different
error severities over time. The screenshots in Fig. 6 should give some insights
into the functionality offered by Horus.

Fig. 6. The advanced panels for health status and logs of Horus

4.5 Solution Implementation Plan

The implementation plan for any IT system, particularly business-critical solu-
tions like the one we proposed, involves careful consideration of various deploy-
ment strategies to ensure effectiveness and minimize disruption to ongoing opera-
tions. Before deciding on an implementation strategy, we evaluated each strategy
based on specific organizational needs, risk assessments, and the critical nature
of the systems involved. The following are common strategies were considered
for implementing the proposed solution:

– Big Bang Rollout [19,24]: This strategy consists of a complete and simul-
taneous transition from the old system to the new system across the entire
organisation at a specific point in time. While this can be the fastest method
to implement, it is also the riskiest, as it leaves little room for error and
adjustment.

– Phased Rollout [19,24]: This strategy consists of implementing the new sys-
tem in stages over a specific period. In each phase, the solution is rolled out to
a different segment of the end users. This can be done based on application,
team, customer or even department. This strategy reduces the risk because
it allows lessons learned in earlier phases to be applied to later ones.

– Parallel Adoption [19]: In this strategy, both the old and new systems run
simultaneously for a significant period of time. This strategy is less risky
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because it allows users to transition gradually and ensures that the organisa-
tion can revert to the old system if significant issues arise in the new system.
In this strategy, it is critical to ensure backwards compatibility.

– Pilot Implementation [24]: This consists of rolling out the new system to a
small controlled group within the organisation before a full-scale implemen-
tation. This strategy can help uncover potential issues with the new system
while limiting the impact on the broader organization.

For the deployment of our solution, we recommend a combination of the
aforementioned strategies. This consists of creating a pilot implementation after
which a phased rollout will begin, the exact segmentation of the phases can
be determined at a later point, however, for this plan the choice is made to
do this per application. Following the phased rollout, a transition period in
which a parallel adoption takes place. During this period, both the old and
new ways should run in parallel, ensuring that business-critical processes are
not hindered and end users experience a smooth transition. Figure 7 shows that
the implementation process iterates between rolling out the solution for new
phases and running parallel. After successfully upgrading all the applications
the process transitions to the last step namely the Full Rollout. In this step, all
the transitions are double-checked to ensure they are set up properly before the
old indices and field names are removed from Elastic.

Fig. 7. A visualisation of the solution implementation plan

4.6 Achievements

Overall, this project at CAPE Groep has culminated in an enhancement of CSP
and CAPE Groep’s observability infrastructure, through integration of advanced
Elasticsearch functionalities and use of Grafana and the custom Horus dash-
board for visualisation. The primary objective of the project was to automate or
enhance one of the processes within CSP. After initial investigation, interviews,
and research the decision was made to focus on addressing the inefficiencies in
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CSP’s existing log management and health check processes. By leveraging Elas-
ticsearch’s machine learning features for log categorization and anomaly detec-
tion, along with its powerful text categorisation and aggregation functions, we
significantly automated and streamlined CSP’s approach to log analysis. Hereby
satisfying RQ1 and RQ2. Furthermore, automated processes have significantly
reduced the time and support required to manage logs and generate reports.
This has not only reduced errors-prone manual labour previously required, but
also increased the accuracy and timeliness of the health check reports provided
to customers, satisfying RQ3.

Improved Health Check Reports. By leveraging Elasticsearch’s categoriza-
tion capabilities, CSP can improve the way health checks are conducted. Cur-
rently, health checks are generated through a resource-intensive process that
combines log entries, which often requires manual intervention. This method is
not only inefficient but also prone to errors, affecting the reliability and valid-
ity of the reports provided to customers. With the proposed solution, logs are
automatically categorized and analyzed using Elasticsearch’s machine learning
capabilities or search categorization functionality, which can detect anomalies
and categorize text in real-time. This process not only speeds up data process-
ing but also increases the accuracy of health checks by ensuring that all data is
considered and appropriately categorized. We compared the old and new imple-
mentation and as is shown in Fig. 8, multiple types of errors were previously not
identified and shown in the report. This can be verified by comparing Fig. 8 to
Fig. 1, which displays the results of the old implementation for the same appli-
cation. A satisfied consultant pointed out that “In the past, almost all reports
were missing data or contained inaccurate information, I can already tell this is
greatly improved”. Overall, by eliminating the need for nightly log collection and
aggregation within CSP, we significantly reduce the computational load on its
servers. Furthermore, as the logs are processed and categorized at real-time by
Elasticsearch, the health check reports generated are more current and reflect
better the actual system status. The streamlined CSP microflow allows for a
more efficient process flow, reducing the steps involved in generating reports
and thereby decreasing the potential for errors and reducing the overall CSP
complexity. All of this combined results in a more efficient, accurate, scalable,
and reliable observability infrastructure.

Improved Service Quality. The shift to an automated, Elasticsearch-powered
setup for log analysis and health checks directly translated to improved service
quality for CSP’s customers. Automated categorisation and anomaly detection
provide CSP with the ability to quickly identify and address issues before they
impact service delivery. Furthermore, the enhanced data analysis capabilities
ensure that health reports are both accurate and timely, fostering trust and
reliability among clients. Next to this, the further development of the Horus
dashboard has improved the visualization landscape at CSP, further satisfying
RQ3. Customized dashboards now provide more and improved dynamic and
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Fig. 8. The log data reported by leveraging the proposed solution

real-time insights into the application’s health, allowing for rapid response to
emerging issues. This enhancement has not only improved internal operational
efficiency but has also boosted the quality of service CSP provides to its clients,
enhancing customer satisfaction and trust.

More generally, the architectural redesign using Elasticsearch as the back-
bone for CAPE Groep’s observability infrastructure presents a robust solution
that reduces architectural complexity, decreases resource consumption, and sig-
nificantly improves reliability and accuracy of operational health checks. This
strategic overhaul not only streamlines internal processes but also enhances qual-
ity of service delivered to customers. By effectively leveraging modern technolo-
gies, such as Elasticsearch and Grafana, CSP has not only addressed some of
its immediate operational challenges but also laid a foundation for continuous
improvement and innovation. As CSP continues to grow and evolve, the flexibil-
ity and scalability provided by these enhancements are expected to play a crucial
role in its ability to meet future challenges and capitalize on new opportunities.

5 Reflection

5.1 Limitations

Given that the project was mainly conducted by a student during an internship
of only 14 weeks, there is a potential for sub-optimal solutions and missed oppor-
tunities. Many of the technologies and concepts explored during this project were
new for the student, and given the fairly limited time frame concessions had to
be made in terms of time spent researching possible solutions. This could have
resulted in a sub-optimal solution design, however, given the produced benefits
and usage of industry-wide adopted technologies this should be fairly limited.
Furthermore, the initial implementation prioritised functionality over perfor-
mance optimization. As a result, some processes can possibly be made more
efficient. Finally, given that the research focused on the practical implications
of the solution, a systematic or methodological evaluation of the benefits is not
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preferred. However, the results have been validated with qualitative feedback
from management and consultants involved with the process.

5.2 Future Directions

While the project has achieved substantial improvements, there are several areas
where future work could further enhance CAPE Groep’s and CSP’s capabili-
ties. First of all, integrating non-Mendix applications and other additional data
sources. The current setup is tested for Mendix applications, but there are many
other types of applications within CAPE Groep’s IT portfolio. Expanding the
types and sources of data integrated into the Elasticsearch framework could pro-
vide more comprehensive insights across other operational areas. Furthermore,
the current setup lays the foundation for enhanced security features by integrat-
ing access logs into Elasticsearch. Integrating advanced security analytics into
the observability infrastructure could help in better detecting and mitigating
potential security threats. Next to this, performance benchmarking and opti-
mization efforts can be made to ensure that the system remains responsive and
scalable as data volumes grow. Finally, there is the opportunity for advanced pre-
dictive analytics. More complex machine learning models could predict potential
system failures before they occur, further enhancing proactive monitoring.

6 Evidence

The case report was authored through a combination of primary practitioner
involvement, stakeholder interviews, literature review, and practical implemen-
tation. The main author was a practitioner involved in the project as an intern.
One of the co-authors is directly associated with CAPE Groep and provided
firsthand insights and guidance on report writing. Interviews and regular feed-
back sessions with key stakeholders, such as the Support team lead and CSP
product owner, were conducted to gather requirements and validate findings. A
review of relevant academic literature and technical documentation from Elas-
tic and Grafana informed the project’s methodologies and solutions. Practical
implementation and testing within CAPE Groep’s infrastructure were employed
to ensure the feasibility and effectiveness of the proposed solutions. This com-
prehensive approach, combining direct practitioner input, research, and iterative
development, ensured the accuracy and relevance of the project and its report.

7 Conclusion

To conclude, the project to enhance CSP’s log analysis capabilities was a sig-
nificant step forward to improve the system’s functionality and user experi-
ence. While several challenges were faced and some limitations were identified,
the integration of Elasticsearch’s Machine Learning capabilities and Grafana’s
visualization tools, along with the Horus dashboard, streamlined operations,
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reduced manual intervention and provided comprehensive real-time insights into
application health. The improved log categorization supported CAPE Groep’s
analysis of common issues, enhancing the accuracy of health check reports.
Enhanced automated anomaly detection and customisable alerts ensured proac-
tive issue identification, improving system reliability. The Horus dashboard
offered dynamic insights into recurring log entries and operational anomalies,
optimizing IT operations. This strategic overhaul reduced architectural com-
plexity, decreased resource consumption, and significantly enhanced operational
health checks, ultimately boosting service quality and customer satisfaction.
Seamlessly integrating with CSP and CAPE Groep’s infrastructure, the pro-
posal provides a solid solution with a foundation for future improvements. By
addressing the identified omissions and continuing to refine the solution, CAPE
Groep can further enhance CSP, delivering even greater value to its users and
customers.
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Abstract. Business processes have the potential to enhance efficiency,
flexibility, productivity and revenue by, for example, automating. They
can automate routine procedures thereby reducing costs of a process. In
recent years, a plethora of frameworks have been developed that facil-
itate the modelling of activity-centric business processes. Nevertheless,
there is a paucity of frameworks that concentrate on object-centric or
data-driven business processes. Furthermore, the majority of commer-
cially available business process tools provide local applications and only
a limited number leveraging the benefits of a web-based environment.
This demonstration paper presents the implementation of a web-based
modelling environment that implements the object-centric business pro-
cess management approach: PHILharmonicFlows. The implementation
is a redesigned and enhanced web-based edition of the original, locally
developed prototype. Moreover, the web-based framework incorporates
additional features, including sophisticated verification algorithms, mea-
surement metrics for the monitoring component, a more user-friendly
graphical user interface (GUI), and functions that enable the modelling
of a business process in greater detail than the original prototype, by
setting constraints.

Keywords: Business process modelling tool · object-centric BPM ·
web-based · business process management · graphical user interface

1 Introduction

The advent of web-based technologies eliminated the need for different versions
for an individual version for every operating system, removed installation hur-
dles, outsourced computing power, and required administrators to maintain the
framework without inconveniencing end users. Business process modelling tools,
such as the workflow management system Camunda, have recently taken advan-
tage of these benefits as well [1]. Nevertheless, most of the workflow management
systems focus on traditional activity-centric approaches, concentrating on the
execution order of their activities. In addition to these traditional approaches,
a new paradigm of object-centric business process management has emerged in
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recent years, exemplified by the framework PHILharmonicFlows, which focuses
on business objects and their business data as they exist in real processes [2]. In
the object-centric process management paradigm, a business process is described
in terms of interacting business objects that correspond to real-world entities.
These business objects and their relations are manifested in the Relational Pro-
cess Structure (RPS) [3]. This includes a hierarchical structure derived from the
cardinalities specified for object relations. In addition, business attributes can be
defined for each business object. The RPS, with its business objects and object
attributes, defines the holistic data model of an object-centric business process.
At runtime, any number of object instances (restricted by their cardinalities)
can be created by the business objects. The runtime behaviour of these business
objects is defined in terms of object lifecycles [4]. In contrast to activity-centric
processes, object-centric business processes typically exhibit greater flexibility,
as the objects within the processes can be processed largely independent of one
another [2].

In [5], the implementation of modelling objects with their relations and their
lifecycle processes for object-centric business processes is presented. This imple-
mentation is constructed as a locally installed software tool utilising a distributed
microservice-based software architecture (original framework for short). The
web-based framework1 presented in this paper constitutes a reimplementation
of the original framework, which has been extended to include expressions for
coordination process constraints [6], easy setting permissions, and sophisticated
verification. Furthermore, it incorporates measurement metrics (e.g. weights for
Kalman filter [7]) for monitoring predictions. The latter minimises complexity for
the modeller, thereby facilitating the creation of correct business processes with-
out the necessity for extensive knowledge of the sophisticated object-oriented
process paradigm.

In [8], the original framework is extended by a runtime engine which auto-
matically generates user sheets based on the structure of its lifecycle processes.
The lifecycle contains states that are linked to each other. Each state can contain
any number of steps (except the end state), which represent the input fields in
the form sheets. Furthermore, the aforementioned steps are based on the busi-
ness attributes that have been defined in the business objects within the data
model.

The remainder of this paper is structured as follows. Section 2 provides insight
into the core functionality offered by the web-based, object-centric business pro-
cess framework, as well as an explanation of the functionality extensions in com-
parison to the original framework. Section 3 presents the development of the
monitoring tool, including a description of its technical architecture, with an
overview of the components, frameworks and libraries employed. Section 4 con-
cludes the paper.

1 A screencast is available on ResearchGate: https://www.researchgate.net/publicat
ion/382713623_A_Screencast_for_PHILharmonicFlows_A_web-based_Modelling_
Tool_for_object-centric_Business_Processes.

https://www.researchgate.net/publication/382713623_A_Screencast_for_PHILharmonicFlows_A_web-based_Modelling_Tool_for_object-centric_Business_Processes
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2 Object-Centric Business Processes

The object-centric business process modelling tool is comprised of four distinct
components: the data model (RPS and business data), their respective lifecycles,
the coordination process(es) and the associated permissions.

Data Model: The data model comprises two key elements: the Relational Pro-
cess Structure (RPS) and the business attributes. Figure 1 depicts a screenshot
of the Data Model module. The RPS establishes the hierarchy and the relations
between the business objects, as well as the cardinalities thereof. The web-based
tool has been enhanced to incorporate more a sophisticated approach towards
the cardinalities. The original framework only permits one-to-many relations,
whereas the web-based tool permits many-to-many relations. Furthermore, it is
crucial to emphasise that the placeholders m and n can be constrained by fixed
values, both above and below (e.g. 3..5 : 2..n).

In addition, each business object is characterised by a number of busi-
ness attributes describing the data associated with that business object. These
attributes are defined by a specified data type (i.e. String, Number, Boolean,
Date, File, or Relation) and serves as the foundation for the input fields of the
auto-generated form fields. Furthermore, the attribute types String, Number,
and Date permit the definition of these attributes as list attributes enabling
the provision of multiple values within a single attribute. Moreover, the web-
based framework is capable of restricting the input of an attribute resulting
in a drop-down menu at runtime. If invalid entries are made (e.g. minimum is
greater than maximum restriction) corresponding error messages are generated
to inform users at runtime. The implementation of a testing procedure for valid
input (i.e. semantic and syntactic correctness) serves to prevent the occurrence
of deadlocks at runtime. Such deadlocks may be created by invalid attributes and
arise with the automatically generated user forms. In the original framework, no
mechanism was in place for verifying the attributes.

Fig. 1. Data Model of a recruitment business process example with its RPS and busi-
ness attributes.
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Fig. 2. Lifecycle process of the Business Object Job Offer.

Lifecycle Processes: The runtime behaviour of each business object is speci-
fied by a lifecycle process. Figure 2 depicts a screenshot of the Lifecycle module
within the PHILharmonicFlows framework. The runtime engine [8] automati-
cally generates user sheets for user interactions based on the pre-defined lifecycle
structure. A lifecycle state represents one form sheet during the execution of the
business process. A runtime, each lifecycle is initiated in one specific start state
and subsequently progresses through a series of intermediate states, ultimately
terminating in an empty end state, which is characterised by the absence of any
steps. Each state can be further refined by a number of steps that refer to a
business attribute. At runtime, each step results in a form field. Lifecycles sup-
port three types of steps: the basic step, which creates an input field based on
business attributes; the computation step, which sets a specific value (e.g. a date
or random number); and the predicate step, which models a decision based on
defined expressions (e.g. ‘amount < 500’).

In comparison to the original framework, the incorporation of a sophisticated
verification process and the automated determination of the Kalman weight for
progress calculation has resulted in an extension of the lifecycles. In the event
of erroneous modelling of lifecycles, an error message is returned to the end
user. Furthermore, the verification algorithm utilises a ‘prevent and highlight’
technique. The prevent logic is employed to block transitions to previous states,
thereby avoiding the formation of cycles or loops. In order to facilitate com-
prehension for the modeller, prohibited states are indicated by a red highlight.
Conversely, permissible states are indicated by a green highlight. This technique
prevents of lengthy error-finding processes, particularly in the case of large pro-
cess models. In the case that a multitude of start states exists and a modeller
clicks on the error message, all start states are indicated by a red highlight.
Moreover, the Kalman weight for the monitoring tool has been incorporated.
The Kalman weight is a value between 1 and 5 that is automatically deter-
mined based on the number and type of steps within a state. The Kalman filter
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is capable of predicting the progress of a single lifecycle instance based on the
aforementioned Kalman weights, thereby eliminating the necessity for an event
log. In addition, the Kalman weight can be set by a modeller manually when
the estimated effort is greater or less than the automatically determined one in
order to achieve better results in determining progress [7].

Coordination Processes: A coordination process controls the interactions
between the lifecycles of multiple objects and defines the sequence of states
between multiple lifecycle states. Thereby, a coordination step refers to a state
of a lifecycle process. In general, a coordination process is defined from the
perspective of one business object, i.e. the lifecycle of one object is extended
with lifecycle states of other objects to represent their correlations and interac-
tions. More specifically, a coordination process can be viewed as a graph where
vertices represent the coordination steps and edges represent the coordination
transitions. The coordination process graph is a directed, acyclic, and connected
graph excluding backward transitions and loops. Otherwise, cyclic dependen-
cies and thus deadlocks are possible. Therefore, the acyclicity of coordination
processes is not a limitation of expressiveness, but a necessity for correctness
[6]. In contrast to the original framework, the web-based version is extended
by a sophisticated verification algorithm to identify, for example, cycles that
span multiple coordination processes and are therefore difficult for a modeller to
detect. Figure 3 depicts a screenshot of the Coordination Process module within
the PHILharmonicFlows framework. The verification algorithm employed an
active mechanism to prevent erroneous modelling of the coordination process,
whereby any attempted modifications are blocked and invalid targets (i.e. coor-
dination transitions and previous ports or coordination steps) are highlighted in
red. In addition, a passive mechanism was utilised to examine the coordination
process in nine distinct error cases, returning error messages to the modeller
if modelling mistakes are introduced. Furthermore, the web-based framework is
augmented with the capacity to impose constraints for each coordination transi-
tion. These constraints can be leveraged to facilitate the execution of a business

Fig. 3. Coordination process of the Business Objects Job Offer and Application.
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process in a more targeted and precise manner. To illustrate, in the case of
a research conference review process, a paper will be deemed appropriate for
acceptance when at least 50% of the three to five assessors have determined
that the paper meets the requisite standards for acceptance. The web-based
PHILharmonicFlows framework allows the modeller to define constraints of this
nature.

Permissions: In the original framework, permissions are only listed in a table on
the Permissions tab and cannot be modified there. To illustrate, the permissions
for business attributes are established in an additional tab within the data model,
while the permissions for lifecycle states are configured in a drop-down menu on
the button for each state. When initially defining permissions in the original
framework, many modellers encounter difficulties in locating the appropriate
setting for the permissions. Consequently, the configuration of permissions can
now be carried out directly on the Permissions module as depicted in Fig. 4.
In detail, permissions can be defined for each business object depending on the
individual users or user groups (i.e. user type). Furthermore, the ability to assign
execution rights to each user for each state in the lifecycle (i.e. the activation
of the ’Next’ button on the form sheets at runtime) has been incorporated. In
addition, the rights to read, write, or none can be specified for each user with
respect to each business attribute.

Fig. 4. Permissions of the Business Object Job Offer.

3 Structure of the Modelling Tool

The web-based implementation of PHILharmonicFlows was developed primarily
in TypeScript. The front end of the application has been constructed using the
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NextJS framework. The framework employs the React library for the component-
based development of reusable front end elements. The graphs are created and
manipulated using an extension of the mxGraph JavaScript library, namely ts-
mxGraph. This extension extends the mx-Graph library with types, thereby mak-
ing it TypeScript compatible. mxGraph is a client-side library for creating and
modelling diagrams and graphs that works on all common browsers without
any additional add-ons. The front end of the web-based PHILharmonicFlows
framework constitutes by a set of pages, components, and assets. A page may
contain one or more React elements, which in turn may contain other elements,
components, or simple HTML elements. The pages delineate the content that
will be rendered in the user’s browser while they interact with the application.
Components contain reusable code, which may be employed in a variety of con-
texts. For instance, the editor component is utilized in the data model editor, the
lifecycle process editor, and the coordination process editor. Assets contain the
styling of the application in Cascading Style Sheets (CSS) files. The front end is
in communication with the controllers of the back end and the editor services,
receiving data that is necessary for its rendering or sending data from the front
end to the database.

The application’s back end is based on the Node.js framework NestJs, which
is designed for the development of scalable server-side applications. Upon deploy-
ment of the application in a Docker container, a NestJs web server is initiated,
facilitating the transfer of requisite data to the front end. The back end is consti-
tuted by modules, controllers and editors. The controllers represent the primary
conduit for communication between the front end and the back end. The trans-
fer of data is accomplished by transmitting a request from the front end to a
designated route, which is made available by a controller. The controller will
then transfer the request and its associated data to a service. This service then
manipulates the request data, if necessary, and executes a database call, and a
response is transmitted to the request’s originator. If data is previously retrieved
from the database, the front end may engage in direct communication with the
editor or parser services.

The data of PHILharmonicFlows is managed using the MongoDB database
management system (i.e. NoSQL := Not only SQL), a non-relational database
that employs the use of documents structured in a JSON-like format. Regardless,
it is possible to utilise logical references between disparate stored documents,
thereby representing the relations between them. Furthermore, it offers a multi-
tude of query and aggregation functions, which result in enhanced performance
compared to relational databases. Furthermore, MongoDB enables straightfor-
ward vertical and horizontal scaling due to its non-relational architecture [9,10].
The front end is responsible for communicating with the MongoDB database in
order to retrieve the necessary data and present it to the user in an appropriate
format. As soon as the user makes any modifications to the modelled process,
these changes are sent to the back end, where they are then reflected in the
database.
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The PHILharmonicFlows application, including of both its front end and
back end components, as well as the database is executed within a dedicated
docker container to ensure portability and scalability. Each container is config-
ured to expose a port, thereby facilitating external access. This ensures that the
user is able to interact with the application by sending requests to a designated
controller endpoint. Typically, user requests are initiated through the graphical
user interface (GUI), which is defined by the front end.

4 Summary and Outlook

This paper presents the redesigned and enhanced web-based framework of the
object-centric business process PHILharmonicFlows, originally developed at the
local level. The web-based framework eliminates the challenges associated with
the installation and management of the application, as well as offering the out-
sourcing of computing resources. Moreover, the web-based framework incorpo-
rates additional features, including sophisticated verification algorithms, mea-
surement metrics for the monitoring component as well as the setting of permis-
sions in a user-friendly manner, and the possibility of defining expressions for
coordination process constraints. The web-based PHILharmonicFlows is cur-
rently still under development. Further work focuses on enhancing the user-
friendliness and user interface of the lifecycle processes. This involves the config-
uration of the states and steps, which is a highly intricate matter. In addition,
further work is focused on the validation of expressions defined in the coordina-
tion process constraints, the implementation of an export and import function,
and the development of additional measurement metrics for the predictions gen-
erated by the monitoring tool.
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Abstract. Despite their considerable dissemination, existing UML
modeling tools suffer from significant limitations that stand in the way of
their profitable use in practice as well as in teaching. This paper presents
a new UML modeling tool, called UML-MX c©, that overcomes these lim-
itations. It is based on a language architecture that not only enables the
integration of class and object diagrams, but also the execution of objects
in the diagram editor. Thus, it promotes a more inspiring learning expe-
rience. At the same time, it goes beyond the limitations of traditional
approaches to model-driven software development by enabling a common
representation of models and programs.

Keywords: multi-level language architecture · teaching UML ·
executable models

1 Introduction

Despite justified criticism of various weaknesses, UML is widely used in practice.
Object-oriented modeling with UML is also an integral part of many curricula,
both in computer science and business informatics. In this paper, we present
a UML object-model editor that promises substantial advantages over existing
UML modeling tools. It is worth noting that the development of a UML tool
was not actually on our research agenda. For more than ten years, our research
was mainly focused on the development and use of domain-specific languages
in general and multi-level language architectures in particular. This work led
to the development of a multi-level modeling and execution environment, the
XModelerML c© [3] (for more details see www.le4mm.org), [9], which is based
on the foundational language engineering environment XModeler c© [7]. UML
played no role in this context, since the aim of our research was to overcome the
limitations of languages like UML. Nevertheless, we still had to deal with UML
as part of our teaching program – mainly in a modeling course at Bachelor level.

Against this background, and in view of the large number of existing UML
tools, it may seem absurd to develop yet another UML modeling tool. However,
there are two main reasons why we decided to do so. On the one hand, we had to
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realize that despite the obvious advantages associated with multi-level language
architectures, software developers and modelers are often reluctant to adopt
multi-level modeling. The effort to learn and appreciate multi-level modeling is
perceived as rather high, not to say as daunting. In addition, there is no standard
yet, which is a threat to the protection of respective investments. Against this
background, it became evident that providing convincing incentives for using
multi-level modeling is essential for its adoption. On the other hand, our experi-
ence with teaching object-oriented modeling reveals that students often struggle
with learning how to design a proper object model, a fact that led to the ques-
tion how students’ modeling skills could be effectively improved. One possible
answer to this question was to provide them with a modeling environment that
enriches their learning experience by providing a more natural access to objects
and classes.

At first, the emphasis of our work was mainly on lowering the entry barri-
ers to multi-level modeling for modelers and software developers. Based on the
assumption that UML is still used by many, we came to the conclusion that
providing modelers with a UML object-model editor that offers clear advantages
over traditional UML tools might work as an effective incentive. Once modelers
got used to these advantages, it might be easier to draw their attention to fur-
ther multi-level features and eventually to multi-level modeling in general. From
a managerial perspective this approach makes sense, too. At first, stick to the
standard, then gradually extend it to a more versatile and powerful tool. The
idea was, in other words, to introduce multi-level modeling through the backdoor
[3].

In parallel we worked on improving a course on object-oriented modeling in
a Bachelor’s program and a Master’s course on advanced modeling and DSML
design. In both cases, we were not satisfied with the students’ achievements.
Even though students represent a different target group than professional users,
it became obvious that a UML editor that is based on a multi-level language
architecture would also help with improving teaching and learning of object-
oriented modeling. In addition, it would be suited to pave would be suited to pave
the way for teaching the development and application of DSMLs and, eventually,
of multi-level models.

The UML-MX c© (“Modeling and Execution”) tool presented in this paper
serves both purposes. In the following we will describe benefits of using a multi-
level tool like the XModelerML for creating and using UML class diagrams and
then define requirements for a dedicated UML object model editor based on the
XModelerML (Sect. 2). Against this background, we present the design and imple-
mentation of UML-MX c© (Sect. 3) as well as a preliminary evaluation (Sect. 4).

2 Prospects and Requirements

Given the limited resources we had for developing UML-MX c©, it was essential
that the XModelerML already provides substantial benefits for developing UML-
like object models. However, its additional features, such as an arbitrary number
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of classification levels, deferred instantiation of properties, and the fact that every
class is an object is likely to be perceived as confusing, both by experienced
professionals and students. Therefore, UML-MX c© should allow to benefit from
specific advantages of a multi-level language architecture without placing the
burden on users to learn specific multi-level concepts.

2.1 Existing Benefits

A multi-level language architecture offers some clear attractive advantages for
creating and using object models. In the industrial application of conceptual
modeling, model-driven software development is often regarded as a particularly
efficient way to produce code of high quality [10]. In the ideal case, code is
widely, if not entirely, generated from models. However, a serious problem stands
in the way of this appealing vision. Model and code are represented separately,
with the result that sooner or later they will no longer be synchronised. As a
consequence, the investments in the models gradually lose their value. That may
lead to the question why there is need for generating code, and, as a consequence,
for two separate representations anyway. In fact, there is no compelling reason
for this. Rather, this circumstance is due to the limitations of common object-
oriented programming languages. Classes, which are conceptually located at M1,
are actually represented by objects at M0 in the model editor. Objects at M0
do not allow for further instantiation. Therefore, generating code is the only
option to enable the instantiation and execution of models. UML even provides
two languages for creating class and object diagrams, without offering a proper
integration of the two.

By contrast, a multi-level language architecture does not only allow for an
arbitrary number of classification levels, it also stipulates that every class is an
object, that is, has state and is executable. Hence, classes that are conceptually
located at M1 can be implemented at M1. In other words: model and code share
the same representation. This is at least the case for executable multi-level lan-
guages like the FMMLX which was developed by our team [3]. As a consequence,
modelers are relieved from the burden of synchronizing code and model. At the
same time testing a model is supported by checking its instances in the same
editor. In addition, there are two further goodies provided by the XModelerML

already. Constraints are immediately effective after their specification. They are
specified with XOCL, an extended, executable version of OCL [7]. Delegation is
not just a pattern like in UML but a language concept with execution semantics
[6].

Students are likely to benefit from the integration of class and object dia-
grams, too. First, there are various studies, which indicate that beginners often
struggle with the abstraction required to appreciate the concept of a class. It
is easier for them to think of particular objects at first. Therefore, a tool that
allows to look not only at classes and objects simultaneously, but also to see
the effect that changing a class has on its instances immediately should help
students with developing a proper understanding of the fundamental dichotomy
of types and instances.
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Also, the common representation of object models and their instantiations
helps with illustrating problems originating in misleading abstraction. This is,
the case, e.g., for circles or for the inappropriate use of specialization. While cor-
responding object models may look fine at first glance, looking at corresponding
instances will often immediately reveal the problem.

2.2 Specific Requirements

Making use of the features already provided by the XModelerML would suffice
to realise a significant advance over existing UML modeling tools. This applies
in particular to the ability to edit class and object diagrams together as well
as the executability of objects and constraints. Therefore, the development of
UML-MX c© was mainly aimed at avoiding the confusion caused by multi-level
concepts. To provide for a systematic development of the tool, we conducted a
requirements analysis. The following requirements are grouped into three cate-
gories. General requirements are marked with “G”, those that are marked with
an “S” are specifically focused on teaching and learning issues, while “P” marks
requirements that may concern professional developers.

As the scope of this paper is limited and the didactically motivated extensions
of UML-MX c© will be described in more detail in another publication, we will
limit ourselves here to a small selection of corresponding requirements.

Requirement G1: Abstract syntax, semantics and concrete syntax should
widely correspond to the UML. Rationale: Professionals should be familiar with
the UML and students are supposed to learn it.

Requirement G2: Specific multi-level concepts and corresponding GUI ele-
ments should be effectively hidden from users. Rationale: Multi-level concepts
could distract from UML, and might be perceived as confusing.

Requirement P3: The tool should allow for adding new language concepts.
Rationale: To increase productivity and quality in modeling projects it can be
helpful to add specific language concepts to the UML that are immediately
effective after their specification – even while working on a model. The UML
addresses this need with stereotypes. UML tools hardly allow for defining a
precise semantics of stereotypes.

Requirement G3: An advanced UML editor should offer optional concepts
suited to overcome specific shortcomings of the UML. These extensions should be
monotonic, that is, they should not prevent from using UML in a “regular” way.
Rationale: Respective extensions would facilitate a more efficient and consistent
use of UML.

Requirement S1: A UML editor used for educational purposes should offer
modeling exercises to students. Rationale: Including modeling exercises helps
students to apply their knowledge and self-assess their skills.

Requirement S2: A UML editor should give instructive feedback on mod-
eling errors. Rationale: Offering detailed and instructive feedback on errors
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helps students understand their mistakes and thus improve their modeling skills.
Instead of causing frustration, mistakes should be perceived as promoting learn-
ing progress.

Requirement S3: A seamless transition from UML to DSML development
and full-scale multi-level modeling should be supported. Rationale: Enabling a
seamless transition to DSMLs and multi-level modeling ensures that students
can build upon foundational modeling knowledge to address more specific and
complex modeling needs step-by-step.

Most of these requirements are widely satisfied already by inherent features
of the XModelerML already, which will be shown in the next section.

Fig. 1. Foundational Meta Model of UML-MX c©.
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3 Design and Implementation

At the core of the proposed tool is a language architecture that is enabled by a
specific meta model.

3.1 Meta Model

The XModelerML is based on a reflexive meta model called XCore ([7], pp. 40),
which is extended by specific multi-level features resulting in the multi-level
language FMMLX (see Fig. 1).

It allows for creating multiple classification levels. It also makes sure that
every class is an object, since Class inherits from Object. Objects can execute
operations that are defined with the class (instance of Class), the objects are
instantiated from. Regular FMMLX classes can be instantiated at any level from
the class MetaClass.

The meta model allows to modify existing language features and add new
ones with full execution semantics (req. P1).

3.2 Adaptation of GUI and Concrete Syntax

UML-MX c© differs from the regular XModelerML in three ways. First, multi-level
language features irrelevant for modeling UML classes and objects have been
faded out for the user (Req. G2). Different from the XModelerML, every class
created with UML-MX c© is always at M1. As a consequence, the instantiation
level of all class properties such as attributes, operations and associations is zero.

Second, the concrete syntax of UML was widely adopted (Req. G1). As shown
in Fig. 2, the graphical notation corresponds to UML, with the exception of added
features such as delegation and constraints.

Third, a guided-modeling mode has been implemented that serves as the basis
for self-guided training exercises (Req. S1).

UML-MX c© and XModelerML represent two versions of the same system.
To allow for a smooth transition from UML to multi-level languages (Req. S3),
additional GUI elements can be gradually unlocked, eventually resulting in a
fully-featured multi-level modeling tool.

In order to overcome certain limitations of UML, UML-MX c© implements
an extended version of UML, called UML++. Note that these extensions are
monotonic, that is, they do not exclude “regular” use of UML:

– Objects and classes may be modeled within the same diagram.
– An object created with UML++ is always instantiated from its actual, pre-

viously defined class.
– The specification of operations is not restricted to their signature but may also

contain a body, which can be accessed by double-clicking on the signature.
– Representations of UML++ objects include a compartment for the return

values of their operations.
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– Each attribute in UML++ is specified either by a given data type or class
(such as Date) or by a user-defined class.

– In UML++, the representation of a class contains an additional compartment
that includes identifiers of its constraints.

– Violations to constraints are shown in UML++ objects. This includes viola-
tions of custom constraints (XOCL expressions) or implicit constraints such
as association multiplicity.

– In contrast to the UML, UML++ provides native support for delegation
relationships as a means to overcome pitfalls of specialization (see Req. G3).

We have specified ten learning units that each contain an exemplary illus-
tration and a set of modeling exercises. Modeling exercises are opened in the
guided-modeling mode, which assists students in developing a model step-by-
step.

3.3 Demonstration

Figure 2 serves to demonstrate the use of the UML-MX c© environment. The
tool itself, as well as screencasts that demonstrate the guided tool introduction,
can be accessed via www.LE4MM.org/uml-mx/. In contrast to prevalent UML
class-diagram editors, the palette is dynamically extended by every class that is
created within a diagram. Users can click a class on the palette and then click
on the modeling canvas to create an instance of this class. By selecting Class
from the palette, users can create a new class. The same principle applies to
associations, links, delegations, and notes.

The specification of attributes can refer to standard data types (like String),
predefined classes (like Date), user-defined classes, or user-defined enumerations.
Slot values are accepted only if they conform to the specification of the corre-
sponding attribute.

In UML-MX c©, the context of a constraint is added automatically, users
must only specify the XOCL expression. Users can furthermore specify custom
fail messages that are shown in an object if the constraint is being violated
(see object Modeling in Fig. 2). For a detailed illustration of how to specify and
evaluate constraints see the screencast at www.LE4MM.org/uml-mx/.

Operations contain a body written in XOCL. Operations may or may not
be shown in objects. In Fig. 2, for example, the operation getCourses():
Set(Course) is not displayed in student objects. Two modes to add/modify
operations are available for students: a standard mode and an expert mode. In
standard mode, users can only adjust the signature of the operation. The body
can only be modified in the expert mode.

Furthermore, users can manage a model’s complexity with views and dia-
grams. Views are divisions of a diagram based on layout alone. A diagram is a
visual representation of a model that can be manipulated in the editor (Fig. 2
shows one UML++ diagram). Users can create multiple diagrams for a model,
allowing for a separation of class and object diagrams if desired.

https://www.le4mm.org/uml-mx/
https://www.le4mm.org/uml-mx/
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4 Evaluation

Most of the requirements listed in Subsect. 2 have been fully implemented, which
follows from the description of the implementation in Subsect. 3. Others, espe-
cially those that aim at additional support for students such as requirements S1
or S3 are subject of ongoing work. The step-by-step transition is currently sup-
ported only to a limited extend: by switching didactic mode from true to false in
the file users.properties, one can move from UML-MX c© to the XModelerML

or, in other words, from UML++ to a multi-level language that enables the
specification and execution of DSMLs.

Fig. 2. Screenshot of Diagram Editor within UML-MX c©.

4.1 Preliminary Results from Using the Tool

Object-oriented modeling with UML class diagrams has been taught by our
group for over twenty years. In recent years, we used MEMO4ADO, an
enterprise-modeling tool developed on the basis of the meta-modeling platform
ADOxx, as a modeling tool throughout the course [13]. It includes an editor for
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common UML class diagrams. Last semester, we used the XModelerML for teach-
ing object-oriented modeling. It still featured multi-level modeling concepts and
lacked UML notation. Students could use either MEMO4ADO or XModelerML.
Subsequently, they were asked to complete a survey on their experience with
using the tool as part of the assignment.

Overall, we received mixed feedback from these first exploratory experiments
with students. On the one side, many noted that the tool was confusing especially
with respect to the offered multi-level concepts. On the other side, the instan-
tiation of models at run-time appeared to support students effectively in their
learning process. For one, creation of object diagrams seemed to be intuitive to
many students. Without any explicit prompt, students created objects already
in the first in-class assignment. Students noted that the creation of object dia-
grams provided valuable feedback on the correctness of the corresponding class
diagram. For example, modeling object diagrams clarified whether the multiplic-
ity of an association was suited for linking objects.

4.2 Related Work

Teaching object-oriented modeling is linked to the overarching goal of developing
abstraction skills [8]. Some researchers propose to focus more on modeling objects
than classes alone as a means to make students better understand the various
dependencies between classes and objects (e.g., [1] and [2]). As noted by [12],
UML modeling tools fail to adequately support modeling object and classes since
class and object diagrams are not well integrated. We conducted a preliminary
survey on current tool support for UML class and object diagrams. While some
consistency checks are often provided (e.g., class name in object corresponds to
the name of a class), they cannot imitate an executable run-time environment.
To the best of our knowledge, no self-standing modeling tool allows for the
specification and execution of operations within diagrams or validates constraints
on the object level.

5 Conclusions and Future Work

In retrospect, UML-MX c© is the result of an unusual, yet fortunate coincidence
of technology push and demand pull forces. As a side effect, so to speak, our
many years of research on multi-level language architectures have resulted in
the opportunity to realise a modeling tool that makes a clear difference to con-
ventional tools and promises considerable advantages, both in teaching and in
practical application. To the best of our knowledge, no other UML editor is avail-
able that would allow for a common representation of class and object diagrams
or would even enable the execution of models without the need for code gener-
ation. Preliminary results from using a predecessor of UML-MX c© in modeling
courses indicate that the additional features implemented especially to support
students are suited to add further value. We also assume that using UML-MX c©
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is suited to serve as a door opener for appreciating higher levels of abstrac-
tion as they are provided by multi-level language and model editors such as the
XModelerML. The smooth transition from the UML-MX c© environment to the
XModelerML makes it all the easier to get started with multi-level modeling.
Our future research is aimed at adding other UML diagram types such as use
case diagrams and add further support for students and teachers. We also plan
on conducting more sophisticated experiments with UML-MX c© in the future.

References

1. Andrianoff, S.K., Levine, D.B.: Role playing in an object-oriented world. In: Ger-
sting, J., Walker, H.M. (eds.) SIGCSE 2002: Proceedings of the 33rd SIGCSE
Technical Symposium on Computer Science Education, pp. 121–125 (2002)

2. Brinda, T.: Student experiments in object-oriented modeling. In: Cassel, L., Reis,
R.A. (eds.) Informatics Curricula and Teaching Methods: IFIP TC3/WG3.2 Con-
ference on Informatics Curricula, Teaching Methods and Best Practice (ICTEM
2002), pp. 13–20. Springer, Heidelberg (2003)

3. Frank, U.: Multi-level modeling: cornerstones of a rationale. Softw. Syst. Model.
21, 451–480 (2022)

4. Frank, U.: Multilevel modeling. Toward a new paradigm of conceptual modeling
and information systems design. Bus. Inf. Syst. Eng. 6(6), 319–337 (2014)

5. Frank, U., Clark, T.: Multi-level design of process-oriented enterprise information
systems. Enterp. Modell. Inf. Syst. Archit. (EMISAJ) 17, 1–50 (2022). https://
doi.org/10.18417/EMISA.17.10

6. Clark, T., Frank, U., Gulden, J., Töpel, D.: An extended concept of delegation and
its implementation within a modelling and programming language architecture.
Enterp. Modell. Inf. Syst. Archit. (EMISAJ) 21 (2024)

7. Clark, T., Sammut, P., Willans, J.: Applied Metamodelling: A Foundation for
Language Driven Development, 2nd edn. Ceteva (2008)

8. Engels, G., Hausmann, J.H., Lohmann, M., Sauer, S.: Teaching UML is teach-
ing software engineering is teaching abstraction. In: Bruel, J.-M. (ed.) Satellite
Events at the MoDELS 2005 Conference: MoDELS 2005 International Workshop
OCLWS, MoDeVA, MARTES, AOM, MTiP, WiSME, MODAUI, Nfc, MDD, WUs-
CaM, Montego Bay, Jamaica, 2–7 October 2005, Revised Selected Papers, pp.
306–319. Springer, Heidelberg (2006)

9. Frank, U., Clark, T.: Language engineering for multi-level modeling (LE4MM): a
long-term project to promote the integrated development of languages, models and
code. In: Font, J., Arcega, L., et al. (eds): Proceedings of the Research Projects
Exhibition at the 35th International Conference on Advanced Information Systems
Engineering (CAiSE 2023), pp. 97–104. CEUR, 3413 (2010)

10. France, R.B., Rumpe, B.: Model-driven development of complex software: a
research roadmap. In: Briand, L.C., Wolf, A.L. (eds.): Workshop on the Future
of Software Engineering (FOSE 2007). International Conference on Software Engi-
neering (ISCE 2007), pp. 37–54. IEEE CS Press (2007)

11. Atkinson, C., Kühne, T.: The essence of multilevel metamodeling. In: Gogolla,
M., Kobryn, C. (eds.) UML 2001 - The Unified Modeling Language. Modeling
Languages, Concepts, and Tools. 4th International Conference, Toronto, Canada,
1–5 October 2001. LNCS, vol. 2185, pp. 19–33. Springer, Heidelberg (2016)

https://doi.org/10.18417/EMISA.17.10
https://doi.org/10.18417/EMISA.17.10


286 U. Frank and P. Maier

12. Moisan, S., Rigault, J.-P.: Teaching object-oriented modeling and uml to various
audiences. In: Ghosh, S. (ed.) Models in Software Engineering: Workshops and
Symposia at MODELS 2009, Denver, CO, USA, 4–9, October 2009. Reports and
Revised Selected Papers, pp. 40–54. Springer, Heidelberg (2010)

13. Bock, A., Frank, U., Kaczmarek-Heß, M.: MEMO4ADO: a comprehensive envi-
ronment for multi-perspective enterprise modeling. In: Modellierung 2022 Satellite
Events, pp. 245–255 (2022)



The Simplified Platform, Cases 2024

Mark A. T. Mulder(B) and Rick Mulder

TEEC2, Hoevelaken, The Netherlands

markmulder@teec2.nl

Abstract. The Simplified platform is the web-based approach to mod-
elling and meta-modelling. This platform started from the experience
with a previous research tool for modelling Design and Engineering
Methodology for Organisations (DEMO) and has increased the avail-
able notations to OntoUML and ArchiMate. The cloud-based platform’s
extension ability makes it suitable for research and business applications.
The platform’s configurable notations, flexible user interface, and real-
time transformation, verification, and visualisations make it adaptable
and understandable for every stakeholder. This update paper will list the
current state of the simplified platform.
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1 Introduction

The history of the Simplified modelling platform started with the research
project towards the PhD ‘Enabling the automatic verification and exchange
DEMO models’ [5]. The DEMO [1,3] method is a core method (based on a the-
oretically founded methodology) within the discipline of Enterprise Engineering
(EE) [2]. We have described the history in detail in our previous paper [6].

The lack of good tooling for demo modelling prompted us to start the develop-
ment of a new tool. We created a cloud-based modelling platform which supports
collaborative design, multiple notations, API and white label UI integration that
would allow customers to apply their own corporate design language to the UI
and multiple languages, all while applying state-of-the-art development methods.

The platform consists of total of six layers, divided in two servers: application
server (involving the layers interface, message, process, cache, and persistence),
and database server (database layer). The interface layer consists of two inter-
faces for accessing the platform. Further information on the architecture was
published earlier [7]. The modelling part of the back-end is designed to store
the model and the metamodel of a notation or methodology. The architecture
uses dynamic metamodels that restrict the models on run-time. The notation
architecture structure is visualised in Fig. 1. Developers and Users use different
terminologie, causing you to look at the same thing from two different perspec-
tives as seen in Fig. 1. Whereas the user defines a model, the developer only sees
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Kaczmarek-Heß et al. (Eds.): EDOC 2024 Workshops, LNBIP 537, pp. 287–297, 2025.
https://doi.org/10.1007/978-3-031-79059-1_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-79059-1_18&domain=pdf
http://orcid.org/0000-0002-1846-0238
http://orcid.org/0000-0002-9500-0702
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the metamodel being instantiated. The platform is now available under licence
on https://simplified.engineering/.

This paper describes six relevant cases we did in the past year. These cases
will be reported in the STARR format. Finally, we conclude with a summary of
this platform’s current state of affairs.

Fig. 1. Notations from different perspectives.

2 Cases

In this section, we will discuss several cases we encountered in the last year. We
will use the STARR reporting for these cases.

2.1 Governmental

The first case contents is still confidential but we can give some generic remarks.

Situation. Our customer needed a research project to get an answer on the
integration of Simplified Modelling Platform (SMP) within their own environ-
ment. Their desire to switch to SMP was caused by the inability of their current
tools to solve their pain points.

Task. We have developed a server extension that is able to convert a model,
complying to a custom notation, into a JSON format, and push this JSON to
a Git environment. The process involves two steps: First, the model is created
in within a simplified repository and model environment. Subsequently, while

https://simplified.engineering/
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the server extension is running, the user brings up the context menu for the
diagram and chooses the method to convert to JSON and publish to a gitlab
environment. In the background a message is sent that lets the server know
that the user wants to run a function in an extension execute a task. The server
forwards this request to the extension along with any possible parameters needed
for this operation. The server extension then receives this request and executes
the function, requesting additional information from the server. The extension
then creates the JSON and commits this to the Git server. The Git server can
then start the CI/CD process upon receiving a new JSON being uploaded to the
GitLab.

Approach. We have used an iterative approach to create the right environment
to customise the notation and create the server extension step by step to meet
the demands.

We started by analysing their problems step by step, translating them into
tool solutions. With the tool solutions we modelled their problems, until we
encountered the next problem, restarting this process of analysing.

Result. The custom notation and the server extension have been created, and
the integration between the SMP and Git environment has been established
with a server extension under the control of the customer. Figure 2 shows the
architecture of notations and models used to export the model information and
generate the data and trigger to start the Ci/CD process in Git.

Fig. 2. Architecture and Process for the Governmental Case

Reflection. While the process is ongoing, we have learned about creating custom
notation in a modelling environment, just like in the Problem-Solution Chain
(PSC) case. The integration with multiple Git environments has brought good
opportunities to store models in a vendor-independent location.

2.2 Problem-Solution Chains (PSCs)

For the previous case and this case, that is to be published later in detail, we
created a new way of creating a notation.
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Situation. A colleague researcher approached us to model a research problem
executed by a master student. No other existing tools could quickly and easily
create a custom notation. The core idea behind PSCs is that basic but solid
‘problem-solution thinking’ is key in the early stages of problem-solving, includ-
ing business-IT alignment efforts linking business needs and IT functionalities.
The use of PSCs mainly aims to support steps 2–4 in the six-step approach of
[4].

Task. We needed to create a domain notation and a domain model that repre-
sented the research topic PSC.

Approach. During interactive sessions we created the notation that complied
with the research topic.

Result. The new method allows for creating a model that represents a notation
using a custom notation specification. By choosing the ‘elevate model’, shown in
the architectural view in Fig. 3, a function that will convert a modelled notation,
as shown in Fig. 4, into a useable notation on the platform, one can realise, within
the same environment, a new notation that is active right away. This allows for
easy adjusting and designing new notations in research projects.

Fig. 3. Architecture and Process for the PSC Case

Reflection. During the interactive session, we found that creating the notation
as a script did not meet the stakeholders’ needs. Therefore, we added the creation
of the notation as a model. This will be published later this year.
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Fig. 4. Part of PSC Meta Model in SMP

2.3 Staging Generation with Transformations Between JSON
DEMO IG

In this case we created a server extension that supports model transformation
allowing for the creation of a data warehouse staging and reporting environment
within the InformationGrid platform.

Situation. For a customer, we created the storage of information in the IG
environment. This information acts as a data hub and a data warehouse from
where the datamarts are populated.

Task. The process starts with the import of a one-level deep JSON structure
that is converted to a DEMO Entity Type (ET) that is usually found on the fact
diagram. This ET is converted from the source model in DEMO notation to the
target model in InformationGrid (IG) notation components in simplified, mir-
roring the structure in IG itself. This is automatically generated and converted
to several components in the low-code platform, using an API to create the com-
ponents. This pipeline allows changes to the source model to be forwarded to
the platform in an automated process.

Approach. After doing this process manually several times, we decided to auto-
mate the transformation. Using the existing examples, we deduced the format
and created the transformation algorithm.
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Result. The generation of the staging area results in a reduction of program-
ming from two to three hours to five minutes and a reduction of error to almost
zero. This is shown in the hours we have spent creating solutions for the cus-
tomer before and after creating the generation. Figure 5 shows the steps and
the components used for this functionality of creating the staging from a JSON
input.

Fig. 5. Architecture and Process for the Staging Case

Reflection. The generation of this staging area was a good step towards the
complete generation of DEMO entities to the IG environment project that is
running now. The generation has had a single update since its first inception to
optimise the performance of the IG system by using the build-in indexes.

2.4 VISI Generation to IG

VISI is an ISO-standard1 for a workflow notation and execution used in the
construction branch2. Executing a workflow in the IG environment3 is possible
and can be generated.

Situation. At the start of this project there were 3 suppliers of software that
could process VISI messages of the VISI framework. Target of this process is to
be able to run a domain driven design model to generate the operational part of
the software on a low/no-code platform.

Task. The project consists of the transformation of the VISI model to the generic
format of the SMP. Thereafter the transformation of the VISI notation to the
InformationGrid 2022 (IG22) notation will create an potential executable model
of the VISI framework. The upload of the IG22 model to IG creates an callable
1 https://github.com/nl-digigo/visi/tree/master/VISI%201.6/Documentation.
2 https://www.digigo.nu/standaarden/visi/.
3 https://nl-digigo.github.io/visi/visi1.6.

https://github.com/nl-digigo/visi/tree/master/VISI%201.6/Documentation
https://www.digigo.nu/standaarden/visi/
https://nl-digigo.github.io/visi/visi1.6
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API that can receive and produce messages. The server extension on SMP will
complete the communication between IG and the SOAP interface. A special UI
interfaces between the users and the information in IG.

Fig. 6. Architecture and Process for the VISI Case

Approach. We are iterating over all parts of the modelling and transformations
needed to make a complete executable form of the model. The project is very
dynamic as the VISI standard also evolves during the project.

Result. The current state of this case is that the model has been transformed
from the exchange XML to the IG model and needs the right preconditions to be
able to execute the messages within the IG platform. Figure 6 shows the import
of the VISI framework (the stored model) and the processing of that model to
the execution environment. The communication extension allows for messaging
between different implementations of the standard.

Reflection. This project took longer than expected because of the changing
preconditions, changing standards and developments in the target platform. We
hope this project will be finished by the end of 2024.

2.5 Business Process Model and Notation (BPMN) Transformation
to System Dynamics (SD)

The fifth case is the guidance of the creation of a BPMN-SD transformation
server extension [8]. This was the first time an external party had created a
simplified server extension.

Situation. We wish to transform a BPMN model to SD. This is a research
project for a master student. The mapping between BPMN and SD was expected
to exist, and would be able to be programmed. Challenges lie in finding the exact
mapping, which will not be one to one.
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Task. The main objective of the project was to create a server extension that
was able to transform a BPMN model in Simplified into a SD model in simplified.
This was a masters project and the duration was a little over a year.

Approach. As a start we provide a template for the server extension. This
contains the neccessary parts for connectivity, communication, and a library of
callable methods in order to retrieve data from Simplified. Close contact was
kept with the master student through the use of discord. In order to better
support the transformation, we created a new tranformation method from the
ground up. The transformation was designed so that it can transform an abitrary
number of elements in a tree structure to another arbitrary number of elements
in another tree structure. This allowed for the freedom to do a 1-many or many-
many mapping as needed, in addition to 1-1 mappings.

Result. The result is a server extension that transforms BPMN models to SD
models. We have created a generic transformations for Chain to Chain transfor-
mation and enhanced the notation uploading and visualisation. Figure 7 shows a
simple architecture with a single serverextension performing the transformation.

Reflection. During this exercise we upgraded the documentation on notation
scripts because it was unclear how to use them. We also created a new way of
uploading notations allowing for deletion of old, and creation of new attributes
with the relink option to keep models valid while updating the notation due to
research insights. Next, we added metamodeller UI changes, such as last script
uploaded, and error messages handling to provide feedback, and predefined vari-
ables and a easy way to add variables to test your shape. Furthermore, we allowed
the use of variables in for example rectangles. A big step was the addition of the
transformation of a tree of elements into a tree of different elements was created,

Fig. 7. Architecture and Process for the BPMN Case
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called chain to chain. Finally, we learned that it was very beneficial (or required)
to have basic programming knowledge in the way of setting up programs, split-
ting functions instead of writing big functions, and creating sections based on
actions you want to accomplish.

2.6 Glossary Listing

Glossary was requested due to a wish to have the terminology in one way for
the modeller and a different way for stakeholders.

Situation. A customer needed a glossary list for definitions in the company.
This glossary would be used to define the information of parts of the model, as
well as information that did not directly relate to any model in the SMP.

Task. We needed a way to create, edit and view all definitions within a glos-
sary. To make this happen, we have created a notation, ‘glossary’, with the
element ‘glossary item’, which can hold definitions. A separate functionality can
later transform these definitions in linkable HTML formatted texts. We split
the functional UI into two parts, a creator for terminology and a display, where
you can also edit them. The creator can create a single item in the appropriate
location in the model. The display will list all items of the same type in a default
dynamic table. We created this dynamic table to edit specific types as well.

Approach. We have started with a basic design that can do all fundamental
functionality. In the validation of the functionality with a focus group we have
noted extra functionality that will be implemented in the next iteration.

Result. While the project was intended to create a glossary list, the generic
build of SMP allowed us to reuse this functional UI to create model elements
without visuals or diagrams. Figure 8 shows a partial view of the viewer interface
and Fig. 9 shows the interface to add new glossary items without a visualisation
on a diagram.

Fig. 8. Architecture and Process for the BPMN Case
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Fig. 9. Architecture and Process for the BPMN Case

Reflection. We have added a group of stakeholders to the platform using a UI
that represents the business thinking in lists. Definitions can be added to the
glossary without knowing how to model. The list can also be queried (through
simple filters for now), which will allow for more complex queries in the model
environment.

3 Conclusion

The Simplified Modelling Platform (SMP) development solves more and more
limitations that we experienced during the modelling of organisation and infor-
mation. The platform supports the collaborative design and multiple notations
expressed in multiple languages. It now also supports exporting modelled infor-
mation to Git systems like gitlab and github, giving you control over your
created data. On the notation side we have created an intuitive way to visu-
ally model notations, removing the barrier to creating your own notations. We
have extended our staging generation capabilities to InformationGrid in mul-
tiple ways, taking away many repetitive steps and making the process much
less error prone. Lastly, we have developed a generic transformation syntax for
tree to tree transformations, enabling transformations between several notations.
Feature extensions are done in a modular fashion, allowing for future feature
development without disruption. Additional research is needed to extend mod-
elling’s features, and a broader investigation of the limitations and gaps of other
modelling tools has yet to be conducted.

We encountered a lot of supported projects that reveal the need of changes
to modelling and modelling tools. We are positive that we can support these
research and commercial needs for modelling.
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Finally, many features that come with specific modelling methodologies will
be added.
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1 Preliminary Remarks

The field of conceptual modeling (CM) has a huge base of foundational work on
which research and development build. Recently, researchers have been explor-
ing in particular the state [19,47,52,67,75], the foundations [28,31,51,84]), focal
points and corresponding research communities [23,43,49,55,70] of the disci-
pline. Nevertheless, there are still a number of open fundamental questions that
need to be clarified from a scientific point of view, but which are also important
for the use of conceptual modeling in practice, e.g.:

– How should the meaning of models be specified?
– What are the elements of a theory of abstraction for modeling?
– How can we manage complexity in the use of models?
– What are the means for quality-aware modeling?
– What does it take to be able to rely on models?
– How to interleave Modeling and Development?

To discuss approaches and answers to questions of this kind, we organized a
“Mini-Dagstuhl” seminar on the occasion of the CBI 2024 in Vienna and asked
the participants to submit a position paper. These contributions (11 in total)
are reproduced below,

They were presented at the seminar and discussed in depth. It became clear
that there is still a need for clarification in many respects, both in terms of
terminology, methodology and formal principles. As a result of this first meeting,
it can be stated that the need for a comprehensive model theory together with
a modeling methodology for the application of modeling in practice is generally
recognized. I.e., we need a kind of “Konstruktionslehre”1 as a methodology of
model construction. The term “modelology” [77], for example, might be used as
a umbrella term here, which, however, is not yet common knowledge.

1 the German term for theory and methodology of constructing in the technical sci-
ences.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Kaczmarek-Heß et al. (Eds.): EDOC 2024 Workshops, LNBIP 537, pp. 301–324, 2025.
https://doi.org/10.1007/978-3-031-79059-1_19
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http://orcid.org/0000-0001-5770-8091
http://orcid.org/0000-0002-7909-7786
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Due to the brevity of the position papers, we have refrained from briefly
describing their content here. Instead, in addition to the questions listed above,
we include some aspects needing further research as can be derived from these
papers, and which will be the subject of further joint work:

– meta-meta model standardization,
– interoperability, model serialization,
– learn from/transfer principles of mathematical models,
– delimitation of the terms conceptual, physical, logical etc. models,
– comprehensive typification of models (along characteristics).

We thank all contributors and look forward to a fruitful collaboration. The
contributors in alphabetic order:

• Colin Atkinson, Universität Mannheim, Germany, Sect. 7
• Dominik Bork, TU Wien, Austria, Sect. 10
• Victoria Döller, University of Vienna, Austria, Sect. 9
• Vadim Ermolayev, Ukrainian Catholic University, Lviv, Ukraine, Sect. 11
• Tomas Jonsson, Genicore AB, Gothenburg, Sweden, Sect. 5
• Roland Kaschek, Germany, Sect. 8
• Roman Lukyanenko, University of Virginia, Charlottesville, US, Sect. 6
• Judith Michael, RWTH Aachen, Germany, Sect. 3
• Rebecca Morgan, University of South Australia, Adelaide, Sect. 2
• Henderik A. Proper, TU Wien, Vienna, Austria, Sect. 4

2 When is a Model a Conceptual One?

by Rebecca Morgan
University of South Australia, Adelaide, rebecca.morgan@unisa.edu.au

As with art, many of us know it when we see it, but it is not always clear
when a model is not a conceptual model. It appears that conceptual models are
accepted as residing in a higher abstraction level than, say, data or logical mod-
els but there does not appear to be clear agreement about what that abstraction
level actually is or even what constitutes a conceptual model. Is it a framework
for communicating system design or an abstract psychological representation of
tasks or behaviour? A quick Google search reveals that there appear to be as
many different definitions as there are potential applications, but in my opinion,
there is a chance of a generally accepted, unambiguous and (mostly) compre-
hensive definition of terms in the field of conceptual modelling. Although there
are many definitions and viewpoints, I am of the belief that there is a common
thread in all the definitions of ‘conceptual model’:

A conceptual model is an abstract representation of a given domain which is
expressed using a controlled vocabulary and has a defined purpose/s. A concep-
tual model consists of a set of entities, properties and relationships which can be
mapped to real-life entities (physical or otherwise), their meaning or semantics
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and logical constructs which determine behaviour and support reasoning. How-
ever, this definition is incomplete.

For example, is an executable model a conceptual model? Where is the dif-
ferentiation between model and reality if the model itself is capable of producing
or changing real-world entities? Using the model-driven perspective, concep-
tual models are generally accepted to be software and platform independent.
Ordinarily, one applies model transformations to a conceptual model to obtain
platform-independent and subsequently platform-specific model for code gener-
ation. The term ‘conceptual model’ seems to be synonymous with ‘conceptual
data model’ for many practitioners, who then distinguish between conceptual,
logical and physical data models. However, there are many applications in which
these distinctions are not clear. There is not always a clear distinction between
model interpretation and direct execution and code generation, for example.

Perhaps we should be using a ‘bottom-up’ approach to developing our the-
ory of conceptual modelling, identifying the problems faced by practitioners and
end-users as a first step towards a more unified theory and methodology. General
acceptance can be obtained if the definitions are perceived to be sufficiently use-
ful and accurate. Practitioners in the field of conceptual modelling may not con-
cern themselves with strict theory, however, a sound methodology based on solid
theoretical principles with appropriate tool support would be appreciated by
many. ER diagrams and UML are ubiquitous and already widely accepted since
they solve real-world problems and are communicable to non-experts. Ambiguity
can be resolved through appropriate articulation of the concepts via ontological
theory or the like. Comprehensiveness is arguably more difficult to achieve, given
that a conceptual model may theoretically represent any real-life domain and for
many different purposes. However, comprehensiveness should be achievable if we
pay attention to the 5W’s.

I believe that the biggest barriers on the way to a general theory and method-
ology of conceptual modelling lie in the subjective design choices which are made
over the lifespan of the model and the difficulties in translating the abstract rep-
resentation to the concrete implementation. Since the act of modelling is an art
as well as a science, there is a great deal of variation in design decisions, pro-
cesses and outputs. Developing a model of modelling processes and workflows
will help, through restricting the available choices and reducing complexity. How-
ever, developing a unified methodology for turning the abstract representation
into concrete implementation will be a very complex problem to solve.

3 Conceptual Modeling Foundations, MDE and Digital
Twin Engineering

by Judith Michael
RWTH Aachen University, Aachen, Germany, michael@se-rwth.de

We aim to understand and handle the complexity of large software-intensive
systems using software and systems modeling methods. Digital twins of such
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complex systems enable analyzing the past and present of a system, optimizing
the running system, and predicting the future by using different models about
and data of the twinned system [35]. Digital twin engineering and operation com-
bines different model types [20,22], e.g., for describing the physical asset [54],
for generating the digital twin [5], for describing the runtime state and pro-
cesses [8,16], or linking the digital twin with other systems [44,71]. This requires
different disciplines to work together and understand the modeling methods rep-
resenting different perspectives and the kinds of abstractions they make. This
observation is underpinned by a study about conceptual modeling, business pro-
cess modeling, and model-driven engineering communities [55]: About half of the
community members agreed that they are closely connected and a large majority
would like to be even more connected. However, this requires a better under-
standing of the modeling research approaches among them. To better ground our
modeling research, it would be helpful to find answers to the following questions:

– How do conceptual models fit into different classifications of model types?
– What is the relationship between a conceptual model and models used in

Model-Driven Engineering (MDE)?
– How can conceptual models contribute to digital twin engineering?
– How can conceptual modeling foundations contribute to the Model-Based

Software Engineering Body of Knowledge?

In the following, we discuss these questions and give some first hints on where
to start a community discussion.

Types of Models. Mayr and Thalheim [51] propose eight characteristics and
their features for describing conceptual models. To improve the understanding
between different communities, a comparison of the different types of models
and their characteristics would help. According to the Model-Based Software
Engineering Body of Knowledge [18], conceptual models are information models.
Considering the argumentation of Mayr and Thalheim [51], they can be more
than pure information models as they are enhanced by concepts from a concept
space. Looking into the literature, there exist different model classifications, e.g.,
Boyes and Watson [15] differentiate between data models and physical entity
models with several subtypes, Michael et al. [54] (based on Novak et al. [60]) show
a classification of models in hydraulic engineering, e.g., conceptual, empirical,
analytical, numerical, computational models. There exists a categorization based
on time properties and focus of the models: structure, behavior, function. Other
commonly used classifications differentiate between models used for generation
or code synthesis, and interpreted models, e.g., models@runtime [8]. In addition,
there are other terms for types of models we are using in software engineering,
e.g., domain models, requirements engineering models, simulation models, and
system models. It would be interesting to investigate which characteristics they
share (e.g., by providing a table) and which characteristics differentiate them. In
addition, we would need a Venn Diagram describing where they overlap (similar
to the one used in [21] describing the relationship between low-code and MDE).
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Conceptual Models and Model-Driven Engineering. In MDE, we often
use the term system models to describe a set of models we use in a generation pro-
cess, e.g., different types of UML models, OCL models, SysML, and GUI models
in a textual representation. In Fig. 1, we show a first approach for describing the
overlap between system models and conceptual models. Here, the evolution of
models over time is interesting. When (1) creating a conceptual model (Fig. 1),
what is needed to (2) evolve to be a conceptual and a system model, and what
happens to this model type when, e.g., the notion space is not defined any more
(3). What characteristics do a conceptual model need to be (I) a conceptual
and a system model from its creation on, e.g., a clearly defined notion space?
And if (A) a model is created as a system model, what does it need to identify
additionally (B) as a conceptual model and in which cases could these additions
be helpful?

Fig. 1. Relationship between conceptual models and system models used for MDE

In addition, the question occurs if conceptual models are per-se usable or not
usable for MDE. And if they have to be abstract and grounded in the problem
space or have to be on a higher (conceptual) level so that they are not usable
for MDE per definition.

Conceptual Models in Digital Twin Engineering. For digital twin engi-
neering, it is becoming increasingly relevant to combine models from differ-
ent application domains, with different levels of detail and characteristics, into
a common system to better understand twinned objects, socio-technical sys-
tems [9], systems-of-systems [57], and ecosystems [56]. Digital twins use hetero-
geneous models, i.e. descriptive, prescriptive and prescriptive models [22], and
their evolving data.

Up until now, the role of conceptual models in digital twin engineering has
not been investigated well. There exist first works on using conceptual models
for design thinking processes for digital twin engineering [78], or on the role of
ontologies in digital twins [40]. A better foundation would contribute to a better
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understanding of what conceptual models can be used. Defining a notion space2

is not only helpful but essential for any engineered digital twin, as this clarifies
the used concepts and supports the understanding of different user groups. Thus,
a better understanding of the influences of certain characteristics of conceptual
models on the different participating users and application domains in every
digital twin engineering process would be helpful.

Contributing to the Software Engineering Body of Knowledge. For a
better integration of modeling theory for complex systems, we need to integrate
the developed foundations of conceptual modeling in existing Body of Knowledge
(BoK) collections, e.g., the Model-Based Software Engineering Body of Knowl-
edge [18]. Here, it would be good to check the BoK and identify if additions from
the conceptual modeling perspective would make sense. A Dagstuhl-like setting
would be the right place to do so.

Conclusion. As identified in [55], collaborations between different modeling
communities would be beneficial for various research topics. When looking at
ideas and new visions of conceptual modeling [50] or recent discussions on
abstractions engineering [7], we have to ask ourselves what the right place for con-
ceptual modeling is. Coming from information system engineering and databases
its methods seem to fit well in other research areas, however, its usage should
not be just a relabeling of terms. We need to systematically specify in which
development phase which kinds of systems with which representation paradigms
and languages for which purpose conceptual models can be created for whom
and what their usage characteristics are.

Acknowledgment. The research reported on in section was funded by
the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) –
Model-Based DevOps – 505496753. Website: https://mbdo.github.io.

4 Conceptual Modeling as an Essential Cognitive Skill

by Henderik A. Proper
TU Wien, Vienna, Austria, henderik.proper@tuwien.ac.at

This position statement centers on two complementary points. First, we argue
that conceptual modeling should not be ‘framed’ into a ‘database design only’
narrative, and should be acknowledged as being a much broader discipline aimed
at revealing, capturing, and studying the conceptual structures of (existing, or
envisaged) domains in general. Second, we argue that more work is needed to
understand the way in which we (as humans) create conceptual models, while
also developing more insights on how to learn (and continuously develop) con-
ceptual modeling skills.

2 Please note that the term notion space is used on purpose. It should not be mixed
up with the term ontology. An ontology represents only one way to realize it. There
are also other encyclopedic grounding options.

https://mbdo.github.io
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We [66] take the perspective that humanity has long since used models
to understand, redesign, communicate about, and shape, the world around
us, including many different social, economic, biological, physical, and digital
aspects. These models may take different shapes and forms, such as sketches,
precise drawings, textual specifications, or tangible forms, all aiming to ‘mimic’
key properties of some original; i.e. the domain of the model. As such, these
models are domain models, which we [65,66] understand to be: a social artifact
that is understood, and acknowledged, by a collective human agent to represent
an abstraction of some domain for a particular cognitive purpose.

In the context of information systems engineering, and database design in
particular, an important role is played by conceptual models; which we [65,66]
regard as a specific class of domain models. In the information systems engi-
neering context, a conceptual model is typically used to capture the essential
structures of some domain of interest (the universe of discourse), while avoiding
the inclusion of implementation/storage details [37]. The field of information
systems engineering, indeed, provides a fruitful application area for conceptual
modeling. At the same time, however, we suggest to avoid a ‘framing’ of what a
conceptual model is to this application area only, and follow a more generalized
understanding of the notion of conceptual model and its potential role. More
specifically, based on [28,64], we currently understand a conceptual model to be:
a domain model where the purpose of the model is dominated by the ambition to
remain as-true-as-possible to the conceptualization of the domain by the collec-
tive agent, while there is an explicit mapping from the elements in the model to
the latter domain conceptualization.

We would argue that the ambition of a conceptual model, as implied by
the latter definition, to remain as-true-as-possible to the conceptualization of the
domain is not only of value in the context of information systems engineering,
but other contexts as well. A conceptual model provides an explicit – human
understandable – representation of a theory about the entities and their ties that
are assumed to exist in a given domain of interest. In line with this, we observe
that in many different endeavors in which we (as humans) aim to understand the
workings of some domain and/or aim to express, or study, design alternatives,
we actually do so in terms of (purpose and situation specific) conceptual models.
This includes many examples across science and engineering at large.

Given the general, and often critical, potential role of conceptual models, we
argue that it is also important to learn the skill to create conceptual models. In
line with this, we argue there to be a need for more research regarding both the
cognitive processes involved [80] in the creation of conceptual models, as well
as strategies to teach conceptual modeling. One interesting avenue is the role of
explicit verbalization if ‘fact’ instances as advocated by the so-called fact-based
modeling approaches [33,36]. An example would be The person with name ‘Erik
Proper’ works for the University with name ‘TU Wien’.

As posited in [36], the use of such verbalizations leads to (1) models that
are based of evidence (in terms of the example facts) taken from the domain
of interest, (2) the models are a direct reflection of the communication about
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the domain of interest, (3) the models embed/use the language as used by the
domain experts, enabling validation by these experts. At the same time these
posited benefits are not (yet) validated in terms of empirical evidence in terms
of experiments and/or observations from practice. Even more, the way in which
such verbalizations may benefit the actual task – and learning – of (conceptual)
modeling deserves more investigation.

Finally, one interesting avenue of potentially relevant research regarding the
latter, is work done regarding the potential benefits of ‘think aloud’ protocols in
support of cognitive processes [10,34,59] (including modeling processes). Here
we would argue that verbalizing examples/facts from the domain to be mod-
eled, especially when embedded in a process of verbal (‘aloud’) clarification and
exploration, has a strong link to such ‘think aloud’ protocols.

5 Phenomenological Conceptual Modelling

by Tomas Jonsson
Genicore AB, Gothenburg, Sweden, tomas@genicore.se

Phenomenological conceptual modelling is intended to guide modeling of con-
cepts into meaningful structures for information systems, communicating with
human actors. It is guided by Husserlian phenomenology and further evolved
with abstractions of type, properties and state. Introduction. A conceptual
model is a structure of concepts, which are in themselves mental items. The
model may be internal or external. Externalised conceptual structure is a com-
municable conceptual model. The structure of the model may be influenced by
or adhere to certain meta structures, such as language grammar and ontology.

A model should be a meaningful, useful instrument for some purpose in
human activity, such as information systems design. The information system
is regarded as a communicating actor, exchanging data with a human actor.
Compatibility between actors mental model would make such communication
efficient.

In order to create structures of concepts and data which will be easily under-
stood by human actors, knowledge of how human mind structures concepts in a
natural way is of essence.

The purpose of phenomenological conceptual modeling is to create conceptual
structures which are close to natural (non academic) mental conceptual struc-
tures. As such, the language (rules) for a phenomenological conceptual model
intend to mimic (part of) the conceptual meta structure of mind.

Phenomenological conceptual model philosophy can be briefly described,
paraphrasing Wittgenstein [81] and inspired by [83] as:

– 1. The world is everything that is the case.
– 1.1 The world is the totality of factual objects, not of things.
– 1.2 For a factual object to be considered to exist, it has properties and/or

relations with state of affairs (formal ontology), which can be referred to
in language (logic), which can be experienced in acts of consciousness (phe-
nomenology) and which can be judged based on knowledge (epistemology).
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In [38] basic language related aspects for phenomenological modeling are
described.

Concepts Related to Object. Firstly, objects belong to different regions of
reality-perception. Categories put forward in [39] argue for the following cat-
egories, thing, location, actor, event, agreement and value. Further, parts of
objects are properties, relations to other objects and state of properties and
relations.

To be considered to exist, objects have in themselves a non explicit identity.
However, an object can also have one or more identity signatures which are
patterns of features distinguishing one object from another.

Abstractions. Object type abstraction represent a set of objects and possibly
a set of object types. The type contain the set of properties and relations which
are common for all objects in the set.

Along with object type abstraction follows abstractions of properties, rela-
tions and values. The value domain for an abstracted property contains the set
of values of the abstracted properties.

Categories: An object type is in itself a category of objects and further cat-
egories can be expressed by defining object state or set of states, i.e. abstract
state.

Time abstractions such as duration, phases and phase chains (life cycle) are
also part of object and type definitions.

Model Abstraction, Perspectives and Messages. As phenomenological
modeling in itself, aspires to define an internal structure of concepts, to be com-
municated with an external human actor, it does not define communication as
such. Communication is an exchange of messages, containing concepts and state.
Thus pure phenomenological modelling must be accompanied with a message
model (interface) language, to define messages based on the phenomenological
model. Each message or set of messages can be seen as a perspective (abstrac-
tion) of the model, meaningful and useful to a human actor

6 Theory of Conceptual Modeling Complexity Reduction

by Roman Lukyanenko
University of Virginia, Charlottesville, United States

William James famously described the world as “blooming and buzzing confu-
sion”. Indeed, any object can be described in a myriad of different ways owing
both to its complex nature (some believe there are no simple, structureless
objects [17]) and virtually unlimited ways to conceptualize it [68]. A key func-
tion of conceptual modeling is to reduce complexity of the problem and solution
domains [77]. By reducing complexity, conceptual models permit effective com-
munication, problem-solving and design in the world of limitless possibilities.

Despite this important function, little is understood about how conceptual
modeling achieves complexity reduction [48,77]. There is no systematic way to
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measure complexity reduction and guide the efforts to improve this critical func-
tion in conceptual modeling languages and methods.

We propose a theory of conceptual modeling complexity reduction. It assumes
a spatiotemporal infinity of objects undergoing constant change. The aim of mod-
eling is capturing only those aspects of reality necessary for a specific purpose.
We define six levels of complexity, each progressively simplifying representation,
and matching different representational goals.

At the highest, Level 6, we model a holistic view, integrating both internal
and external object dynamics to consider the interactions between an object’s
components and other objects within a complex environment. Moving to Level 5,
the focus narrows by treating other objects as atomic, but preserving the focal
object (or domain of objects) internal dynamics and emergent behaviors. At
Level 4, the model abandons internal dynamics, leaving the object’s components
and properties. Level 3 removes the object’s internal complexity and considers
the atomic object and basic external dynamics. At Level 2, the model is simplified
by removing the external dynamics, and only considering other objects in terms
of ill-defined environment, or the context for the focal object. Finally, at Level
1, the sole object is modeled in its most basic form-as atomic, unchanging, and
isolated, characterized by its intrinsic properties.

The theory provides a basis for analyzing, evaluating and shaping complexity
potential of conceptual modeling languages and methods. For example, a lan-
guage that can effectively model at Level 6 has a high degree of expressive power,
but also, if used to the fullest, will not yield large complexity reduction. Con-
versely, a language (or its subset) limited to Level 1 offers maximal reduction by
only modeling simple, isolated objects with minimal context. By systematically
applying the levels, it becomes possible to assess the strengths and limitations
of conceptual modeling languages in handling different degrees of complexity,
and refine these languages to match the evolving modeling needs. Future work
is needed on formalization of the complexity theory and on evaluating its appli-
cability across different modeling contexts.

7 Reconciling Ontological and Linguistic Classification
in Conceptual Modeling

by Colin Atkinson
University of Mannheim, colin.atkinson@uni-mannheim.de

Conceptual modeling plays a crucial role in abstracting real-world phenomena
into meaningful representations. One of the ongoing challenges is reconciling
ontological and linguistic classification, especially in domains requiring deep
characterisation [3]. I believe that the future of conceptual modeling lies in
harmonizing these two forms of classification to build more robust, adaptable
models that minimize accidental complexity [4]. Ontological classification refers
to categorizing real-world entities based on their intrinsic properties and rela-
tionships [29]. It aims for universal, stable categories that accurately represent
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reality [24]. Ontologies help ensure that models are semantically consistent and
structurally sound. Linguistic classification, on the other hand, concerns the
labels and terms used to describe entities. These classifications are rooted in
human language and often vary across domains [73]. Unlike ontological cate-
gories, linguistic classifications are more fluid, reflecting the ongoing evolution
in languages and engineering approaches [79].

The tension between these two forms of classification can create challenges
in conceptual modeling. For example, while ontological categories remain stable,
linguistic classifications often shift across domains, leading to ambiguity and
misalignment in models [32]. This divergence poses risks to the semantic coher-
ence of deep models, which depend on precise definitions across different layers
of abstraction [58].

The key to addressing this issue is integrating ontological stability with lin-
guistic flexibility [2]. By formalizing the relationship between linguistic terms
and ontological categories, we can build models that adapt to changing linguis-
tic contexts while maintaining ontological rigor. Multi-level models provide a
natural platform for this, as they deal with abstraction and classification across
different, orthogonal dimensions [1]. Embedding semantic links between fluid
linguistic categories and stable ontological entities will allow for more dynamic
and accurate models.

In addition, advancements in artificial intelligence and natural language pro-
cessing can support this reconciliation. AI can help monitor and adapt to linguis-
tic shifts while ensuring that underlying ontological frameworks remain intact,
enabling models to better handle the complexity of real-world systems. In con-
clusion, the future of conceptual modeling lies in fully reconciling ontological
and linguistic classification. By integrating multi-level modeling techniques with
evolving linguistic and AI tools, we can create more adaptable, semantically rich
models that effectively address complex real-world phenomena.

8 A Calculation View at Conceptual Models

by Roland Kaschek
Germany, rolandkaschek@gmail.com

Models. The rhetorical devices analogy [69], metaphor [46] and model enable
transferring knowledge from one item to another. Amongst these, metaphor and
model has become important to informatics. In the tradition of Stachowiak [74],
one says, that an an agent A uses an item M as model for item O if A under
specified circumstances and at a specified point in time investigates M to derive
a searched for information about O. This typically applies if M is not identical
to O. Note, that M needs not to be an artifact and may predate, postdate or has
come into existence at the same time as O has. Quality aspects of items used
as models are of interest if and when models are being used in practice. Given
an agent, any usage circumstances and time of use, any item may be a model
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for any other item. However, considering quality aspects for the model, it might
turn out to be a rather poor model.

If one takes for granted the utterance ascribed to Socrates “I know, that I do
not know”, then one, would consider human knowledge as principally limited and
thus subject to permanent change, a point also implied by [25]. In particular, one
would not claim to know how the world really is in which one lives. Therefore,
one would require a model for any attempt to obtain knowledge about the world.
This also follows from the world being that vast, that it cannot be used in full
for obtaining knowledge about a part of it. Software has been turned into a
business. Every software producer who wants to survive the competition must
produce efficiently, effective software and be able to deploy and maintain their
software as well as replace any legacy software.

Software production nowadays often is organized by iterating the activities
requirements elicitation, design, implementation, test, deployment and mainte-
nance. During elicitation the functionality to be implemented is figured out,
as is the intended way of using it and the quality of service to be provided.
Design immediately follows requirements elicitation and immediately is followed
by implementation. Design thus figures out a way to implement the desired func-
tionality, I. e. provides the mathematics to be implemented later in the software
process.

Conceptual Models. A conceptual model is a model, that relates to or con-
sists of concepts. We are going to discard the mere relating to concepts and
say, that a conceptual model is a notional model. However, notion here is not
understood as actual content of some individuals brain. It rather is supposed
to mean a standardized language representation of such content. Conceptual
models tend to conform to a publicly available specification language, proposed
by leading systems analysts. It may abuse Mathematical language and may use
signs and concepts that are believed easier to grasp than mathematical concepts.
Examples may be publicly available that illustrate the use of that language at
important cases. Well known analysts, may be watching over the appropriate
use of that language. Physical models, have been used e.g. in Medicine, Biology,
Mathematics or Economy. In particular their use in Medicine is indispensable.

A quantity [72] is a notion for which an additive rule is known, attaching to
it a non negative number, called amount of that quantity. A quantity’s amount
may be regarded as either constant or variable and is said to measure that
quantity. A quantity may be measured from different angels and thus may have
several amounts or even classes of amounts. In Informatics the amounts may be
considered as code for more semantically meaningful signs and be replaced by
these. Standard Mathematical operations may be used to define quantities from
quantities. We are going to call a quantity a known or an unknown, respectively,
if its measure is known or unknown. A Mathematical or calculation model is
a collection of quantities some of which are connected to others by functions,
relationships, equations, formula or algorithms. The purpose of the Mathematical
model is to specify calculations for obtaining the amounts of its unknowns. The
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conceptual model (possibly among others) specifies calculations to be carried
out and thus is regarded a Mathematical model.

To solve a Mathematical problem one writes down the knowns and the
unknowns and then plunders the Mathematical Universe for quantities, rela-
tionships amongst quantities and formula or algorithms in such way that the
amounts of the unknowns can be approximated or calculated. Informatics oper-
ates the same way as Mathematics does, but rather exploits the Informatics
Universe, which is a super set of the Mathematics Universe.

In Mathematics, traditionally, the creator of a model evaluates it themselves.
In Informatics, however, a machine is going to do so. Therefore, usually an algo-
rithm exists that translates the conceptual model (via a logical model) into the
physical model, that can be evaluated by the available hardware. In Mathe-
matics the model user often needs to have a relatively deep and comprehensive
understanding of the model. This often is not true in Informatics. Rather, often
proficiency in using the hardware, some critical software and an overall under-
standing of the universe of discourse suffices.

Calculation is a form of drawing inferences. To the extent the unknowns have
been measured a Mathematical model can be used to draw new inferences about
that part of the world, the model user, by the model, would refer to. Clearly,
any such reference is based on a judgment [41] on part of the model user or some
authority they trust, about adequacy of substituting worldly items, or what they
consider as such, by model quantities. A Mathematical model that is referred to
an alleged part of the world, can be used to teach individuals about that alleged
part of the world and can be increased beyond what would be needed to measure
the unknowns in the model. Obviously, some of the well known quality aspects
of items apply to conceptual models. However, in this paper, they are not being
focused at.

9 Meta-concepts Revisited: Looking for a Common
Meta2Model that Meets the Needs of the State
of the Art in Conceptual Modeling

by Victoria Döller
Research Group Knowledge Engineering, Faculty of Computer Science,

University of Vienna, Austria, victoria.doeller@univie.ac.at

In conceptual modeling metamodels are used to specify the vocabulary and gram-
mar of a modeling method. A metamodel provides an exact definition of what can
be expressed with the language and what not. This precision is for a good rea-
son, as the intended language is supposed to create meaningful, valuable model
artifacts. Nonetheless, method engineers themselves often use tacit assumptions
and implicit understanding of what can be defined in a metamodel and how to
specify [12]. This might be acceptable when building rudimental modeling lan-
guages intending to express items and arrows in between (potentially enriched
with a nice notation). However, minimalistic meta-concepts of object types and
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relation types are insufficient to meet the needs of realizing semantically correct,
conducive, processable models with sophisticated modeling methods, and prac-
tices on this level are inadequate for conceptual modeling as a mature scientific
discipline.

In contrast to, e.g., the existence of several approaches for bases of ontologies,
so-called foundational ontologies like the Unified Foundational Ontology (UFO)
[30], conceptual modeling research is not equipped with an exhaustive model
of the concepts on meta2-level, i.e., a meta2model, not even with a commonly
applied, exhaustive listing of these concepts. The Meta-Object Facility (MOF)
[61] provides standardized meta-concepts for use in the OMG specifications. Due
to its tedious evolution, MOF reacts rather slowly to new trends, requirements,
and concepts.

Only a few contributions investigate metalanguages and meta-concepts the-
oretically, e.g., [51], and have rather a small echo in conceptual modeling prac-
tices. From an empirical perspective, a survey analyzing established metamodel-
ing platforms according to the available meta-concepts was conducted over ten
years ago [42]. This indifference to a comprehensive and reliable metalanguage
is curious as the choice of a meta2model is a crucial gatekeeper for any further
realization and implementation of a modeling method. Furthermore, in isolated
cases, various trends in conceptual modeling research argue for the need for
additional sophisticated meta-concepts (at least implicitly).

One example of a needed refurbishing of the initially mentioned plain meta-
concepts is the required upvaluation of relation types. Relations carry a lot of
information in our models and should be treated as first-rate elements. The role
of relations has been investigated from different perspectives, e.g., the consid-
eration of the reification of relations from mere arrows to substantive artifacts
[27] or the differentiation of semantically different types of relations, e.g., part-
whole proportions, specializations, or intension/extension relations [51]. These
different types of relations immediately also address the central interests of the
subfield of multi-level modeling (MLM) [26]. A few meta-concepts that must
be considered in a comprehensive meta2model to be capable of addressing the
requests claimed by MLM are the powertype pattern [63] or the clabject [2].

A meta-concept that is rather uncommon in conceptual modeling but might
be worth discussing is a concept to capture constructs in the model that are
not instantiated by the modeler but a composition of other elements. Their exis-
tence emerges purely out of the coexistence of these other elements. Examples
for this are probability trees as connected components of single events or traps
as a subset of places in Petri Nets that expose a specific behavior. This idea is
akin to the concept of derived type in information bases as introduced in [62,
Chap. 8]. Neither tree nor trap are a concept in the metamodel because meta-
models only know directly instantiable types (prescribed by the meta-concepts
of the meta2model). Still, they are first-class concepts in the domain carrying
their own properties. To be able to “talk” about these concepts, i.e., make state-
ments about them in the modeling method, which is especially important in the
light of model operationalization, we have to include them in our alphabet.
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In addition to that, it is also appropriate to think about a universal means to
link elements of different metamodels (on a conceptional level, not an implemen-
tational one) to allow for an interleaving of modeling languages and open up the
seclusion of methods. This is currently only attempted by a few domain-specific,
bilateral transformation approaches. Tackling this issue on the meta2-level would
give a general instrument to method interoperability.

So, the concluding questions appear to be: What are the meta-concepts in
conceptual modeling that address the current research needs? Can we arrange
them in a comprehensive meta2model, i.e., can we tackle conceptual modeling
with conceptual modeling? And finally, to avoid the same deficiency as mentioned
in the beginning, is this meta2model capable of expressing itself?

10 Standardization in Conceptual Modeling: A Means
to Unleash Creativity and Foster Maturity

by Dominik Bork
Business Informatics Group, TU Wien, Austria, dominik.bork@tuwien.ac.at

Conceptual Modeling Research
Conceptual modeling research has traditionally been characterized by a plethora
of definitions, frameworks, theories, techniques, and tools. Exemplary stated here
are prevalent discussions about ‘What is (not) a conceptual model?’ and ‘What
is conceptual modeling’? However, the discussion does not stop here. In fact, one
can see a rich set of different, often even controversial, definitions and flavors of,
e.g., multi-level modeling, multi-view modeling, multi-paradigm modeling, and
ontology-driven conceptual modeling, amongst many more. Even most of the
core concepts like ‘model’, ‘modeling method’, and ‘metamodel’ are not generally
defined and widely accepted.

While in research, it is generally accepted and common sense, to introduce
definitions of concepts and phenomena, it becomes problematic when these def-
initions relate to things that are already defined but to which no relationship is
explicitly stated. As a consequence, the research landscape becomes diluted and
fundamental concepts need to be explicitly defined in the introduction of scien-
tific papers. This also establishes high entry barriers for early career researchers
starting in the modeling domain.

It is often claimed, that standardization limits or even prohibits creativ-
ity and progress. Compare, for example, the recent discussion of mobile phone
vendors to object against a common charging technology within the European
Union. In contrast, the motion this paper puts forward is, that standardization
in conceptual modeling is crucial for fostering creativity and maturity. By estab-
lishing common frameworks, languages, terminology, and theories, standardiza-
tion can provide a stable foundation upon which innovation can be fostered.
Such standardization also enables a maturation that the conceptual modeling
community can greatly benefit from.
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What and Why to Standardize? Clearly, standardization should not start
with the aim of realizing a commonly agreed-upon theoretical foundation or
a shared terminology. Instead, we propose that standardization should start
bottomup by looking at the formats in which we specify, (de-)serialize, and
interact with modeling languages and their conforming models. The following is
a non-conclusive list of aspects we believe standardization is both feasible and
fruitful. The list shall exemplify current pitfalls, sketch means to mitigate these,
and shed light on the positive outcomes of such standardization.

Model Serialization Format: The format in which conceptual models are
serialized differs from tool vendor to tool vendor and often even for one tool
vendor with respect to different modeling languages. It is hugely unfortunate,
that models of one modeling language are serialized in multiple formats in dif-
ferent tools. This is a huge barrier to establishing interoperability as the demand
for model transformations increases unnecessarily [11].

Modeling Language Definition: As reported in [12], a huge diversity in mod-
eling language specification techniques exist. These techniques have differences
in their expressiveness and in their comprehensibility. This hampers the com-
prehension of new languages being proposed in the community, and it increases
frustration for both authors and reviewers of conceptual modeling contributions.
A standardized and formalized means to specify modeling languages would be a
great asset.

Modeling Tool Development: A recent development in software engineering
is interesting and can have a huge impact on the conceptual modeling com-
munity: the Language Server Protocol (LSP) [13]. LSP separates the language
smarts and heavy lifting like Abstract Syntax Tree (AST) generation and pars-
ing to a language server while the user interaction is focused on a language
client. The server and client communicate via standardized LSP messages. The
LSP standardization resulted in many creative developments in the IDE market
and has made VS Code the currently most used IDE for software developers.
Transposing this idea to conceptual modeling will have a huge impact on the con-
ceptual modeling community, primarily in elevating the development of modern
and flexible modeling tools, cf. [14,53].

Conclusion. Standardization in conceptual modeling is a double-edged sword.
While it provides numerous benefits, including fostering creativity and promot-
ing maturity, lowering entry barriers, and enabling reuse and interoperability, it
also presents challenges related to the identification of the point after which fur-
ther standardization stifles innovation, the standardization process itself (whom
to involve, how to reach consensus, etc.). A balanced approach, one that encour-
ages both the establishment of shared foundations and the exploration of new
methodologies and tools, will be crucial for the continued growth and impact of
the conceptual modeling discipline.
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11 Toward Compact Formal Discourse Models
for Neuro-Symbolic AI

by Vadim Ermolayev
Ukrainian Catholic University, Lviv, Ukraine, ermolayev@ucu.edu.ua

The challenge of building an AI system for performing intellectual tasks at a
level comparable to human brain has long been a motivator for researchers in
several communities. Contributions, developing and putting solution fragments
together, have been witnessed in the last decades. However, we are still far away
from solving the puzzle. The analysis of the evolution of relevant intellectual
thought points out different ways of attacking the challenge. These are oppositely
directed along the axis of abstraction, hence there is a chance that they meet
at a solution state. However, several impedance mismatches hamper the top-
downs fusing with bottom-ups synergistically. Furthermore, the problem has
several facets of complexity, which makes it multi-dimensional. The facets are
multi-linguality/modality, cultural, organizational, community silos, scalability,
or expressive power, to mention a few. To keep the discussion focused, it is further
constrained to the intertwining of textual data, ontologies and knowledge graphs,
conceptual models, and large language models (LLMs).

Perhaps, Guarino et al. [29] were the first to outline the way to develop
adequate formal representations of the perceived real world, such as ontologies.
Notably, conceptualization, as an intertwining of extensional and intensional
relational structures, was one of the cornerstones in their approach. The role
of a conceptualization, as a model, is to bridge the interpretations of a domain
of discourse, on one hand, and the required commitment of the language cho-
sen to specify the knowledge about this domain, on the other hand. A similar
bridging role has been discussed by Mayr and Thalheim [51]. It looks straight-
forward that the interpretations of a real or possible world(s) are acquired from
the corresponding discourses around the domain. For example, the discourses
for scholarly domains are formed by respective publications. The intertwining
of explicit and implicit relational structures recalls a double helix in Genetics.
The difference is that, in modelling and developing descriptive domain theories,
the top-down helix (interpretations) and bottom-up helix (facts) grow towards
each other and, hopefully, meet in the middle of the abstraction hierarchy to
be bridged using conceptualizations and language commitments. Following this
allusion, it would be nice to deliberate about what might be a knowledge gene,
chromosome, DNA, or genome. Further, recalling that a human genome is com-
posed of just 23 pairs of chromosomes, it might be useful to extract knowledge
chromosomes for a discourse. These knowledge representation modules will fur-
ther allow to devise a compact core schema of a domain ontology to enable
proper and explainable reasoning over the facts in the corresponding discourse.
Empowering generative AI models with such a core ontology would be a step
toward Neuro-Symbolic AI solutions of demanded quality.

One possible way, applicable to textual data and facts that are dissolved
in these data, is knowledge extraction from texts. It is known (c.f. [82]) that
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the initial step in the corresponding workflow is terminology extraction. Hence,
extracting a minimal but representative set of terms for a domain could be
regarded as a good initial approximation for the mentioned core ontology. One
of the available approaches for this step is Terminology Saturation Analysis
(TSA) [45]. It allows extracting compact terminologies which are proven repre-
sentative regarding the majority opinion or mainstream in the discourse. After
building an ontology using this core terminology, it could be populated with the
facts relating corresponding documents that carry relevant terms. The resulting
Discourse Knowledge Graph (DKG) might be regarded as a knowledge genome
of the domain in focus. At the top level of the abstraction hierarchy, founda-
tional ontologies, like e.g. UFO [6] could help frame out the development of the
core domain ontology. The tools like OntoUML [6] could effectively be used for
validating and refining conceptualizations with a human in the loop. It could
be noted that discourse document collections, extracted core terminologies and
ontologies, and DKGs could be used to fine-tune LLMs for respective domains.
The approach discussed here is domain neutral.

12 Models in Modelology (Modellkunde): The Art,
Practice, Engineering, and Science of Models
and Modelling

by Bernhard Thalheim
Christian-Albrechts University, Kiel, bernhard.thalheim@email.uni-kiel.de

Models Everywhere, At Any Time, For Everyone
Models are used in many ways in science and technology as well as in all phases
of daily life up to ceremonies, presentations, stencils or a guide.

That’s why models are universal tools of every human activity, since every
object and idea can become a model and models are also usually much sim-
pler as well as focused on concrete use. That’s why we need the new discipline
modelology.

Our Thesis: Every object and every idea can be used as a model in an applica-
tion scenario, if it becomes useful in the scenario as an instrument in a function.

Through this use and function, an object or idea becomes a model, at least
for a certain or long time for the respective model user in its context and envi-
ronment.

Behind the thesis: Models are works of art of thinking and deed. They come
in the most diverse forms: small ingenious, ever-present, medium-sized or even
elaborate ones of imposing size and full of hidden secrets. Quiet ones, animated
by a flash of inspiration. Groundbreaking and revolutionary. Methodically over-
whelmingly sophisticated ones that stand on the shoulders of giants. Simple ones
that are so well put together that everyone likes them and understands them
and cannot refuse them.
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Therefore: Modelology is a new Discipline
Modelology [77] is study of models and modelling as well as model usage as an
overarching art and craft for all areas of life, science and technology. It means
colloquially the totality of human knowledge and abilities over the handling of
all their life cases by skilled craftsmanship with models.

The study of models and modelling as well as model usage [76] takes into
account the heterogeneity of the many different scenarios, functions and forms
of use, capabilities of the users, and fundamentals through a systematics of
modelling and model usage.

This means that, among other things, questions to be answered include:

– When does something become a model? What is its journey?
– What are the (essential) characteristics of a model?
– What quality is really expected from a model?
– To what extent can a model be trusted?
– Which characteristics exclude being a model?
– To what extent is a model suitable or appropriate in a given application and

when not?
– What potential and what performance can be expected from a model?
– Etc.

The Notion of Model-Being

Definition 1 [Generic notion of model]. [76] A model is a well-formed, adequate,
and dependable instrument that represents ‘something’ (called origin as a source,
archetype, starting point) and that functions in scenarios of use.

Its criteria of well-formedness, adequacy, and dependability must be com-
monly accepted by its community of practice within some context and correspond
to the functions that a model fulfills in utilisation scenarios.

As an instrument or more specifically an artifact a model comes with its back-
ground , e.g. paradigms, assumptions, postulates, language, thought community,
etc. The background its often given only in an implicit form. The background is
often implicit and hidden.

A well-formed instrument is adequate for a collection of origins if it is anal-
ogous to the origins to be represented according to some analogy criterion, it
is more focused (e.g. simpler, truncated, more abstract or reduced) than the
origins being modelled, and it sufficiently satisfies its purpose. Well-formedness
enables an instrument to be justified by an empirical corroboration according
to its objectives, by rational coherence and conformity explicitly stated through
conformity formulas or statements, by falsifiability or validation, and by sta-
bility and plasticity within a collection of origins. The instrument is sufficient
by its quality characterisation for internal quality, external quality and quality
in use or through quality characteristics such as correctness, generality, useful-
ness, comprehensibility, parsimony, robustness, novelty etc. Sufficiency is typi-
cally combined with some assurance evaluation (tolerance, modality, confidence,
and restrictions). A well-formed instrument is called dependable if it is sufficient
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and is justified for some of the justification properties and some of the sufficiency
characteristics.

We notice that all properties are parametric and can be refined in dependence
of their envisioned function in scenarios of use. Configuration is one typical
refinement in modelling. For instance, conceptual models in database structure
modelling use a Triptych pattern [76](paper 44 in collection 3) that bridges
meaning of concepts and expression of concepts. Configuration can be based
on a characterisation of the nature of the model, on an embedment into the
application landscape and their scenarios, on strategic matrices for achieving
modelling objectives with implicit background knowledge and prowess, and on
tactical supporters and enablers for attaining objectives.
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8. Bencomo, N., Götz, S., Song, H.: Models@run.time: a guided tour of the state
of the art and research challenges. Softw. Syst. Model. 18(5), 3049–3082 (2019).
https://doi.org/10.1007/s10270-018-00712-x

9. Bonetti, F., Bucchiarone, A., Michael, J., Cicchetti, A., Marconi, A., Rumpe, B.:
Digital twins of socio-technical ecosystems to drive societal change. In: Interna-
tional Conference on Model Driven Engineering Languages and Systems Compan-
ion (MODELS-C). ACM/IEEE (2024). https://doi.org/10.1145/3652620.3686248

10. Boren, T., Ramey, J.: Thinking aloud: reconciling theory and practice. IEEE Trans.
Prof. Commun. 43(3), 261–278 (2000)

11. Bork, D., Anagnostou, K., Wimmer, M.: Interoperable metamodeling platforms:
the case of bridging ADOxx and EMF. In: 34th International Conference on
Advanced Information Systems Engineering, pp. 479–497. Springer (2001)

12. Bork, D., Karagiannis, D., Pittl, B.: A survey of modeling language specification
techniques. Inf. Syst. 87, 101425 (2020)

13. Bork, D., Langer, P.: Language server protocol: an introduction to the protocol,
its use, and adoption for web modeling tools. Enterp. Model. Inf. Syst. Archit. Int.
J. Concept. Model. 18(9), 1–16 (2023)

https://doi.org/10.1016/j.cola.2022.101121
https://doi.org/10.1016/j.cola.2022.101121
https://arxiv.org/abs/2408.14074
https://arxiv.org/abs/2408.14074
https://doi.org/10.1007/s10270-018-00712-x
https://doi.org/10.1145/3652620.3686248


Fundamentals of Conceptual Modeling 321

14. Bork, D., Langer, P., Ortmayr, T.: A vision for flexible GLSP-based web modeling
tools. In: The Practice of Enterprise Modeling - 16th IFIP Working Conference,
PoEM 2023. LNBIP, vol. 497, pp. 109–124. Springer (2023)

15. Boyes, H., Watson, T.: Digital twins: an analysis framework and open issues. Com-
put. Ind. 143, 103763 (2022)

16. Brockhoff, T., et al.: Process prediction with digital twins. In: International Confer-
ence on Model Driven Engineering Languages and Systems Companion (MODELS-
C), pp. 182–187. ACM/IEEE (2021)

17. Bunge, M.A.: Philosophy of Science: Volume 2, From Explanation to Justification.
Routledge, New York (2017)

18. Burgueño, L., et al.: Contents for a model-based software engineering body of
knowledge. Softw. Syst. Model. 18(6), 3193–3205 (2019)

19. Castellanos, A., Samuel, B., Recker, J., Jabbari, M., Lukyanenko, R.: Conceptual
modeling research: revisiting and updating wand and weber’s 2002 research agenda.
AIS SIGSAND, pp. 1–12 (2018)

20. Combemale, B., et al.: Model-based DevOps: foundations and challenges. In: Inter-
national Conference on Model Driven Engineering Languages and Systems Com-
panion (MODELS-C), pp. 429–433. ACM/IEEE (2023)

21. Di Ruscio, D., Kolovos, D., de Lara, J., Pierantonio, A., Tisi, M., Wimmer, M.:
Low-code development and model-driven engineering: two sides of the same coin?
Softw. Syst. Model. 21(2), 437–446 (2022). https://doi.org/10.1007/s10270-021-
00970-2

22. Eramo, R., Bordeleau, F., Combemale, B., van Den Brand, M., Wimmer, M.,
Wortmann, A.: Conceptualizing digital twins. IEEE Softw. 39(2), 39–46 (2022).
https://doi.org/10.1109/MS.2021.3130755

23. Eriksson, O., Johannesson, P., Bergholtz, M.: The case for classes and instances - a
response to representing instances: the case for reengineering conceptual modelling
grammars. Eur. J. Inf. Syst. 28(6), 681–693 (2019)

24. Falkenberg, E.D., et al.: Frisco: a framework of information system concepts: the
Frisco report (web edition). In: International Federation for Information Processing
(IFIP) (1998)

25. Fleck, L.: Entstehung und Entwicklung einer wissenschaftlichen Tatsache;
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Abstract. Efficient logistics management is key for maintaining project
timelines, controlling budgets, and enhancing productivity and promot-
ing sustainability within the construction industry. However, challenges
such as delays in material delivery, equipment malfunctions, and labor
shortages require effective management strategies to prevent significant
disruptions. This research explores the application of digital twin (DT)
technology to optimize construction planning and execution through
real-time monitoring, simulation, and analysis. By leveraging advanced
sensing and communication technologies, this study aims to develop
and validate DT models specifically tailored for construction logistics.
The anticipated outcomes include improved decision-making, enhanced
collaboration, and increased efficiency, which are expected to result in
reduced costs and shortened timelines. The findings have the potential
to strengthen the competitiveness and operational efficiency of the con-
struction industry.

Keywords: Digital Twin · Construction Logistics · Resilience ·
Data-Driven Insights

1 Introduction

The construction sector must accelerate the adoption of digital technologies to
address sector-specific challenges and retain its competitive edge. Despite the
long-term benefits, adoption has been slow, largely due to significant upfront
investments required [1]. A key technological trend influencing various sectors,
including construction, is digitization, which affects individuals, communities,
and nations alike [15]. However, the construction sector faces unique technical
barriers, notably the complexity of deploying digital solutions across geographi-
cally dispersed project sites [11]. Promising technologies such as Building Infor-
mation Modeling (BIM) offer potential [29], yet their global update has been
sluggish. This hesitation stems from perceived risks and the complexities associ-
ated with developing and integrating technologies into industry practices [1,12].

In recent decades, the built environment has witnessed strides toward greater
efficiency and sustainability. Innovative project management methods, enhanced
by IT advancements, are now addressing the demands of real estate owners for
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Kaczmarek-Heß et al. (Eds.): EDOC 2024 Workshops, LNBIP 537, pp. 327–334, 2025.
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timely, high-quality projects that comply with stringent environmental regula-
tions [7]. While industries such as automotive, manufacturing, and services have
leveraged IT to enhance their competitiveness, the construction industry has
struggled to keep pace, lagging behind various other sectors [2]. However, the
construction industry has also seen notable advancements, such as the increased
adoption of BIM and Digital Twin (DT) technologies, which enhance project
visualization, coordination, and management [16]. These technologies are driving
improvements in project efficiency and sustainability, demonstrating the indus-
try’s capacity for innovation.

Despite advancements, the construction industry faces persistent challenging,
including low productivity, poor reputation, unpredictability, fragmentation, and
insufficient R&D investment [28]. Addressing these challenges requires ongoing
efforts, such as advancing technologies and improving practices to maximize
digital transformation benefits.

Since its emergence in the early 21st century, DT technology has gained
momentum and is now on a path to becoming a widely accepted and imple-
mented innovation [14]. DTs create virtual models of physical assets or processes,
enabling the simulation of real-world behaviors, performance analysis, and opti-
mization for improved business outcomes [17]. The maturation of technologies,
including affordable data storage, powerful processing capabilities, and reliable
high-speed networks, has been instrumental in this progress [4].

For DT technology to achieve broad acceptance within the construction
industry, it must directly address the sector’s most pressing challenges [28].
The technology offers potential benefits, including improved project planning,
increased operational efficiency, improved risk management, and cost sav-
ings [3,6]. As a result, both industry and academia are increasingly focused on
integrating DT concepts, with major companies adopting them in their products
and researchers exploring their technological and business implications.

This research focuses on optimizing construction logistics, a key area often
hampered by delays in material deliveries, equipment malfunctions, and labor
shortages. This paper is structured as follows. Section 2 provides a problem state-
ment and a brief overview of prior research in this domain. Section 3 outlines the
anticipated project’s methodology, discussing the study’s design and anticipated
results. Finally, Sect. 4 concludes the paper by summarizing key findings and
proposing future research directions.

2 Problem Statement and Related Work

2.1 Problem Statement

Construction logistics processes are frequently disrupted by factors such as
adverse weather conditions, raw material shortages, extended waiting times,
and system failures [9,19]. These disruptions can complicate decision-making.
Despite its economic significance, the construction sector has been slow to adopt
modern data-driven methodologies for process optimization. In contrast, other
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industries have demonstrated increased efficiency through the implementation
of such techniques.

Given the role of construction within broader supply chains, inefficiencies and
disruptions can propagate, negatively impacting overall productivity across mul-
tiple sectors. One barrier to achieve operational insights may be the absence of
robust data management systems. Construction logistics likely generate various
data that may need to be collected, referenced, and synchronized for decision-
making. The research explores the potential of DTs to possibly enhance decision-
making in construction logistics through real-time data integration.(see Fig. 1).
DTs can be data-driven, model-driven, or a hybrid of both [6], and their applica-
tion promises improvements in logistics management, operational efficiency, and
project sustainability.

This research addresses the following Research Question: How can the
implementation of DT technology in construction logistics enhance real-time,
data-driven decision-making and improve overall efficiency in the construction
industry? This research is further broken down into these subquestions: a) How
can identifying inefficiencies in construction logistics motivate the adoption of
DT technology for real-time decision-making? b) What are the key objectives for
implementing DT technology in construction supply chains, based on existing
literature? c) How should an initial architecture for DTs in construction supply
chains be designed? d) How can simulations of DT technology assess potential
impacts in an illustrative scenario within an enterprise architecture framework?

Fig. 1. Informal conceptual framework for the digital twin in an construction site

The research investigates the application of data, particularly from DT mod-
els, across multiple domains within the construction industry. By examining how
such data can improve construction logistics networks, the study addresses gaps



330 F. Massah

in the adoption and integration of data-driven strategies. A key focus is on the
potential of DTs to sustain operational efficiency while simultaneously promot-
ing sustainability and resilience in construction processes. Figure 1 illustrates
the proposed conceptual framework for the DT implementation on construc-
tion sites. In this framework, real-time data is collected from the physical site
and processed through the DT using simulation and analysis. This processed
data is converted into actionable insights, enabling decision-makers to optimize
operations, especially in managing disruptions.

2.2 Related Work

Construction Industry Logistics and Disruptions. The construction
industry faces persistent challenges such as fragmentation, waste, low produc-
tivity, cost overruns, and disputes [27]. These issues underscores the need for
integrated systems to improve logistics and overall project outcomes [10,26,30].
Work of [31] further highlight the vulnerabilities introduced by fragmented teams
and unpredictable site conditions. Solutions such as BIM, supply chain integra-
tion, and improved logistics are increasingly recognized as strategies to boost
efficiency and resilience.

Data-Driven Insights for Construction Logistics. Effective data acquisi-
tion and exchange is a prerequisite for improving performance in construction
projects [8]. However, despite the industry’s large volumes of data, a gap remains
in understanding the impact of Big Data and digital technologies throughout the
entire project lifecycle [25]. Current research focuses mainly on specific technolo-
gies but lack an analysis of their organizational and technological implications
across project phases. While data integration has been explored, the influence of
Big Data on end-to-end project execution remains under-researched. Our work
addresses this by evaluating the role of data-driven DT technologies in improving
construction logistics and project outcomes.

Digital Twin in Construction Industry. Digital transformation in construc-
tion has been uneven, with areas like architecture and project management seeing
more digitization than others, such as supplier management [18]. As the industry
grapples with rising costs and challenging sustainability practices, digital strate-
gies, including DTs, are gaining traction [13]. DTs have the potential to enhance
monitoring, secure data management, and optimization across the design, con-
struction, and operational phases of built assets [5]. However, the integration
of Big Data technologies with DTs remains limited, hampering the realization
of their full potential [23,24]. For example, recent studies highlight the poten-
tial of DTs but note challenges in data scalability and integration [20,21]. Our
research aims to bridge these gaps by exploring the practical applications of DTs
in construction supply chains to enhance real-time logistics and decision-making.
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3 Methodology

This research investigates the impact of data-driven insights and DTs on the effi-
ciency of construction logistics networks, utilizing various research approaches.

3.1 Research Design

To meet this study’s objectives, we will describe the functionality and goals of a
DT tailored to construction logistics, collect data from real-world case studies,
and develop an initial DT design, which is iteratively refined for accuracy and
reliability.

We adopt the Design Science Research Methodology (DSRM) as outlined
by [22], chosen for its structured, theory-driven integration and its iterative
refinement process. The artifacts developed through DSRM are key to address-
ing the specific challenges and objectives of this study. Figure 2 illustrates the
anticipated research process.

Fig. 2. An overview of the research methodology

The DT design incorporates synchronized data to form a virtual representa-
tion of the logistics network, providing real-time insights and predictive analyt-
ics. This model simulates potential disruptions and optimizes resource allocation
using advanced data processing and predictive algorithms.

This doctoral research aims to demonstrate the role of DT technology in
advancing construction logistics management by addressing key objectives and
providing actionable solutions.
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3.2 Expected Results

The construction sector depends on efficient logistics for timely project deliv-
ery, and decision-makers increasingly require real-time, data-driven insights for
performance optimization. This need is amplified by recent advances in digital
technologies such as Internet of highlights the urgency for more effective logis-
tics management strategies. Recent advancements in digital technologies like
Internet of Things (IoT), cloud computing, and predictive analytics, which have
transformed logistics by enabling real-time monitoring and management across
supply chains.

DTs enhance the resilience and sustainability of construction logistics by
simulating disruption scenarios and facilitating robust contingency planning,
enabling swift recovery from unforeseen events. This proactive approach min-
imizes downtime, maintains project continuity, and optimize resource usage,
contributing to reduced waste and lower carbon emissions.

In this study, DTs will provide real-time, actionable insights related to proac-
tive decision-making in construction logistics. By monitoring inventory, equip-
ment, and transportation, DTs will anticipate bottlenecks, optimize resource
allocation, and improve both efficiency and cost-effectiveness. Furthermore, DTs
will strengthen resilience through rapid disruption recovery and promote sus-
tainability by reducing waste.

4 Conclusion and Future Research

In recent years, the integration of advanced technologies in construction logistics
has gained traction, enabling decision-makers to leverage data-driven insights for
process optimization. A promising technology in this domain is the use of DTs.
While the application of DT in construction logistics presents numerous poten-
tial advantages, their adoption remains limited, highlighting the need for further
research and practical implementation. This study addresses this gap by utilizing
real-time data from case studies to develop and refine DT models for construc-
tion logistics. Through monitoring inventory, equipment, and transportation,
DTs are expected to alleviate bottlenecks, optimize resource allocation, enhance
allocation, and contribute to greater resiliency and sustainability.

Future research could focus on integrating advanced analytics and machine
learning into DT models to enhance predictive capabilities and explore standard-
ized frameworks for broader industry adoption. Additionally, investigating the
role of DT models in reducing the environmental impact of construction logistics-
such as emissions tracking and resource optimization-holds promise. Further
studies may also evaluate DT’s contribution to improving network resilience,
assess economic implications, and implement real-world pilot projects.
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Report from the iRESEARCH 2024 Workshop Chairs

In the past decades, the EDOC conference and its co-located workshops have presented
many research initiatives in which Enterprise Architecture (EA) and Service-Oriented
Computing (SOC) scholars carried out empirical studieswith practitioners and for practi-
tioners in industry. The various industry-university collaborations represented at EDOC
have opened up a conversation about evaluating frameworks, approaches, and tools
and comparing their resilience, sustainability, usefulness, and effectiveness in specific
practical contexts. In particular, service-oriented approaches and EA approaches are
increasingly often applied in the context of new areas, such as artificial intelligence-
enabled enterprise computing, the Internet of Things, digital ecosystems, digital twins,
and green and cloud computing, among others. The EDOC community’s heightened
interest in empirical evaluation has led to the accumulation and publishing of empirical
evidence through design science research, exploratory and confirmatory case studies,
interview-based studies, focus groups, and surveys. The purpose of the second Interna-
tional Workshop on Empirical Methodologies for Research in Enterprise Architecture
and Service-OrientedComputing (iRESEARCH) at EDOC2024was to initiate a conver-
sation on the interfaces of the EA/SOC and Empirical Research Methodologies (ERM)
disciplines.

The goals of the workshop were:

– to open up an interdisciplinary debate on the steadily moving frontiers in empirical
methodologies in support of EA and SOC research projects and

– to expand the network of researchers designing and conducting empirical studies in
EA and in the sub-fields of SOC, which in turn will lead to cross-fertilization between
these two fields and ERM.

The targeted outcomes of this workshop included the identification of open research
problems and possible solutions to these problems, regarding (1) evaluation and compar-
ison of EA and service-oriented methods, processes, and tools in context; (2) emerging
research methods; (3) new and unexpected forms of collaboration with industrial part-
ners in empirical research projects; and (4) evaluation of transferability of empirical
results to practice.

In 2024, the iRESEARCH workshop program featured a tutorial and an empirical
study illustrating two contexts of industry-relevant research carried out with practition-
ers on board. The tutorial was on how to apply the Design Science Research paradigm in
PhD research projects that focus on Data Analytics. Multiple Design Science Research
methodologies were presented and the suitability of each one was illustrated in a spe-
cific Data Analytics research context. Examples from the practice of the presenter were
used to illustrate the points. The follow-up questions-and-answers session leveraged the
knowledge of the attendees and their experience to come up with a list of open issues
which could be discussed further in the next edition of the workshop, hopefully in 2025.
After the tutorial, attendees enjoyed a presentation on the industrial application of design
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science in the context of data mesh architectures. We hope you enjoyed the workshop
and the review of the workshop proceedings.
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Abstract. The increasing complexity and volume of organizational data
have led to the emergence of the Data Mesh paradigm, a data architec-
ture with a federated governance aimed at addressing the limitations
of traditional monolithic data systems that has overlapping principles
with the microservices architectural style. Although related work exists,
the majority of architectural approaches regarding Data Mesh are con-
ceptual, technology-centric or vendor specific. This paper introduces a
Data Mesh Reference Architecture (RA) using the ArchiMate enter-
prise architecture modeling language, designed to assist organizations
in implementing (or migrating towards) data mesh solutions. The RA
comprises three main components: domain architecture, self-serve data
platform architecture, and federated governance, which reflect the main
Data Mesh principles. Through a systematic literature review, four data
mesh archetypes (Pure, Semi-Pure, Hybrid, and Distributed) were iden-
tified, along with challenges, limitations, and motivational factors for
adoption. A questionnaire-based validation among experts confirmed the
RA’s utility, quality, and variability. However, practical validation was
not conducted within this study. The study contributes to both litera-
ture and practice by offering a structured approach and a set of reference
models for designing data mesh architectures. Future research can con-
tribute to practical validation, assessment of RA-driven design efficiency,
and extending the RA with domain-driven solution architectures.

Keywords: Data Mesh · Reference Architecture · Data Architecture ·
Data Mesh Archetype · ArchiMate

1 Introduction

In recent years, the rising interest in data-driven decision-making has led orga-
nizations to invest heavily in data storage and processing solutions. Initially,
data platforms evolved from simple data warehouses to more complex two-tier
architectures combining data lakes and data warehouses (lakehouses). However,
these systems face limitations, including difficulties regarding the processing
semi-structured data, high costs, and complexity in managing data pipelines.
As businesses generate increasing amounts of data, centralized monolithic data
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architectures, managed by central data teams, have become bottlenecks, strug-
gling to scale, leading to inefficiencies in data cleaning, preparation, and access.
These architectures also suffer from low domain-specific knowledge, lack of own-
ership, siloed structures, and long lead times for accessing data, making them
less responsive to modern business needs [1–4].

The Data Mesh paradigm - introduced by Zhamak Dehghani in an article
in 20191 and further detailed in her book [5] - represents a shift from central-
ized, monolithic data architectures to a decentralized, domain-driven approach
with federated governance. It focuses on four core principles: treating data as
a product, domain-oriented decentralized data ownership, self-serve data plat-
forms, and federated computational governance. By decentralizing data manage-
ment, Data Mesh addresses the bottlenecks and inefficiencies of traditional cen-
tralized systems, enabling better scalability, ownership, and faster data access.
Data products, managed within their respective domains, enhance collabora-
tion and data quality, while the self-serve platform supports efficiency. However,
implementing Data Mesh requires significant organizational changes and strong
governance to avoid siloing and ensure consistency [1,6–8].

This paper presents a Reference Architecture (RA) for Data Mesh. The RA is
based on a Systematic Literature Review (SLR) and modelled using ArchiMate.
The main research question that is discussed in this paper is stated as follows
“... ?”.

This paper is structured as follows. Section 2 describes selected related work
that formed the theoretical foundation for the RA, including the main concepts of
this study, with emphasis on Data Mesh and Enterprise Architecture. Section 3
presents the SLR that serves the purpose of answering the earlier introduced
MRQ and derived Knowledge Questions (KQs). Section 4 presents the Data Mesh
RA. Section 5 describes how the architecture was validated. Section 6 discusses
the results of the research in relation to related work. Section 7 concludes this
paper and outlines future work.

2 Background

This section covers foundational theoretical knowledge on key concepts, includ-
ing Data Mesh, EA, and RAs.

2.1 Data Mesh

Data mesh is a decentralized, domain-oriented approach to managing enterprise
data architecture, aiming to address challenges faced by large, data-driven orga-
nizations [9]. It draws inspiration from the microservice architecture used in
software engineering, which responded to the inefficiencies of monolithic sys-
tems. Similar to how microservices decentralize application development, data
mesh decentralizes data ownership and management across various domains,

1 https://martinfowler.com/articles/data-monolith-to-mesh.html.

https://martinfowler.com/articles/data-monolith-to-mesh.html


Towards a Data Mesh Reference Architecture 341

making it scalable and adaptable. Each domain in a data mesh operates like an
independent unit responsible for its data products, fostering accountability and
collaboration across the organization to meet dynamic business requirements
[10].

The four core principles of data mesh, as outlined by Dehghani2, are: treat-
ing data as a product, domain-oriented decentralized ownership, self-serve data
infrastructure, and federated computational governance. Treating data as a prod-
uct means data must be accessible, self-explanatory, secure, and valuable to the
business. Data products should be designed with key attributes, ensuring they
are discoverable, trustworthy, and interoperable, among others. To implement a
data mesh, organizations must undergo cultural and organizational changes, with
teams becoming responsible for their data as a product to serve others [6,11].
Domain-oriented decentralized data ownership assigns responsibility to specific
business units or teams to manage and publish data products [12]. Domains are
aligned with business functions, allowing them to independently produce data
in line with organizational objectives [6,7]. The self-serve platform enables these
domains to create and maintain their data products using shared infrastructure
like computational resources, storage, and security, all managed by a central sup-
port team. The federated computational governance ensures that while domains
operate independently, they follow enforceable protocols and policies for data
standards, security, and communication, maintaining overall cohesion [3,4,13].

Implementing data mesh brings both benefits and challenges. It promotes
scalability, adaptability, and cost efficiency, yet it requires significant organi-
zational restructuring and cultural shifts [1,14]. Teams need to develop new
capabilities to manage their data independently, while effective governance, dis-
coverability, and data security remain critical. Additionally, replicating efforts
across domains can lead to inefficiencies if not managed properly [15,16]. Despite
these challenges, data mesh is a versatile methodology that can be applied not
only within organizations but also across industries to enhance collaboration and
secure data sharing [2].

2.2 Enterprise Architecture

EA provides a comprehensive view of an organization’s IT infrastructure, appli-
cations, and data architecture, aligning IT strategy with business goals [17].
By offering a layered structure, EA helps organizations model their current
state and develop a blueprint for transitioning to future states. This holistic
approach enhances decision-making, improves change management, and sup-
ports the alignment between business processes and IT. EA’s layered approach,
as defined by the TOGAF standard, includes business, data, application, and
technology architectures, each providing distinct insights to help guide an orga-
nization’s growth and transformation, especially when adopting decentralized
architectures like data mesh.

2 https://martinfowler.com/articles/data-mesh-principles.html.

https://martinfowler.com/articles/data-mesh-principles.html
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While EA offers several benefits such as strategic alignment, risk manage-
ment, and process optimization, maintaining it poses challenges. Complex orga-
nizational structures and fragmented information hinder the effectiveness of EA
[18]. Additionally, lack of alignment between EA practices and business goals
can lead to siloed operations and poor transparency. Despite these issues, EA
remains valuable for facilitating technological integration, supporting decision-
making, and ensuring that IT infrastructure aligns with organizational objec-
tives. Standards like ArchiMate further support EA by providing a modeling
language to visualize business layers, aiding communication and collaboration
across teams [19].

RAs serve as templates or blueprints to streamline the creation of solution
architectures. RAs offer a standard set of vocabulary, best practices, and archi-
tectural principles that accelerate the design process and ensure consistency
across projects. They assist in technology evaluation and enable organizations
to make informed decisions aligned with their strategic goals. By encapsulating
industry standards and best practices, RAs support architects in designing effi-
cient and effective architectures, contributing to the overall success of enterprise
architecture initiatives [20].

3 Systematic Literature Review

This section addresses the following knowledge questions through a systematic
literature review (SLR) by following a well-known SLR method [21]:

KQ 1. What are the key components constituting a data mesh and what are
the limitations?

KQ 1-a: What different kinds of data mesh archetypes exists?
KQ 1-b: What are common components of a data mesh?
KQ 1-c: What are the limitations of data mesh?

KQ 2. Which factors determine if data mesh is a valid approach for an orga-
nization?

KQ 2-a: What are the main indicators to consider the switch to a data
mesh?
KQ 2-b: What is the impact of data mesh on the existing architecture?
KQ 2-c: Which other data methodologies are there?

KQ 3. Are there existing data mesh reference architectures?
KQ 3-a: What are characteristics of data reference architectures?
KQ 3-b: What parts of other data reference architectures can be re-used?

KQ 4. How to develop a reference architecture?
KQ 4-a: What are the goals and requirements of a reference architecture?
KQ 4-b: Which method can be used to design and develop the reference
architecture?

KQ 5. How can a reference architecture be validated? Literature for this ques-
tion will be gathered from the studies examined for KQ 3 and KQ 4
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3.1 Planning, Search and Selection

In the planning phase of this SLR, Scopus, IEEE, and Google Scholar were cho-
sen, with Scopus and IEEE providing peer-reviewed sources and Google Scholar
supplementing with a broader range of results, including non-peer-reviewed
materials. The search for “Data Mesh” yielded 83 results from IEEE, 111 from
Scopus, and 3800 from Google Scholar. Some grey literature, such as founda-
tional works on data mesh, was also included to ensure comprehensive coverage
[1]. Search queries were carefully constructed to avoid irrelevant results, focusing
specifically on “Data Mesh” and “Reference Architecture”.

Inclusion and exclusion criteria were applied to manage the number of articles
and maintain focus on relevant, high-quality studies. Peer-reviewed, English, and
well-written articles with detailed metadata were prioritized, while incomplete,
duplicate, or irrelevant articles were excluded. Only the first 20 search results,
sorted by relevance, were evaluated for manageability. After applying these cri-
teria, the remaining articles were reviewed for their abstracts and conclusions,
resulting in 61 articles being selected for further analysis. The complete report
documenting the systematic literature review can be found in [22].

3.2 Data Mesh Archetypes and Components

This subsection explores the main archetypes of data meshes, their components,
and the limitations they present [8].

Data mesh architectures, though flexible, typically consist of key compo-
nents necessary for effective implementation. These include domains, a self-serve
data platform, and a federated governance layer [23]. However, data meshes
are not a one-size-fits-all solution, and their structure can vary significantly
between organizations. Various topologies have been identified in existing lit-
erature, ranging from a fine-grained, fully decentralized mesh to more managed,
centralized forms. Importantly, a data mesh’s specific archetype depends on an
organization’s requirements, and no single archetype solves all organizational
data challenges [14].

The first archetype, a fine-grained fully federated mesh, represents the most
theoretical and decentralized form of a data mesh, where each domain oper-
ates independently, handling its own data and communication. While offering
high flexibility and domain specialization, this approach poses challenges, such
as capability duplication, high costs, and complexity. The fully governed mesh,
another variation, introduces a central data distribution layer to tackle some of
these issues. In this model, domains retain autonomy, but data distribution is
controlled through a central layer, improving compliance at the cost of flexibility.
The hybrid federated mesh offers a middle ground, combining both centralized
and decentralized elements, thus simplifying management but adding some over-
head [23].

A variety of other archetypes also exist, such as the value-chain aligned and
coarse-grained meshes, which are suitable for organizations with different opera-
tional models, such as those involved in complex supply chains or those that have
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expanded through mergers and acquisitions. These archetypes introduce vary-
ing degrees of centralization and domain responsibility, accommodating larger or
more complex business structures. While each archetype has advantages, such as
improved governance or simplified implementation, they all come with their own
limitations. These include potential bottlenecks in data flow, difficulty adding
new domains, and the potential for siloed data [8,23].

In terms of components, a data mesh typically consists of domains, a self-
serve data platform, and federated governance. These components are further
divided into elements such as data products, data catalogs, and security protocols
[24]. The self-serve platform provides tools for data storage, processing, and
analytics, while the governance layer ensures compliance and standardization
across domains [25]. Security is a key concern, requiring robust mechanisms for
access control and data integrity. Finally, monitoring tools track the use of data
products and enforce compliance, making visibility and governance an integral
part of the architecture. This modular approach ensures that data meshes remain
adaptable to an organization’s specific needs [7,8,26].

3.3 Data Mesh Implementation and Migration

The implementation of or migration to a data mesh architecture requires care-
ful consideration of various motivating factors and prerequisites specific to each
organization. Data mesh is most beneficial for companies looking to reduce bot-
tlenecks, improve collaboration, enhance data ownership, and increase scalabil-
ity. The primary motivations include a need for a scalable and agile architecture,
addressing data silos, and leveraging domain knowledge more effectively [4]. Pre-
requisites for transitioning include high data literacy, technical expertise, and a
clear understanding of domain boundaries. Companies with a low demand for
real-time, high-volume data or insufficient resources may not find data mesh
suitable [14].

Transitioning to a data mesh involves significant organizational and architec-
tural changes. The shift from a monolithic to a distributed architecture decentral-
izes data ownership, requiring new governance models, continuous monitoring,
and updated roles and responsibilities. It also demands investments in infrastruc-
ture and tools to enable a self-serve data platform. While this transition increases
management complexity, it offers long-term benefits like improved scalability,
resource allocation, and the ability to leverage data as a strategic asset. How-
ever, it requires ongoing effort to ensure compliance with governance standards
and efficient coordination across domains [27].

Finally, a data mesh is not always the best fit, and other data methodolo-
gies like data warehouses, data lakes, data lakehouses, and data fabrics offer
alternative solutions. These centralized architectures provide varying degrees of
scalability, real-time processing, and management complexity. Each has its own
strengths and limitations, and organizations must evaluate their specific needs,
capabilities, and goals to determine whether a data mesh or one of these alter-
natives is the best fit for their data strategy [24,28].
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3.4 Data Mesh Challenges and Limitations

The challenges and limitations of implementing a data mesh approach arise
from both organizational and technical layers, as it requires changes in how a
company operates and manages data. Organizationally, companies must align
business and technology needs, which includes a company-wide cultural shift in
handling data. Change management becomes a major challenge as it involves
overcoming resistance, fostering a common understanding of data mesh princi-
ples, and training employees to adapt to new responsibilities [11]. A significant
limitation is the need for increased data literacy and technical expertise, which
can be a bottleneck for organizations lacking these resources. Additionally, the
complexity of data management increases, posing challenges in security, privacy,
and governance [7,14].

On the technical side, a data mesh impacts the existing data architecture,
with challenges around integrating the right systems and engines, ensuring inter-
operability, and managing network strain [29]. Effort duplication, where different
domains repeat the same work, and the risk of data duplication are concerns
that arise from the federated nature of a data mesh. Establishing high-quality
data products, setting clear standards, and maintaining data consistency across
domains are further challenges. Additionally, handling changes in data, updating
metadata across federated systems, and managing the deletion of data products
create technical complexities that need to be addressed [1].

To mitigate these challenges, several strategies are proposed [30,31]. For
organizational issues, careful planning, people management, and training pro-
grams are recommended to address resistance and the need for technical exper-
tise. Implementing strong governance, setting clear roles and responsibilities,
and standardizing communication are crucial for managing data complexity and
ensuring compliance. Security and privacy concerns can be tackled through stan-
dardized security measures, data encryption, and automated compliance checks.
On the technical side, leveraging metadata, establishing standards to reduce
data duplication, and implementing monitoring systems for data changes and
product consistency are key solutions [14,30,31].

In summary, data mesh implementations face both organizational and tech-
nical hurdles, including the need for data literacy, governance challenges, cost
concerns, and maintaining data quality. However, with careful planning, gover-
nance structures, and the right technical strategies, many of these challenges can
be mitigated. Solutions include targeted training, improved infrastructure plan-
ning, and the use of standardized tools and processes to streamline operations
and ensure effective data management.

3.5 Reference Architectures

In the study of existing data mesh reference architectures, one architecture by
Goedegebuure et al. (2023) was identified [1]. To address this gap, we explored
related data reference architectures across various industries and methodologies,
examining 19 in total. These architectures vary in their design styles, with many
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opting for free-form modelling without using formal languages. Most validate
their designs by mapping them to existing solution architectures. Despite the
differences, common themes emerge, such as a lack of detailed domain modelling
in some cases, particularly in data mesh-related architectures, which limits their
direct applicability.

We focus on developing a new reference architecture by drawing on compo-
nents from existing models and leveraging established methodologies for design-
ing reference architectures. Two primary design approaches were highlighted:
Angelov et al.’s (2012) framework [32], which provides a structured approach
to analyzing and designing reference architectures, and Galster and Avgeriou’s
(2011) empirical method for grounding reference architectures through data col-
lection, construction, and evaluation [33]. The latter was chosen for this study
due to its focus on validation, aligning with the research’s design methodology.
The validation approach of the reference architecture includes expert opinions,
inspired by previous studies that employed surveys and case studies to ensure
the architecture’s relevance, scalability, and applicability.

4 Reference Architecture for Data Mesh Design

This section describes the design of the data mesh reference architecture (RA)
according to the 6 step method proposed by Galster and Avgeriou [33].

4.1 Development Approach

This RA development method was chosen because it includes a validation process
that aligns with the engineering cycle and integrates aspects of Angelov et al.’s
(2012) framework [32]. The six steps are: (1) decide on the type of RA; (2) select
the design strategy; (3) empirical collection of data; (4) construction of the RA;
(5) enable the RA with variability; and (6) evaluate the RA to check its validity.

The usage context for the RA is classified as “industry-cross-cutting”, and
we incorporated the answers for the 3 key questions of the method (why, where,
and when questions). The envisioned RA is created to facilitate architects on
designing data mesh solution architectures, to be used in multiple organizations,
and is a “classical reference architecture” as the technologies necessary to create
solution architectures are readily available. Therefore, the RA is classified as
type 3: “classical facilitation reference architecture for multiple organizations”.

For the design strategy, it was decided to build the RA from scratch, as
the only existing data mesh RA did not fully cover the scope of this study.
The design is practice-driven, drawing on insights from the literature review,
and grounded in empirical data collected to ensure the RA addresses relevant
components and requirements. The RA was constructed using the ArchiMate
modeling language due to its clarity and extensibility, besides being a standard
language for representing enterprise architectures.

Another deliberate design choice is to include a component only once in the
architecture even if multiple instances of this component are present in a solu-
tion architecture. For example, a Domain Team can be responsible for multiple
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business processes or applications but only one business process was modelled
to keep the models clear and readable.

4.2 Domain-Driven Data as a Product

The Domain-Driven Data as a Product model, illustrated in Fig. 1, outlines the
key processes carried out within a domain in a data mesh, as well as the main
components supporting these processes. At the top of the architecture is the
Domain Team, which is responsible for executing these processes. Firstly, they
oversee a business process that generates operational data, which is then stored
in a designated data storage system. Secondly, the Domain Team manages the
creation, distribution, retention, and decommissioning of data products. This
process consists of these steps: the data product is first created based on the
operational data, then it is accompanied by a data contract and made compliant
with federated governance policies before being published in the data product
catalog for use by other domains. After distribution, the Domain Team must
ensure proper retention by monitoring, updating, and eventually discontinuing
the data product once it reaches the end of its lifecycle. Lastly, the Domain Team
is responsible for performing data analytics.

The Domain Team leverages the capabilities of the Self-Serve Data Platform
to establish the necessary infrastructure and make data products available to
other domains participating in the data mesh, facilitated through the Data Prod-
uct Catalog. The Federated Governance layer acts as an overarching governance
structure, setting standards for communication, data product documentation,
and other policies to ensure a secure and interoperable data mesh.

Fig. 1. ArchiMate model addressing domain-driven data as a product
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4.3 Self-serve Data Platform

The Self-Serve Data Platform model, illustrated in Fig. 2, entails a capability
model that is composed of a collection of capabilities that are provided to the
domains participating in the data mesh and is managed by the Self-Serve Plat-
form Team. The capabilities provided by the Self-Serve Platform are not hosted
on the platform itself, rather the Domains still have to implement these tech-
nologies in their own environments. The Data Storage capability can be realized
by the traditional data warehouse and lake technology services, while the Data
Store Engine capability is realized by database management system (DBMS)
and Access Control capability is realized by an Authentication Engine service.
Query Engine can be realized through an application interface, while a Data
Visualization application can realize the capabilities of data visualization and
monitoring. Lastly, the ETL pipeline capability is realized by an ETL solution
that is assigned to an application process.

Fig. 2. ArchiMate model addressing self-serve data platform

4.4 Federated Governance

In the Federated Governance model, illustrated in Fig. 3, the Data Mesh RA key
principles are covered. These principles realize certain goals which are needed to
make a data mesh function. For example, one goal is to create Secure Data Mesh
since security is crucial. This goal is realized by principles on access policies,
compliance, privacy and exchange policies in place that define standards and
requirements to achieve a secure data mesh. Additionally, interoperability is a
key principle to address the concept of Data Product, especially when these data
products are exchanged among different domains, ensuring both technical and
semantic interoperability. Lastly, a documentation policy is needed to ensure
traceability and usability of data products.
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Fig. 3. ArchiMate model addressing federated governance

5 Validation

We used the validation methodology by Galster and Avgeriou (2011) [33], and we
were inspired the Design Science Research methodology [34] to validate the pro-
posed Data Mesh RA. Expert opinion was chosen as validation method because
it provides valuable insights, especially in assessing aspects like perceived use-
fulness, quality, and variability of the RA. The decision to gather feedback from
experts with varying roles and knowledge levels aligns with the study’s aim to
improve data mesh architectures by providing strategic design guidance.

The questionnaire itself was divided into sections, starting with an intro-
duction to gather participants’ roles and their familiarity with concepts like
Data Mesh, Enterprise Architecture (EA), and ArchiMate. Subsequent sections
assessed the perceived usefulness, quality, and variability of the RA through
Likert scale questions, with participants discussing the three RA models, i.e.,
the Domain, Self-Serve Data Platform, and Federated Governance. Each section
concluded with optional open-ended questions to allow participants to provide
additional feedback and suggestions for improvement, ensuring that the evalua-
tion was comprehensive and addressed the critical aspects necessary for refining
the RA.

The questionnaire was distributed within one of the biggest consultancy com-
panies in data solution services, and to the wider data mesh community, resulting
in responses from 32 participants across a range of professional roles, including
Enterprise Architects, Data Architects, and Consultants. Most participants had
at least some familiarity with the Data Mesh and EA concepts, with over 75%
possessing theoretical or hands-on experience with Data Mesh. The study suc-
cessfully collected diverse profiles and relevant feedback, particularly from data
consultants and tech consultants, ensuring that the validation results were well-
rounded and informative for improving the RA. The complete report describing
the details of this research can be found here [22].

6 Discussion

The results of the validation through the questionnaire reveal a generally posi-
tive reception towards the data mesh RA, particularly in terms of its relevance
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to data-driven projects and its likelihood of being used in solution architectures.
Respondents were more neutral about the model’s ease of use and its potential
to accelerate the design of data mesh solution architectures. Interestingly, the
Data Architects, especially the one who expressed a strong bias against RAs,
were more skeptical, giving lower scores particularly on the model’s ability to
speed up the design process. However, other roles, such as Data Engineers and
Enterprise Architects, were more optimistic, showing a generally positive per-
ception of the model’s usefulness. The overall response leaned towards neutral
but slightly skewed to the positive side, reflecting mixed opinions across different
roles.

In the quality and variability sections, a similar pattern emerged, with a
tendency towards neutral or positive responses. While the Data Architects and
CIO remained more critical of the model’s quality, other respondents, including
the Professional Trainer, expressed a more favorable view. The Data Architects
raised concerns about the level of detail, but removing the responses of one
outlier (particularly the biased Data Architect) improved the overall perception
of the quality of the model. In terms of variability, respondents were largely
positive, especially regarding the model’s adaptability across multiple use cases
and industries. The feedback suggests that, while there is some skepticism, espe-
cially among more experienced roles like Data Architects, the data mesh RA is
generally viewed as useful and adaptable by the majority of participants.

In the additional feedback section of the questionnaire, respondents offered
valuable insights into the models, highlighting both strengths and areas for
improvement. For the usefulness section, many respondents appreciated the role
of the models in facilitating communication and early-stage exploration of solu-
tions. However, multiple participants, including Data Architects and Enterprise
Architects, suggested that the model requires constant evolution to stay rele-
vant as use cases change. A recurring theme was the need for clearer guidance,
such as step-by-step processes or better explanation of model components, as
the current version was seen as difficult to understand. Respondents also rec-
ommended better representation of different stakeholders and actors, as well as
improvements in data visualization and monitoring capabilities.

In the quality and variability sections, respondents echoed similar concerns
about the need for model evolution and the lack of guidance. While the quality of
the model received mixed reviews, with a median score of 3.1 out of 5, variability
scored the highest at 3.9, indicating the model’s potential for use across various
industries and contexts. Suggestions for improvement included adding principles
related to data quality and ownership in the Federated Governance Architecture,
rethinking the term ETL to reflect broader data processes, and ensuring clearer
interaction between domains, which requires higher semantic interoperability.
Overall, while the feedback was mostly positive, it underscored that the model
is a good starting point but requires further refinement to enhance its usability,
adaptability, and relevance in different use cases.
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7 Conclusion

The main contributions of this research include the resulting analysis of the sys-
tematic literature review, and the development of a Data Mesh RA using the
ArchiMate enterprise architecture modeling language. This RA provides a struc-
tured blueprint for solution architects to design data mesh solutions, detailing
core elements like domain-driven data as a product, self-serve platforms, and fed-
erated governance. Additionally, the study proposed four data mesh archetypes,
helping organizations tailor their data mesh structures based on maturity and
capabilities. We also extended the literature on data mesh by analyzing its com-
ponents, challenges, and comparing it with alternative data architectures like
data warehouses, lakehouses, and data fabrics.

Key lessons learned from this study highlight that the data mesh approach
requires a high level of technical expertise, organizational readiness, and strong
governance mechanisms to manage complexity and ensure compliance with the
four data mesh principles. We identified key motivational factors and prereq-
uisites for transitioning to a data mesh architecture, emphasizing that proper
planning and cultural readiness are crucial for success. The validation process,
though only based on expert opinion, revealed that the proposed RA shows good
variability, usability, and quality, making it adaptable across different industries
and use cases. However, real-world testing remains necessary to fully confirm its
practical effectiveness. One of the core limitations of this research is that the val-
idation relied solely on expert feedback, which may introduce bias. Additionally,
potential gaps in the literature review and the use of a single group of respon-
dents with varying expertise could impact the completeness of the findings.

Future research is recommended to validate the RA through case studies
across different industries and to refine the RA models by addressing feedback
from users. In addition, it is necessary more precise guidelines on migrating
a complex IT landscape to a data mash architecture, measuring the potential
costs and return of investment. Furthermore, ontologies play an important role
to address semantic interoperability in data meshes, especially among domains
that have overlapping, and sometimes conflicting, terminology. Therefore, we
believe that the adoption of the Findable, Accessible, Interoperable and Reusable
(FAIR) data principles can improve the adoption of data meshes. Finally, the
data mesh approach seems compatible with the International Data Spaces (IDS)
reference architecture, and future work is required to investigate their relations.
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Report from the MIDas4CS 2024 Workshop Chairs

The concept of Digital Twin (DT) is becoming increasingly popular since it was intro-
duced in the scope of Smart Industry (Industry 4.0). A DT is a digital representation of a
physical twin that is a real-world entity, system, or event. It mirrors a distinctive object,
process, building, or human, regardless of whether that thing is tangible or non-tangible
in the real world. DTs provide potential benefits such as real-time remotemonitoring and
control; greater efficiency and safety; predictive maintenance and scheduling; scenario
and risk assessment; better intra- and inter-team synergy and collaboration; more effi-
cient and informed decision support systems; personalisation of products and services;
and better documentation and communication.

The ultimate purpose of DTs is to improve decision-making for solving real-world
problems, by using the digital model to create the information necessary and subse-
quently applying the decisions in the real world. Nowadays, DTs are not limited to
industrial applications but are spreading to other areas as well, such as, for example, in
the healthcare domain, in personalisedmedicine and clinical trials for drug development.

This workshop series focuses on getting a better understanding of the techniques that
can be used to model and implement DTs and their applications in different domains.
We aim to attract researchers and industry practitioners to discuss formal definitions of
DTs as well as to describe applications of DTs in different domains. Contributions on
tooling for DTs are also welcome.

The second edition of MIDas4CS was organised in conjunction with EDOC 2024
within the 2024 edition of the Business Informatics Week. This workshop attracted
4 international submissions, and each of them was by at least two members of the
Programme Committee. From these submissions, 2 submissions were accepted as full
papers for presentation at the workshop. An additional paper, originally submitted to the
EDOC 2024main track, was redirected to this workshop due to its focus on the DT topic.
An additional presentation on theDT topic was delivered by a student participating in the
Doctoral Consortium. The papers were presented during the first day of the conference
in two sessions of one and a half hours each.

T. Itäpelto presented a novel Reference Architecture for designing or extending a
Critical Infrastructure (CI) enhancing cybersecurity with DTs. The authors claim that
existing testing methodologies prove inadequate and may compromise the CI’s opera-
tional continuity, therefore they propose to shift testing activities to a DT connected to
the CI. The authors demonstrate the feasibility of this reference architecture, focusing
on what-if testing using DT-enabled attack simulations.

C. Canal presented ongoing work that aims at the realisation of a DT System for
human crowd motion prediction centred on the Artax framework, which stores people’s
movements as traces through time. They described the current state of the framework
and explained how they aim to apply it to anticipate dangerous situations caused by
crowds and to warn people.
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I. Compagnucci presented a conceptual architecture focusing on the concept of Dig-
ital Process Twin (DPT). A DPT enables what-if analysis to virtually predict process
performance after the implementation changes, allowing for optimisation before real-
world application. The authors claim that there is currently a lack of frameworks for
implementing DPT, and propose AdaptiveTwin, which is a framework that implements
a conceptual architecture using amulti-modelling approach, combining domain data and
process modelling along with a data-driven process simulation technique.

F. Massah presented (paper included in the Doctoral Consortium section of the
proceedings) ongoing research that explores the application of DTs in the construction
industry to optimise construction planning and execution through real-time monitoring,
simulation, and analysis.

The workshop sessions were chaired by F. Fornari and J. L. Moreira. During the
workshop, an open discussion on the adoption of DTs among participants took place
with the aim to exchange practices and insights, and foster possible future research
collaborations.

We hope that the reader will find the selection of papers insightful and useful to keep
track of the latest advances related to DTs.
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Crowd Motion Prediction
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Abstract. In many local festivals and in events such as pop concerts
or sporting events, crowds might generate dangerous situations like the
case of panic stampedes. How to anticipate these situations is challenging.
Despite there are simulation models of people motion, it is very difficult
to predict real people behavior. In this paper, we advocate the application
of digital twins to monitor and analyze real people motion. We implement
the Artax framework, which stores people movements as traces through
time. We describe the current state of our framework and explain how we
aim to apply it for anticipating dangerous situations caused by crowds
and warning people.

Keywords: Digital Twin · Smart Cities · Human Motion

1 Introduction

In many countries and cities, tourism is one of the pillars of economy. In touristic
cities open to the ocean or with a passable river, big cruise ships almost daily
dock in their ports and thousands of tourists disembark and fill the city in peak
season. If all the tourists decide to visit the same touristic points at the same
time, they will likely produce crowds. There are also events in which crowds
are always generated, such as pop concerts, sporting events and demonstrations.
Even when celebrating the local festival in some cities crowds will for sure take
place. We can think for instance of Sanfermines (Pamplona, Spain), Oktoberfest
(Munich, Germany) or Carnival (Rio de Janerio, Brazil). Finally, there are also
overpopulated cities where crowds are generated daily, such as Tokio (Japan),
New Delhi (India), Shanghai (China) or Mexico City (Mexico).

Crowds might cause serious dangerous situations [23], especially in a panic
stampede [4]. Therefore, there is the need to find solutions that try to avoid
these situations. Smart Cities aim to use technology for providing useful services
to their citizens and to solve urban problems [2], however, not much has been
done in the context of avoiding problems caused by people crowds.

There are approaches that try to simulate people dynamics by modeling
their behavior. For instance, the authors in [22] apply a multi-group microscopic
model to generate real-time trajectories for all people moving in a virtual defined
environment. The work in [3] combines modern game development technologies
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Kaczmarek-Heß et al. (Eds.): EDOC 2024 Workshops, LNBIP 537, pp. 359–372, 2025.
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with traditional agent-based modeling methods for simulating people flow at an
airport, and there are other approaches that try to focus on the behavior in
individuals within crowds [13]. However, all these works are about simulation,
and they do not consider real people moving in a real environment.

A Digital Twin (DT) is a comprehensive digital representation of a sys-
tem, employing models and data for representing its properties, conditions, and
actions [24]. DTs are continuously updated with real-time information about
their physical counterparts [14], facilitating two-way feedback between their dig-
ital model and the physical entities represented in it, allowing real-time moni-
toring, adopting adaptation policies, and enhancing decision-making processes.
The use of DTs in Smart Cities, conforming the so-called Urban Digital Twins
or Digital Twin City, has already been proposed [5,16]. The problem, again, is
that current works do not focus on human crowds.

This paper presents ongoing work around a framework, named Artax, with
the ultimate goal of addressing dangerous situations caused by crowds. We define
an architecture that considers real people movements gathered by tracking the
positions of their smartphones. Our framework is able to gather together the
position of many people through time by storing them in traces. Since an exper-
iment with real people might take a considerable amount of time and resources,
our framework implements a simulated scenario integrating state-of-the-art tools,
and it is prepared to replace the simulated data with real data. Regarding the
simulation part, our framework allows to configure different parameters so that
people motion is simulated for our purposes.

The rest of this paper is structured as follows. After this introduction, in
Sect. 2 we motivate our work. Then, Sect. 3 describes different aspects of our
framework, while Sect. 4 gives some details of its implementation. After this, a
couple of validating scenarios are described in Sect. 5, and conclusions and future
work are summarized in Sect. 6.

2 Motivation and Background

Smart cities apply Information Technologies to solve specific urban problems,
such as the identification of traffic patterns to improve urban mobility, or improv-
ing the accessibility of city resources and utilities in order to provide better ser-
vices to their citizens. Digital Twins are being proved as a promising approach
for the development of smart cities (see for instance [24] for a review of the lit-
erature). A Digital Twin City [5] —also known as Urban Digital Twin (UDT)—
models specific city aspects as an effective way to make a city smart. Similarly
to other digital twins, UDTs facilitate two-way feedback between the model and
the physical entities represented in it, enabling real-time monitoring for cities,
proposing adaptation policies, and enhancing decision-making processes.

Just to mention a few initiatives within the research field of UDTs, Ruiz et
al. proposed BODIT [21], a UDT of the public transportation system in the city
of Badalona (Spain). They use a traffic simulator and a genetic algorithm to
reproduce the city’s traffic and adapt to different situations. Bus schedules are
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used to predict and detect a lack of punctuality at bus stops, enabling informed
decision-making as a response to unusual situations such as accidents. Another
interesting related work is that of Lehtola et al. [12] studied the impact of dig-
ital twins in smart cities. In their work, the authors emphasize the necessity of
taking humans into consideration to ensure successful implementation in order
to improve decision-making, which is a concern that we also share.

Indeed, the interest in the social aspects of smart cities is growing fast. For
this reason, citizens must be considered as first-class entities of the UDT, since
they are the fundamental key to this ecosystem. However, the role of people
has often been neglected: smart city applications typically focus on collecting
and analyzing data coming from all kinds of sensors, including some related to
human activities, but without really integrating individual users into the loop,
just considering them collectively, i.e., as a crowd, not as distinct individuals.

In previous works, we presented the concepts of Human Microservices [11],
and Digital Avatars (DAs) [18,19]. These models allow to incorporate individuals
into UDT models. This way, we can achieve better planning of city infrastruc-
tures, adapting them to the context of the people who use them. Both initiatives
derive from the People as a Service (PeaaS) [6] paradigm, which provides a con-
ceptual model for application development focused on the smartphone as an
interface to its owner.

In particular, the purpose of a DA is to serve as a digital representation of
a person, facilitating their participation in collaborative and social computing
systems. Thus, DAs are smartphone-based virtual representations of their users
which act as virtual assistants in their interaction with the environment. The
purpose of DAs is to exploit citizens’ personal information, habits, and prefer-
ences for benefiting from better services, while the users keep full control of their
data, including storage location and access control [17].

However, one of the problems of incorporating humans into UDT proposals
is how to obtain a good dataset coming from a significant number of individu-
als. While there is a huge amount of open data available for any kind of UDT
purposes, data sources coming from groups or real users are scarce1, and people
are reluctant to install apps in their smartphones and share their information
even for research purposes. This is where synthetic data comes into the picture.
As it will be shown in this paper, in our approach we employ The ONE tool [10]
for generating individual path trajectories that although synthetic are realistic
enough as input for Machine Learning techniques. Despite The ONE is in origin
a tool for opportunistic network simulation [7,8], it has also been successfully
used for simulating human path trajectories (see [1,9] as examples).

3 Designing the Artax Framework

In this section we explain how the Artax framework has been designed and
modelled. We also present the main elements of its architecture.
1 One of the rare publicly available examples can be found in https://www.kaggle.

com/datasets/chetanism/foursquare-nyc-and-tokyo-checkin-dataset/data.

https://www.kaggle.com/datasets/chetanism/foursquare-nyc-and-tokyo-checkin-dataset/data
https://www.kaggle.com/datasets/chetanism/foursquare-nyc-and-tokyo-checkin-dataset/data
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Fig. 1. High-level representation of the Artax framework, collecting traces of move-
ments from its users.

3.1 Overview

The Artax framework collects information about people’s movements through
their smartphones (Fig. 1), which constitutes a digital twin of people motion.
Each user’s device tracks the movements of its owner, building a trace consisting
of a sequence of GPS positions and timestamps. This information is periodically
sent to the backend through a REST API, where it is stored. How well the system
works (how precise and accurate its predictions will be) depends largely on the
quantity and quality of the available information about its users. However, before
storing it, data is anonymized, and it can also be conveniently obfuscated so that
the actual position of any user at a given time cannot be precisely determined.

Figure 1 portraits a real-life scenario where people are moving throughout a
given open space. The system gets the location of each user from the GPS sensors
of their smartphone, through a mobile application which constitutes the frontend
of the system, as can be seen in the figure. The data collected is periodically sent
to the backend where it is used to build and update a dataset of people’s flow
over the area, which can be used for inferring crowd movement patterns and
detecting risk situations.

However, this scenario points out one of the main challenges of our approach:
the problem of obtaining enough data for training the system. How to address
this problem is described in the next section.

3.2 Dataset of People Motion

In order to achieve a digital twin of people motion, we require traces of move-
ments for a large number of users over a given area. With that, predictions of
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future paths and detection of risks can be inferred by the digital twin. Two
alternatives can be considered.

One option consists in having a large amount of people willing to collabo-
rate with our project, where each person installs the Artax mobile app in their
smartphone, and gives it permissions to access their location while they spend
a certain amount of time moving from one place to another in the area, and
possibly producing crowd situations in particular zones. In terms of realism, the
collected information would be notably valuable regarding how real people move
and how different crowd situations occur. However, this option is hard to achieve
in practice as it is difficult to recruit enough people to carry out the required
experiments.

An alternative would consist in using a public dataset of people’s movements.
Some of these datasets exist, but there are also significant drawbacks in them.
The main shortcoming is to find a dataset that adjusts to our needs. A good
number of the datasets that can be found on the Internet are private, while
others would simply not serve our purpose (the traces correspond to a small
number of individuals, to people moving through a small enclosed space such as
an office, or the movements refer to vehicles, instead of pedestrians, or people
travelling from a country to another, to name a few).

As both options have their advantages and shortcomings, we decided to build
a synthetic dataset specifically tailored for our needs. This way we can have
enough data to train the system and we can precisely define the movement
and crowd scenarios that interest us. For this purpose, we set up a simulation
environment which is presented in the next section.

3.3 Simulating Users and Their Smartphones

The architecture of the Artax framework in Fig. 1 has been extended for over-
coming the lack of available data exposed in the previous section. The Artax
simulation environment allows the creation of a dataset of people’s paths in a
realistic way. For that, we start with the generation of traces of movements of
a number of simulated or synthetic users sharing a common space with The
ONE tool [10], and we feed each of these traces into virtual smartphones in turn
simulated with the Perses tool [15]. The virtual smartphones have installed the
same Artax app used in the real-life scenario, and they are run in the Ama-
zon AWS cloud platform, where they behave and communicate with the Artax
backend exactly as real devices would do. The Artax architecture extended with
simulation capabilities is shown in Fig. 2, where the right part depicts the sim-
ulation environment, showing the analogy between both real-life and simulated
scenarios. In the following we describe the main elements of the simulation envi-
ronments: The ONE and Perses.
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Fig. 2. Artax architecture considering the scenario with real users (on the left) and
the simulation environment that reproduces it (on the right).

The ONE. The ONE (Opportunistic Network Environment) is a simulation
tool originally developed for the research and evaluation of DTN (Delay Tolerant
Network) routing protocols, modelling message routing and handling between
nodes representing interconnected mobile devices such as smartphones. The tool
is publicly available2 and it provides information about the simulated scenarios,
including all kind of measurements of performance and reports and visualization
of the message routing and mobility of the devices, and it is commonly used for
experimenting with opportunistic networks.

However, we are not interested in measuring and evaluating message routing,
but in mobility. Thus, we use the tool for defining and simulating scenarios in
which a certain number of nodes (representing people and their smartphones)
move through a given area, specified by a map which describes their feasible
paths. The result of the simulation is a sequence of snapshots with the location
of all the nodes at each time step, from which we reconstruct each node’s path,
representing the trace followed by one of the simulated individuals. The number
of nodes, the space and paths where they move, and their patterns of movement
are some of the parameterized elements on the scenario. It is also possible to
define groups of nodes each presenting different behaviors. In order to achieve
our desired behavior, we needed to slightly modify The ONE’s source code. In
particular, we made the positions (coordinates) publicly available and logged
them during the simulation while the scenario is being executed.

Once the defined scenario is simulated and the traces of movements are gen-
erated, the results are fed into the Artax app. This is when Perses comes into
picture.
2 https://akeranen.github.io/the-one.

https://akeranen.github.io/the-one


Towards a Digital Twin System for Human Crowd Motion Prediction 365

Perses. Perses [15] is a virtualization framework for building scenarios involving
virtual mobile devices of different characteristics. The virtual devices are run in
the Amazon AWS platform. The tool is specifically designed for evaluating the
behavior and performance of complex distributed mobile applications. Similar
to The ONE in terms of flexibility, Perses scenarios can also be configured,
indicating aspects as the simulation time, the number and type of the virtualized
devices, and some of their specific features. The Perses virtualization tool is also
publicly available3.

For simulating a particular scenario we deploy a number of instances of virtual
mobile devices, each endowed with the same Artax app already described for the
real-life scenario, and the path followed by a given individual, as resulting from
The ONE. Then, the virtualization framework starts execution, with the virtual
smartphones behaving as in a real-life situation, and communicating with the
Artax API for periodically sending their location to the backend.

Once we have described the Artax architecture, the experimental setup, and
its main elements, we delve into the technical aspects of the Artax backend in
the next section.

4 Implementation

In this section we discuss the technical aspects of the elements described in the
previous section.

4.1 Artax Android App

This is the mobile application that tracks the people’s locations and sends them
to the backend. The main idea behind this app is to have a virtual profile for each
user that stores useful data. It keeps some information such as persons’ names
and surnames, and other data like their age or whether they have any disabil-
ity, which might be useful information when dealing with dangerous situations
caused by crowds (cf. Sect. 4.3).

As we explained in the previous section and exemplified in Fig. 2, our applica-
tion considers both a real-life and a simulated scenarios. For this reason, the app
presents two slightly different execution flows depending on the context where it
is running, where the major difference is on the data processed and the resources
used. Indeed, the app deploys into virtual smartphones when simulating, so it
is better to free the software from some elements that may cause errors due to
the limitations/restrictions of the platform, or simply just to be cautious. For
example, one of the limitations that presents the virtualized smartphones is the
lack of GPS access. Before digging into the specific differences of both execution
modes, we detail some technical aspects of the app.

Artax has been developed in Java using Android Studio. The user interfaces,
which in Android are layouts, consist in XML files where some components that

3 https://github.com/perses-org/perses.

https://github.com/perses-org/perses


366 I. Alba et al.

Android offers are used. It also presents multi-language support for English and
Spanish depending on the operating system’s settings. The app’s main compo-
nents are described in the following.

– A client that communicates with the Artax API. This client builds the
requests to be made, enqueues them and gets the corresponding API response.

– A local database to store the user’s information. The app installs a SQLite
local database the first time that it is executed on the smartphone, with the
data being recovered on successive executions by querying the database. To
begin with, we have defined a User Contract where the User table structure
is defined. The most important aspect of this element is the helper that we
introduced in order to interact and operate over the database. This helper
obtains the local database and allows the execution of SQL statements to
query or manipulate the table.
This is not present on the simulation scenario in order to free resources in
the simulated smartphones. In addition, it does not make sense to install a
local database and store data on those devices since these smartphones are
shut down when the simulation is over.

– A Java class that models the user so it can be treated as an object.
– The app makes use of Google’s location services to be able to track the

device location while it is moving. For this to be correctly functional, a Loca-
tion Listener has been included which listens to any event related to the
device location update or the activation/deactivation of the provider. This is
managed by the Location Manager, which requests location updates from
the listener and indicates the provider that determines the position—this
provider is the GPS. This is all encapsulated by a Location Service.
An important aspect to consider is that, to be able to use the location ser-
vices, first the user has to give the necessary permissions. For this purpose,
we introduce a Permission Manager that manages which permissions are
granted on our application, and can request them. In our case, the most use-
ful permissions are the COARSE LOCATION and the FINE LOCATION
permissions. Basically, the difference them lies in the accuracy in which the
position will be determined. The apps gives users the option of choosing what-
ever choice they prefer.
Needless to say, the simulated smpartphones do not make use of any GPS
service.

– A Location Monitor that periodically interacts with the location service
described above to get the current location of the device. Once the monitor
gets the location, it generates the current timestamp and sends this data to
the API client to forward it to the backend. It also updates the view to
display on screen the latest tracked location and logs the motion trace into
an external text file.
The periodic task has been implemented using a single thread executor service
which receives an Android handler that runs the task on said thread. The
virtualized smartphones use a Simulation Location Monitor that imple-
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ments the periodic task in the same way but does not intercede with any
location service.

After summarizing the main components, we describe the execution flow in
the two different modes. In the real-life functioning, when users open the
app for the first time (the local database is created, as we mentioned above),
they are redirected to a form where they introduce their name, surname, birth
date and whether they are affected by any disability. Next, the data is stored
on the local database and sent to the API, then the user is redirected to the
main activity of the application. If users’ data have already been stored on any
previous execution, when they open the app they are on the main activity. This
is determined by querying the local database and checking whether there is any
result. The interface of this main activity simply displays the information on the
screen. Users can swap what is being shown alternating between the user data
and the current location info. When the main activity executes and the user has
been queried, then location permissions are asked to be granted by the user and,
when said permissions are given, the location service and monitoring activate.

Regarding the simulation mode, when the simulation starts, the activity
that contains the form executes but, since there is no interaction with the user,
the data is randomly generated. The generated birth date lies within a period
of time from 70 years ago to the present day, and to determine if the “user” is
affected by any disability real statistics about disabled population in Spain are
taken into account. This data is also sent to the API, but now it is not stored on
any local database, since this is not even created. A User object is created with
this information and passed onto the main activity. Unlike the other scenario,
no permissions are asked to be granted. Instead, the simulation monitor just
activates and the task begins to execute periodically.

4.2 Artax REST API

This software follows an architecture based on microservices to foster reliability
and flexibility, so this REST API integrates the frontend of the system, which
is the Android app, with the backend. There are two services: one for the users
and another for the locations. Both services present basic CRUD functions.

Regarding the database (cf. Fig. 2), the data is stored within a Mongo DB
database that is hosted in a Mongo DB Atlas cluster.

The REST API has been implemented using the Node.js framework Express.
We have also used the mongoose ODM (Object Document Mapping - analog to
an ORM but for non-relational databases) to connect the API to the database
and define simple schemas to carry out Mongo DB ’s data validation. The API
REST has been deployed on the Vercel cloud platform, so it is publicly available
via https.
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Fig. 3. Artax’s full architecture.

4.3 Artax Backend

The Artax backend represents the part of the digital twin that offers the services
of forecasting dangerous situations due to crowds and alerting the users. We are
relying on the OpenTwins4 framework [20] for materializing this backend, whose
structure is displayed in Fig. 3.

OpenTwins is an open-source framework, developed at University of Malaga,
specifically designed for the development of digital twins. This platform allows
the creation and management of digital twins, and it facilitates the orchestration
of the different services that intertwine with each other. These services are all
open-source and are integrated within the same framework. OpenTwins presents
a variety of components used to offer different services: from basic digital twin
functionality to 3D visualization of the system, IoT data streams, or machine
learning aspects. Out of the components offered, Artax uses Eclipse Ditto and
Kafka ML. Ditto is one of the most extended solutions for digital twin imple-
mentation, whereas Kafka ML is the main component in OpenTwins that is
responsible for providing machine learning features to the system.

In order to make predictions and forecast dangerous situations, we need to
train a machine learning (ML) model. We do this on an external platform, namely
Jupyter Notebook. Kafka receives the ML model once that it has been already
defined and trained, and connects it to Ditto.

4 https://github.com/ertis-research/opentwins.

https://github.com/ertis-research/opentwins
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5 Experimentation

The current state of our Artax framework allows to define scenarios of people
motion. So far, we have defined two scenarios that will be used for validating
the forecasting functionality once it is finished. Right now, we are analyzing
how people movements are performed in these simulations, so that they can be
effectively used to simulate real people.

The first scenario consists of 400 nodes moving freely throughout the streets
of a predefined urban area. This would represent an ordinary motion situation,
meaning that large crowds might take place or not, as the nodes are moving
randomly. A graphical visualization of this scenario is displayed in Fig. 4, where
we can see the map with streets through which people, represented by their ID,
are moving.

Fig. 4. Screenshot of the execution of the general test scenario.

The second scenario consists of 200 nodes moving in an extremely reduced
space. Its main goal is to generate crowds. The nodes move along a triangle-
shaped map, whose feasible paths are the edges of the figure—it is actually a
rather simple scenario. This scenario can be seen in Fig. 5, where we can see that
crowds are already taking place.
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Fig. 5. Screenshot of the execution of the crowded test scenario.

6 Conclusions

This paper has presented the ongoing work centered on the Artax framework,
which is built as a Urban Digital Twin that focuses on people motion. We have
described the architecture and implementation of this framework, whose ulti-
mate goal is to monitor people motion and detect potentially dangerous situa-
tions before they take place, so that people can be warned. The interface with
which people interact with our framework is their own smartphones. We have
described an architecture that considers both real people being tracked through
their smartphones and a simulated environment where artificial nodes represent
people movements.

As future work, we want to keep working on the backed part of our frame-
work. In particular, we aim to focus on the machine learning component that will
predict dangerous situations caused by crowds, and we will develop an alerting
system to notify users when they might be in danger and to give them recom-
mendations on how to act (such as taking an alternative path).

Finally, although challenging to put into practice, we would like to perform
experiments with real people moving in a real space. For this, we might think of
some reward to give to the people who will be participating in the experiments.
Their task is actually simple: they would simply need to install our Artax app in
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their smartphones and walk in an open space following some movement patterns
that we will dictate.
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Abstract. Business processes require continuous changes or interven-
tions to remain efficient and competitive over time. However, imple-
menting these changes-such as reordering or adding new tasks- can neg-
atively affect the overall process performance. A longstanding problem
in Business Process Management is that of forecasting ex-ante the val-
ues that process performance measures will assume after implementing
changes. To achieve this, the concept of Digital Process Twins, which
extends the well-established Digital Twin paradigm, paves the way for
new interesting opportunities. Digital Process Twins enable enhanced
what-if analysis by virtually predicting process performance under vari-
ous changes, thus allowing for informed decision-making before actuating
process changes in the real world. However, despite recognition as one
of the new key enablers of modern process re-engineerization, a compre-
hensive approach to implementing Digital Process Twins is still lacking.
This paper proposes a novel conceptual architecture for deploying Digital
Process Twins to address this gap. Additionally, we introduce Dolly, a
framework that implements such conceptual architecture using a multi-
modeling approach combining domain data and process modeling along
with a data-driven process simulation technique.

Keywords: Business Process · Digital Process Twin · Internet of
Things

1 Introduction

Nowadays, organizations constantly strive to enhance and sustain the efficiency
and performance of their operational processes [16]. This necessity is fueled
by several factors, including the increasing competitiveness of the global mar-
ket, environmental shifts, variations in resource availability, emergent business
opportunities, and the advent of new technologies [15]. A notable example of
these advancements is the emerging field of IoT-Enhanced Business Processes
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[8,9,32], where IoT devices are increasingly being integrated into processes to
optimize further and automate business operations. However, for a long time, a
problem in the field of Business Process Management is that of what-if process
analysis: predicting the values that one or more process performance measures
will assume after a given business process changes or interventions [4,15,18].

A similar problem has been addressed in mechanical and industrial engineer-
ing using the Digital Twin paradigm. Digital Twins are virtual replicas of real-
world systems synchronized at specific levels of detail. They accurately predict
the performance and behavior of their physical counterparts over time, offering
valuable insights for optimization and decision-making [19]. Initially adopted in
the manufacturing sector to virtually replicate, simulate, and predict the per-
formance of physical machines, the concept of Digital Twin is starting to be
applied to organizational processes, providing a new approach to re-engineering
modern business processes [15,18]. Gartner estimates that by 2026, 25% of global
enterprises will move towards creating Digital Twins for their business processes
[21].

In light of this, the integration of Business Process Management practices
with the Digital Twin paradigm is being seen as a promising solution for helping
organizations manage process changes while maintaining resilience and control
over their operations [4,15,18]. Just as traditional Digital Twins replicate and
predict the performance of physical assets, Digital Process Twins offer analo-
gous capabilities for business processes. Implementing changes in business pro-
cesses typically involves significant time, resources and risk of failure, leading to
high expenses [16]. This integration facilitates what-if process analysis, allowing
organizations to simulate potential changes and predict their impact on pro-
cess performance ex-ante in a virtual, safe, and risk-free environment [15,18,24].
However, despite being recently recognized as a key enabler for digital trans-
formation in organizational processes [4,15,24], there is currently no detailed
framework for fully exploiting the opportunities that a Digital Process Twin can
provide [18].

The contributions of this work are twofold. First, we propose a novel concep-
tual architecture for implementing Digital Process Twins. The proposed archi-
tecture employs heterogeneous digital models and Business Process Management
techniques to replicate the as-is process and reason about the performance of a
to-be process after virtually implementing process changes. Secondly, we present
Dolly, a framework that implements the proposed Digital Process Twin’s con-
ceptual architecture. Dollyuses a multi-modeling approach that combines an
IoT domain model with the MERODE methodology and BPMN, enabling the
simulation and prediction of process changes’ impact on performance before real-
world implementation.

The rest of the paper is organized as follows. Section 2 presents background
knowledge. Section 3 presents a conceptual architecture for implementing Digital
Process Twins. Section 4 introduces the Dollyframework supporting the Dig-
ital Process Twin conceptual architecture in practice. Section 5 reports on the
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Dollyevaluation. Finally, Sect. 6 discusses related works, and Sect. 7 summa-
rizes and concludes the paper.

2 Background

This section overviews the most relevant aspects of deploying the Digital Process
Twin. First, we introduce MERODE, a model-driven method used to support
the design of digital models for Digital Process Twin. Additionally, we discuss
the Business Process Simulation technique, which is fundamental for conducting
“what-if” analyses and estimating business process performance.

2.1 The MERODE Methodology

Adopting a Model-Driven Engineering approach in developing Digital Twins is
fundamental to fully leverage their potential [19,23]. A noteworthy approach
within this domain is the MERODE methodology [30]. MERODE uses object-
oriented domain modeling to develop enterprise information systems, structuring
the design and implementation of intra-organizational enterprise information
systems into three distinct layers: the Domain layer, the Information System
Services layer, and the Business Process layer [30].

The Domain layer defines business objects, including their attributes and rela-
tionships. A business object represents a real-world entity relevant to a business
process, such as data, documents, people, events, or other elements participating
in a business process [16]. Examples of business objects could include Container
and Shipment, which can be instantiated to link a container with a specific
shipment. Additionally, a Sensor equipped on each container constantly mon-
itors and tracks data in real-time, providing comprehensive information about
the shipment’s status and conditions. The domain layer enables code genera-
tion from a conceptual model named “MERODE Domain Model”, facilitating
the transition to a functional prototype of the information system [29,30]. The
MERODE Domain Model consists of three views: a Class Diagram, an Object
Event Table, and a set of Finite State Machines. The class diagram defines busi-
ness objects and their relationships, while the object event table maps event
types triggered by business objects. When an event fires, it triggers the exe-
cution of methods on business objects used to create, modify, or end business
object instances. Finite state machines specify the life cycles of business objects,
depicting object behavior triggered by events. A MERODE Domain model can
be modeled using the MERLIN Modeling Tool1, providing model consistency
and correctness assessment features.

The Information System Services layer acts as a bridge between business
objects and business processes. Input services update the business objects by
modifying their attributes or state, while output services provide access to data.

The Business Process layer sits above the Information System Services layer.
Its purpose is to facilitate interactions between processes and the Domain layer
1 https://www.merlin-academic.com/.

https://www.merlin-academic.com/
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via Information System Services, ensuring the update and exchange of informa-
tion with business objects.

2.2 Data-Driven Business Process Simulation

Traditional Business Process Simulations allow business experts to estimate the
performance of business processes under varying conditions and constraints [1].
To run a simulation, a Simulation Model is required. This model digitally repli-
cates real-world processes, including detailed mappings of process flows, activi-
ties, decision points, and resources. In addition, it necessitates a set of Simula-
tion Parameters that represent quantitative variables such as activity processing
times and costs used to ensure that the Simulation Model accurately reflects
real-world conditions [1,27]. However, the manual creation and fine-tuning of
Business Simulation Models is an error-prone task, involving a complex set of
models and parameters defined and assessed manually by business experts. This
approach often leads to inaccurate models and requires significant time to iden-
tify the optimal scenario for desired performance outcomes [6,14].

Data-driven process simulation offers a solution by leveraging real data to dis-
cover accurate and enhanced simulation-ready models [6,14]. Unlike traditional
process simulations, which rely on manually gathered and interpreted informa-
tion, data-driven simulations utilize historical and real-time data from event logs.
Mining techniques based on past event logs of the process [6,22] are employed to
ensure that simulation-ready models and parameters are reasonable and aligned
with reality [1]. Historical data provide retrospective insights through process
mining techniques, while real-time data enable continuous updates to the sim-
ulation model, ensuring it accurately reflects the current state of the process
during the simulation [14].

Once the simulation model is configured, it is ready to be simulated, and
results can be interpreted. To this end, Key Performance Indicators (KPIs) are
crucial for evaluating the performance and effectiveness of business processes.
KPIs are values for measuring the effectiveness in achieving specific goals of
a business process [1]. They include metrics such as cycle time distribution,
waiting time distribution, cost distribution, and resource utilization, providing
benchmarks for evaluating overall process performance. By assessing the KPIs,
the what-if questions mentioned above can be answered, and different process
redesigns can be compared.

3 Conceptualizing Digital Twins

Implementing a Digital Twin infrastructure is a non-trivial task [19,25]. Despite
the emergence of various implementations from both research and practical appli-
cations [17,25], no single solution can be considered a silver bullet for imple-
menting a full-fledged Digital Twin [19]. A Digital Twin environment typically
includes a collection of interconnected models and data that replicate a real-
world system [19]. It provides services, including design, development, analysis,
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simulation, and optimization, enabling a thorough understanding and enhance-
ment of the replicated system’s performance [17,19].

3.1 A Conceptual Architecture for Digital Twin

In [17], the authors explored various characterizations of the core elements of
Digital Twins. This effort was directed at providing a clearer understanding of
the foundational components of Digital Twins. They proposed a generic and con-
ceptual architecture for facilitating the systematic engineering of new domain-
independent Digital Twin applications. According to [17], a Digital Twin adheres
to a three-component architecture described as a three-element tuple:

ADT = 〈Actual System,Models,Data〉
where the Actual System represent a real-world system or object; Models provide
digital representations of the Actual System; and Data represents current and
historical data of the Actual System, crucial for instantiating digital models. The
three main components of the architecture are described in the follows.

– The Actual System refers to the real-world system that the Digital Twin
aims to replicate. It involves collecting, storing, calculating, and inferring
data specific to the system. These activities are essential for the Digital Twin
to capture relevant aspects, features, and relationships of the Actual System
within its operational contexts and environments.

– The Data component is about storing and representing current and histor-
ical data from the Actual System. Data and information are important to
accurately provides information to models and reflect the actual system in
the digital space of the Digital Twin environment, enabling accurate and fair
analysis.

– The Models establish digital representations of the Actual System consider-
ing different perspectives. As stated by [17], it includes three types of mod-
els: descriptive, predictive, and prescriptive. Descriptive models capture and
organize data to accurately replicate the Actual System. Predictive models
support decision-making using aggregated data and insights from descriptive
models to anticipate future system behavior and conduct “what-if” analyses.
Finally, Prescriptive models incorporate insights from “what-if” analyses into
adaptive actions aimed at optimizing the Actual System.

3.2 A Conceptual Architecture for Digital Process Twin

Digital Process Twins have recently been acknowledged as crucial enablers for
digital transformation within organizational processes [4,15,18]. However, there
is still a lack of comprehensive implementations to effectively leverage the Digital
Process Twins paradigm. In the following, we propose a conceptual architectural
approach tailored for the engineering and deployment of Digital Process Twins,
drawing upon the conceptualization outlined in the previous Subsection. Figure 1
depicts a visual representation of the proposed conceptual architecture.
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The Actual System here refers to a business process, which consists of
actions, events, and decisions that lead to creating a service or product [16].
Typically, business processes encompass various perspectives, which the authors
in [26] categorize into six distinct perspectives described in the following.

Fig. 1. The Conceptual Architecture for Digital Process Twin.

– Function Perspective: atomic activities representing specific business tasks
within the process.

– Behavior Perspective: dynamic behavior including control flow, activity
order, and constraints.

– Information Perspective: data used/generated in the process, organized
via domain models (class diagrams, finite state machines).

– Organization Perspective: roles of participants and organizational units,
ensuring proper task assignment.

– Operation Perspective: implementation details and integration with appli-
cation services, supporting business functions.

– Time Perspective: temporal constraints like deadlines and durations, ensur-
ing timely execution.

Process-Aware Information Systems integrate and manage these business
processes by incorporating the aforementioned perspectives, facilitating control,
monitoring, and analysis [26]. The information generated by these systems pro-
vide valuable information and data on various aspects of the process. These
systems generate valuable information, including historical data stored in event
logs and real-time data on ongoing process instances, which offer essential infor-
mation for creating a digital process replica.

The Data component entails collecting and storing process-relevant data
directly from the process and the Process-Aware Information System. Data are
organized through Digital Shadows, which are abstracted and aggregated data
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structures that provide a one-way data flow from the Actual System to its dig-
ital representation [3,24]. Information is transmitted to the Digital Shadow to
establish a synchronous linkage between the Actual System and its corresponding
Digital Process Twin. Data is fundamental for two reasons: first, it instantiates
digital models that accurately replicate the Actual System; second, by populat-
ing these models, it enables detailed analyses that provide insights and drive
improvements in the Actual System. The data flow, represented in Fig. 1 by the
“Monitoring/Mining” arrow, illustrates two methods of data collection: real-time
monitoring of ongoing business process instances and historical data extraction
using Process Mining techniques [2]. Real-time data includes information about
the current status of the process (i.e., resource usage, active tasks, actual process
KPIs). Historical data, including event logs of past process executions, organiza-
tional documents outlining procedures, and additional contextual data, provides
valuable information for Process Mining analyses [2].

Considering the Model component, descriptive models aim to create a digi-
tal replica of the process [17]. Therefore, the first step is defining a model able to
properly represent the actual business process embedding the six typical perspec-
tives of business processes described below. Ensuring the quality of the process
model is crucial, because it enables precise monitoring, analysis, and optimiza-
tion of business processes, leading to improved efficiency, predictive maintenance,
and informed decision-making [16,34]. In this context, Business Process Model
and Notation (BPMN) stands out as the most common and effective standard for
designing a business process model for organizations [10,11]. A BPMN diagram
details the sequence of activities, control rules, and interactions between process
participants, providing a clear and comprehensive representation of the entire
process. It represents specific behaviors, functions, operations, organizational and
time perspectives of the process. The model of the process is obtained by adopt-
ing process mining discovery algorithms [2], which analyze event logs from the
Process-Aware Information System to ensure the model is accurate and reflects
reality. In parallel, the domain data model manages the information perspec-
tive, organizing and structuring data relevant to the process. This includes class
diagrams and finite state machines that define the relationships and states of
business objects, ensuring data integrity and supporting the retrieval of process-
related information.

To conduct what-if analyses, a predictive model representing the digital
replica of the actual business process is employed. However, to implement and
test new process changes, business experts must manually adjust the process
structure (i.e., reordering tasks and adding new resources). For this reason, the
digital replica should be modified by (i) manually implementing the necessary
changes to the process model; (ii) discovering optimal Simulation Parameters
using existing mining approaches on historical data [6,22]; (iii) leveraging real-
time data from a Domain Model [26]. This enables the creation of a data-driven
process simulation model, allowing for the virtual implementation of changes
and the estimation of the new process’s performance through simulation. Finally,
simulation insights can be translated into the form of Prescriptive Models. They



380 I. Compagnucci et al.

consist of estimating KPIs and analyzing event logs to reason about the impact
of changes made to the process. These insights are translated into actions, eval-
uated by business experts, and, if beneficial, implemented in the actual business
process. To complete the feedback loop between the Digital Twin and the Actual
System, the “Actuating” arrow involves implementing and executing actions on
the Actual System based on prescriptive models. This approach helps reduce
costs, save time, and provide a risk-free environment for virtual testing.

4 DOLLY: A Framework for Implementing Digital Process
Twins

This section introduces Dolly, a framework based on the Digital Process Twin
conceptual architecture proposed in Subsect. 3.2 It adopts a multi-modeling app-
roach, integrating domain data models formalized with the MERODE method-
ology, the standard BPMN language for process modeling, and data-driven sim-
ulation techniques for what-if process analysis. Figure 2 provides an overview of
Dolly, highlighting its three key components: the Actual System, Data, and
Models.

Fig. 2. Dolly: Framework Overview.

To create a digital copy of the Actual Process (P1), Dollyallows to lever-
age data from the Process-Aware Information System that implements the actual
business process. The Data extracted includes real-time information from ongo-
ing process instances via an embedded Camunda Engine, as well as historical
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data obtained by uploading an event log representing previous process execu-
tions. The event log is used to discover the structure of the actual BPMN pro-
cess model (P1) through Process Mining techniques [2]. On the other hand,
Real-time data are used to instantiate the MERODE Domain Model. In [31],
the authors demonstrate how MERODE bridges the gap between data and pro-
cess modeling by linking these two domains formally. It allows to handling of
domain process data by continuously monitoring business objects’ status, rela-
tionships, actions, and actual process KPIs. This enables real-time management
of their data, providing current status information within the process. Moreover,
MERODE supports formal verification, reusability, and flexibility [30], creating
descriptive models that accurately reflect business processes from multiple per-
spectives.

Then, to evaluate the impact of potential process changes, a new BPMN
model (P1’ ) is derived by modifying the digital counterpart P1 of the actual pro-
cess. Unlike P1, the P1’ model necessitate additional features. First, it includes
manual changes applied by business experts, implementing the desired changes
to the process. Additionally, to effectively run simulations, P1’ requires defining
simulation parameters. These parameters are discovered using SimuBridge [22],
which allows mining techniques to be performed on historical process data, ensur-
ing that simulations are based on real information. Furthermore, P1’ integrates
real-time data from the MERODE Domain Model, aligning domain data with
the current state of the ongoing process instance. This real-time data is essential
for maintaining the accuracy and relevance of the simulations. By simulating
P1’, which acts as a predictive model, it is possible to conduct “what-if” analysis
within the Digital Process Twin, allowing for the evaluation of potential changes
and providing valuable insights into their impact before real-world implemen-
tation. To run simulations on BPMN models, Dollyembedded BIMP UI, a
business process simulator. This integration allows users to simulate business
processes effectively, leveraging a user-friendly interface to visualize, analyze,
and download simulation results.

Business experts then evaluate the impact of the changes on process perfor-
mance by carefully analyzing the simulation results. If the performance improves
or remains unchanged, the changes suggested by the prescriptive models can be
considered for implementation. If performance does not improve, P1’ is revised
and tested again. This iterative approach enables continuous process adjustments
based on real-time data, simulation feedback, and desired process changes.

5 Framework Evaluation

This section presents a real-world implementation of Dollyin a smart harbor
scenario. The objective is to evaluate the framework’s capabilities. A smart har-
bor represents a technologically advanced port that leverages innovative tech-
nologies and data-driven solutions to enhance operational efficiency [28]. This
scenario focuses on an IoT-enabled business process that represents modern pro-
cesses designed for automation through IoT integration. While smart harbors
encompass various processes, we will focus on container dispatching.
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5.1 The Container Dispatch Business Process

Context. The process starts with the arrival of a cargo container at the har-
bor and ends when it is loaded onto a cargo ship, indicating that it’s ready for
shipment. The containers involved in dispatching are equipped with IoT devices
(i.e., RFID sensors) to track their status during the dispatching. When contain-
ers reach the harbor, their information (i.e., IoT data and shipping documents)
is recorded in the system and transmitted to the Storage Area. Then, it is relo-
cated to the Control Area for quality inspection. Quality control is conducted
by cross-referencing the container’s arrival data with the information gathered
during manual quality inspection. If the container fails the quality test, a man-
ual inspection is conducted to address potential quality issues, and the container
is then returned to the Storage Area. Once quality problems are resolved, the
container is moved to the Shipping Area and loaded onto the cargo ship.

Fig. 3. Simulation Parameters and Models of the Container Dispatch Process.

Process Data. The event logs were generated considering two primary data
sources: (i) logs from the smart harbor system, which contains the sequences of
activities performed for each process instance and trace attributes, and (ii) IoT
sensor data, which tracks the arrival and quality of the containers considering
temperature and humidity. The process event logs were generated using CDLG
[20], a tool specifically designed to create synthetic event logs integrating concept
drifts and noise, such as missing event data. Event logs are based on patterns and
data observed in real-life operations from the Tuscan Port Community System2.
2 https://tpcs.tpcs.eu/.
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The event log comprises 7 activities, 3 resources, 33,910 events related to 5000
cases, and 67 execution paths (process variants).

5.2 Use Case Instantiation

Actual Business Process. As a first step, we employed the inductive miner
process mining algorithm to discover the actual business process P1 from the
event log, applying a threshold to mitigate noise. The process structure has been
slightly adapted to better align with real-world operations. Figure 3a depicts the
process model discovered (P1 ). Automated tasks are designated as service tasks,
while the manual task of resolving quality problems is identified as a manual task.
Additionally, a data object has been incorporated to represent IoT data utilized
during container registration and quality check activities. The initial container
registration in the system involves capturing this IoT data, which is crucial for
subsequent quality assessments. Analysis of the structure of the event log and
the derived process is provided through a python notebook3.

MERODE Domain Model. In [12], we utilized a MERODE Domain Model to
develop a Digital Twin for manufacturing applications. Building on this, we have
implemented the domain model within Dollyto generate Prescriptive Models
for implementing Digital Process Twins.

After discovering the actual process, the MERODE Domain Model is instan-
tiated and mapped to the business objects participating. For example, creat-
ing instances of the Device class allows real-time retrieval of data, status, and
actions from physical devices. These digital models, formed by class diagrams,
finite state machines and object event tables, are dynamically synchronized with
business objects at the business process level, capturing real-time and histori-
cal data. Each business object is “tracked” by these models, and every action
it performs is updated both in the process and in the domain model instances.
This ensures that both real-time and past data produced by business objects
can be retrieved for analysis. A representation of the MERODE Domain Model
is shown in Fig. 4. Further details on the specification and instantiation of the
MERODE IoT Domain Model are available online4.

Data-Driven Process Simulation. At this stage, we assumed the involvement
of business experts to introduce changes to the actual process. For this use case,
we address the question: How can we modify the process to reduce total costs and
cycle time while maintaining the same operational efficiency? Using bpmn.io,
a BPMN modeler embedded in Dolly, changes were manually applied to the
digital process replica (P1 ), resulting in an adapted version, P1’. This adaptation
aimed to simplify the workflow, reduce costs, and shorten the process cycle time.
In P1’, the container is moved to the Control Area only if it fails the quality
check, eliminating unnecessary movements. Figure 3c depicts the adapted version
of the process P1’.

3 https://dub.sh/BPDiscovery-ipynb.
4 https://github.com/IvanComp/Dolly/blob/main/README.md.

https://dub.sh/BPDiscovery-ipynb
https://github.com/IvanComp/Dolly/blob/main/README.md
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Fig. 4. MERODE Domain Model Instantiation.

The event log was then used to discover the optimal simulation parameters for
the process simulation model P1’ using SimuBridge [22]. SimuBridge integrates
components such as control flow, activity duration, and resource utilization by
analyzing a .xes event log file. It leverages the Simod mining algorithm [7], which
enhances accuracy to derive models and simulation parameters from event logs.
The simulation parameters mined are as follows: Worker 1 handles container sys-
tem registration and quality checks, earning €20 per hour; Worker 2 manages
container movements, earning €30 per hour; Worker 3 performs manual quality
inspections, earning €25 per hour. Figure 3b shows these parameters, with each
task differentiated by shapes and colors based on the resource associated. For
all workers, a 24/7 working timetable was considered. Activities have varying
durations: the container quality check takes 1 h while recording and checking
container data in the system takes 5min. To better reflect reality, container
movements follow a uniform time distribution, varying between 25 and 35min.
Containers have an 84% chance of passing the quality test, as required by the
XOR gateway for outgoing sequence flows (84% OK, 16% NOT OK). Addition-
ally, a fixed distribution time is assigned to each instance’s arrival.

Finally, we simulated P1’ using BIMP UI, a scalable and fast BPMN sim-
ulator and compared the KPIs derived from P1 and P1’. As motivated by the
Digital Process Twin architecture, we employed a hybrid approach integrat-
ing mined optimal simulation parameters, real-time data from the MERODE
Domain Model, and manual changes to the actual process P1. This method
continuously updates and reflects the process model, resulting in a data-driven
simulation model P1’.

Results Evaluation. Table 1 presents the KPIs for P1 and P1’. The KPIs are
categorized into cycle time distribution, cost distribution, and resource utiliza-
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Table 1. KPIs of the Simulation for P1 and P1’.

tion. In terms of cycle time distribution, P1’ shows significant improvements
with reduced minimum, maximum, and average cycle times, indicating a more
efficient process. Regarding cost distribution, P1’ showed cost savings, with lower
minimum, maximum, and average costs, and a significantly reduced total cost,
indicating better time efficiency and cost-effectiveness. In resource utilization,
P1’ shows mixed results. Workers 1 and 2 have significantly improved utiliza-
tion, while Worker 3’s workload increases. A graphical comparison between the
KPIs values of P1 and P1’ is shown in Fig. 5 and available online5. The P1
and P1’ versions of the simulation models, the SimuBridge project file and the
simulation results are available online.6. The Dollysource code and instructions
for running are available online7.

Fig. 5. Comparison of the KPIs for P1 and P1’.

6 Related Work

The concept of Digital Twin has been extensively explored across various
domains and purposes [19,23]. Significant research has focused on implement-
ing Digital Twins in industrial sectors, particularly in replicating and simulating
machines and devices used in manufacturing processes [3,23,25].
5 https://bit.ly/Dolly_AnalisysResults_ipynb.
6 https://zenodo.org/records/12671621.
7 https://github.com/IvanComp/Dolly.

https://bit.ly/Dolly_AnalisysResults_ipynb
https://zenodo.org/records/12671621
https://github.com/IvanComp/Dolly


386 I. Compagnucci et al.

Despite the growing interest, only a limited number of research works focus on
implementing Digital Process Twins. For instance, [33] proposes a micro-service
architecture to integrate physical IoT entities into IoT-Enhanced Business Pro-
cesses. This approach uses a model-driven development method that combines
BPMN models and Digital Twins Definition Language models via Java micro-
services, allowing IoT virtual replicas to be integrated into real-world processes.
However, it lacks capabilities for continuous optimization and adaptation of IoT-
Enhanced Business Processes. Similarly, PROWIN [13] is a framework designed
for monitoring and executing IoT-Enhanced Business Processes in a multi-robot
scenario. It uses the Gazebo Simulator for 3D visualization of the operating
scenario and the process’s evolution, offering a detailed view of the system’s
execution. Nonetheless, it does not address the specifics of the software infras-
tructure needed for maintaining runtime synchronization with the real world. In
[5], authors present a framework for managing IoT-Enhanced Business Processes.
This solution extends the BPMN standard and integrates models for analysis,
featuring a model-to-text transformation engine, an interaction broker for IoT
infrastructure, a simulation engine, and a business process engine. However, it
lacks detailed real-time communication with physical counterparts.

This work advances the state of the art by proposing a novel conceptual
architecture for deploying Digital Process Twins. It outlines a procedure for
creating, managing, and simulating digital replicas of business processes to assess
potential changes before real-world implementation. Additionally, we introduce
Dolly, a prototype framework that allows to implementation of the proposed
Digital Process Twin conceptual architecture.

7 Conclusion

In this paper, we moved a first step in introducing a novel conceptual architec-
ture for deploying Digital Process Twins to enhance resilient process changes
and support informed decision-making through predictive insights derived from
data-driven process simulations. The architecture integrates heterogeneous digi-
tal models (e.g., descriptive, predictive, and prescriptive) to design, synchronize,
and simulate a high-fidelity digital replica of business processes, leveraging data
extracted from real-time business object monitoring and process mining analysis.

The conceptual architecture promotes a feedback loop mechanism that uti-
lizes data-driven process simulation on the process replica to continuously assess
the potential impacts of desired process changes. If process performance improves
or remains stable, these changes are considered to be actuated by business
experts in the real-world process. Moreover, conducting tests on digital replicas
enables secure, risk-free evaluation of changes, thereby reducing deployment costs
and accelerating process updates. The approach was evaluated using Dolly, an
early-prototype framework implementing the proposed Digital Process Twins
architecture in the context of a container dispatching process, revealing signifi-
cant improvements.

In future research, we aim to improve further Dolly, currently in its proto-
type stage, focusing on performance in high data volume environments, such as
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typical IoT settings. We also plan to test Dollyin more complex and larger-scale
scenarios for more accurate and realistic evaluation.
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Abstract. The transformation of previously isolated Critical Infrastruc-
tures (CIs) into intricate Systems-of-Systems has rendered them vulner-
able to various threats. CIs are characterized by long life cycles and
high availability requirements, which pose significant challenges in main-
taining cybersecurity throughout their operational life cycle. Existing
testing methodologies prove inadequate and may compromise the CI’s
operational continuity. This paper proposes to shift testing activities to
a Digital Twin (DT) connected to the CI. The DT provides a digital
counterpart of the real system, enabling cost-effective testing without
compromising operational integrity. For this approach, we present an
enterprise architecture called the cybersecurity DT reference architec-
ture. Through a camera surveillance system use case, we demonstrate
the feasibility of this reference architecture, focusing on what-if testing
using DT-enabled attack simulations. We show how to enhance decision-
making when evaluating system configurations and how to deploy opti-
mized configurations to the real system.

Keywords: Digital Twin · Critical Infrastructure · cybersecurity ·
Enterprise Architecture · DT

1 Introduction

In recent years, concerns regarding the cybersecurity of Critical Infrastructures
(CIs) have emerged as a focal point of research and societal attention. Key
sectors such as energy, water, communication, and transportation systems form
the backbone of modern societies, playing a pivotal role in sustaining economic
activities and ensuring the health and safety of citizens [1,15].
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Historically, CIs were characterized by physical and digital isolation [15].
However, by introducing increased connectivity and integrating advanced func-
tionalities, such as Internet of Things (IoT) and cloud-based solutions, CIs have
ushered in a new era. IoT applications facilitate remote monitoring and control,
along with intelligent analysis of big data using Artificial Intelligence/Machine
Learning (AI/ML). Nevertheless, these advantages are accompanied by draw-
backs, including new security threats [10,15]. Ensuring CIs’ security throughout
its Life Cycle (LC) requires continuous testing. Albeit, existing testing methods
for CIs prove inadequate and may compromise operational continuity [15].

The Digital Twin (DT), a virtual replica of a Real System (RS), is regarded
as a promising solution for enhancing the cybersecurity of a CI throughout its
LC [6,7] if the challenges it introduces, such as DT’s cybersecurity, are properly
addressed [6]. Even though definitions of DT vary in the literature [3,9], we
adopt the one from [9]. This definition distinguishes three main components of
the DT concept: the actual system of interest, called the Real System (RS); the
virtual counterpart that maintains a digital copy of the RS, called the DT; and
the bi-directional communication, known as twinning, that synchronizes the RS
and DT.

This paper addresses these cybersecurity challenges by proposing to shift
testing activities to a DT connected to the CI, focusing on enhancing both the
CI’s and the DT’s cybersecurity. We present an Enterprise Architecture for this
approach, which can function as a reference architecture (RA) for cybersecurity
Digital Twins in CI domains. With the Surveillance System (SS) use case, we
exemplify how the RA can support three DT-enabled smart security services:
what-if testing, decision support, and optimization. DT-enabled smart services,
which can be dynamically added, removed, or modified, are motivated by evolv-
ing security concerns throughout the CI’s LC. SSs, widely used in CIs such as
nuclear power plants, can accidentally serve as entry points for attackers due
to IoT vulnerabilities, underscoring the necessity for robust security through-
out their LC. For instance, unauthorized access to nuclear power plant manage-
ment systems could have severe consequences. DT-enabled what-if testing allows
for efficient and effective virtual testing of various configurations and responses
without disrupting CI operations. This supports informed decision-making and
optimization through a feedback loop between DT and RS. Our example system
is relevant to CIs and illustrates how our RA can be applied to a real-world
CI component, an IoT-enabled SS integrated into a nuclear power plant. To our
knowledge, this is the first time a generalised RA has been introduced to enhance
the security of CIs using DT.

The rest of the paper is organized as follows: We present the rationale behind
the proposed RA and other background information in Sect. 2 and related work in
Sect. 3. Following these, we propose the DT-CI system’s RA in Sect. 4, illustrate
its overview in Sect. 4.1, and detailed layered perspectives of the RS in Sect. 4.2
and the DT in Sect. 4.3. Furthermore, we integrate the example use case-specific
changes to these detailed models. Additionally, we introduce the architecture of
the SS-specific DT-enabled smart services, i.e. what-if testing, decision-making
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support, and optimization in Sect. 4.4. Subsequently, we address the limitations
of our approach, along with potential future research avenues in Sect. 5. Finally,
we summarize our paper in Sect. 6.

2 Background

CIs are essential to society’s functioning, economy, and security [1,15]. These
systems are often cyber-physical systems (CPS), which consist of critical phys-
ical parts controlled and monitored by cyber parts and a network connecting
these two parts [14]. Examples of physical part assets are IoT sensors, actua-
tors, and embedded systems. However, cyber part components, such as manage-
ment applications, could also be considered critical assets needing protection.
The digitization of previously isolated CIs has resulted in them forming complex
System-of-Systems with various (inter)dependencies with other systems and CIs.
For simplicity, with the term RS, we refer to CI as an IoT-empowered CPS and
System-of-Systems in the rest of the paper. We also consider that DT is used
to monitor, analyze, and improve the security of such a system’s critical assets,
including the IT systems used to manage the physical part.

Ensuring the CI’s cybersecurity throughout its life cycle (LC) necessitates
continuous security testing and maintaining appropriate security measures. On
the other hand, the unique characteristics of CIs impose specific demands on
testing procedures. Firstly, the testing process must not disrupt the operation
of CIs. Secondly, CIs have a long life cycle (lasting 30–40 years [4]), so it is
essential to maintain and test the cybersecurity measures considering evolving
threats, requirements, systems, and operating contexts throughout the entire life
cycle of the CI [3,15].

However, with current security testing methods, it is difficult to test these
complex System-of-Systems and mitigate all possible current threats; it might
even be unobtainable [2]. One example of such a method is pen and paper testing,
which is not an adequate tool for testing even the current systems [15]. On the
other hand, penetration testing might endanger the availability of the RS [15].
Using traditional, isolated testbeds is not viable since keeping these up-to-date
is difficult and costly. Furthermore, testbeds often have different settings and
functionalities, which makes them different from the RS, and test results are
possibly inaccurate [15].

One potential suggested solution to address these challenges is DT, an evolv-
ing mirror of RS empowering a thorough understanding of the changing RS,
its dependencies, and operating context [6]. It is essential to remain attentive
concerning emerging threats from evolving operating conditions and the com-
plex network of systems and dependencies. On the other hand, our proposed
DT-CI integration facilitates the selection and deployment of effective and effi-
cient countermeasures. Effective countermeasures address all relevant threats,
while efficient ones have the least redundancy and minimal impact on the CI’s
operation.

Because of the pivotal role of CIs, it is important to get a grip on the proper
alignment between stakeholders’ concerns and goals on the one hand and the
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technical design and implementation of the CI on the other. Enterprise Architec-
ture [11] is a proper conceptual tool for this. An Enterprise Architecture provides
an integrated view of an enterprise system in an enterprise context, which helps
to identify and maintain the mentioned alignment during the LC of the system.
A widely accepted framework and modelling language for Enterprise Architec-
ture is ArchiMate1. ArchiMate also provides useful structures and patterns, like
security overlay [13], which we utilize to model the security requirements of the
proposed architecture of DT-enhanced CI discussed in Sect. 4.5.

3 Related Work

To the best of our knowledge, only a few studies have been conducted integrating
DT and Enterprise Architecture to improve a system’s cybersecurity. Sellitto and
Masi et al. [12,17] introduce a cybersecurity perspective, an extension viewpoint
integrated into the existing architecture of a RS. This viewpoint was employed to
identify the necessary countermeasures for elevating the modelled RS’s security
level to a predetermined standard. In their initial study [17], they proposed uti-
lizing Enterprise Architecture models, while their subsequent work [12] allowed
the incorporation of any architecture models. By iterating the process of attack
simulation and incorporating feedback into architecture models, they successfully
devised a RS architecture with a cost-effective set of countermeasures capable
of mitigating the specified security threats to an acceptable degree.

Masi et al. [12] referred to their solution as a Digital Shadow due to its
ability to run simulations and modify architecture models, but lacking automatic
data exchange between the Operational Remote System (ORS) and its DT. In
contrast, we consider a DT-enhanced approach, incorporating bidirectional, real-
time twinning between the operational RS and its DT. The DT utilizes real-time
data collected from the RS to realise its services. The feedback loop in the other
direction enables DT to deploy the chosen countermeasures to RS to optimize it
and improve its cybersecurity.

4 Proposed Solution

This section will present our proposed RA for a DT-CI system and exemplify its
application to a nuclear power plant’s SS and three DT-enabled smart security
services.

We start with the assumption that DT’s fidelity is sufficient, i.e., that DT
accurately represents the RS and its behaviour, and that continuous monitoring
and testing of the DT are conducted to maintain this accuracy.

Within the scope of this RA, we made some modelling choices, such as
integrating the general reference and the specific application example architec-
tures, modelling each component only once, modelling only publish-subscribe
paradigm-based communication, and omitting separate, additional sensors and
1 https://www.opengroup.org/archimate-forum/archimate-overview.

https://www.opengroup.org/archimate-forum/archimate-overview
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actuators possibly deployed to RS to enable DT-based specific smart services.
These choices allow us to simplify our models and avoid redundancy.

In all of our models, we have used the darkness of the colours to distinguish
elements belonging only to the general reference (darkest green), both the general
reference and the example SS (lighter green/blue/yellow), or only to the example
SS (lightest green/blue/yellow) architectures. For example, in On-site tier of RS
in Fig. 2, the lighest colour components (e.g. Camers(s)) belong only to the
SS, the darkest green colour components (e.g. Actuators) only to the general
reference and others (e.g. Log(s)) to both architectures.

The following models2 will be discussed in detail in subsequent sections:
Overview of the DT-CI system’s RA in Sect. 4.1, RS model in Sect. 4.2, DT
model in Sect. 4.3, Smart Services model in Sect. 4.4, and Security model in
Sect. 4.5.

4.1 Overview of the Reference Architecture (RA)

In this section, we will provide an overview of our proposed DT-CI system’s RA,
comprising three core components: the RS, DT, and the use case specific Smart
Services as illustrated in Fig. 1. The overview architecture encompasses three
ArchiMate layers: the business layer with yellow, the application with blue, and
the technology layer with green elements.

Fig. 1. Total view of the proposed solution (Color figure online)

2 High-resolution images of the models available in: https://gitlab.utwente.nl/
itapelto/whattwin.

https://gitlab.utwente.nl/itapelto/whattwin
https://gitlab.utwente.nl/itapelto/whattwin
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The RS embraces the On-site, Edge, Cloud and Remote tiers. It can be
monitored and controlled on-site or remotely by On-site/Remote CPS Engineers.
We discuss the detailed model of this cloud-edge-based RS in Sect. 4.2.

The DT has Simulation, Monitoring, Visualization, Historical Data and Opti-
mization services, which the example use case specific Smart Services, i.e. Secu-
rity Application(s) build on top of DT’s services and offering Security Services
to Security Management Process(es). We will elaborate on the DT in Sect. 4.3
and the example use case specific Smart services in Sect. 4.4.

One of the key functionalities of the proposed DT-CI system is the bidirec-
tional communication between DT and RS, i.e. Twinning. The twins’ ability to
publish and subscribe messages to/from the other twin facilitates seamless map-
ping and synchronization between digital and physical realms. For clarity, we
chose this widely used communication paradigm in IoT and cloud-based appli-
cations. This choice does not affect the modelling of RA but should be replaced
with the DT-CI-specific communication architecture when applying our RA to a
specific RS. DT subscribes to data messages published by RS and RS subscribes
to control/optimization messages published by DT.

Following the introduction of the high-level architecture model, we will pro-
vide in-depth, layered insights into the two main components of the DT-CI sys-
tem and the example use case specific smart security services in the subsequent
Sects. 4.2–4.4. Additionally, since DT increases the attack surface [6], paying
attention to the fundamental communication-related security features is essen-
tial when applying our DT-CI system’s RA in a practical system. To simplify
our models, we elaborate security functionalities in a separate security model in
Sect. 4.5 instead of including them in this overview and the detailed DT, RS and
example application use case specific Smart services models.

4.2 Real System (RS)

As discussed, we have modelled the RS as an IoT and cloud-based system, with
On-site, Edge, Cloud and Remote tiers illustrated in Fig. 2. We emphasize that
depending on the specific RS and desired DT-enabled smart security services
and their requirements, collecting the required data and applying the changes
based on DT ’s feedback might require integration of additional physical and/or
cyber components and instrumenting the RSs’ cyber components to support
these functionalities. As mentioned in Sect. 4, we decided not to model any such
additional components. Still, to highlight the importance of such components,
we modelled one sensor relevant to our example application use case, i.e. SS
camera’s Angle Sensor(s).

To exemplify the application of our RA to a specific CI, we have illustrated
Nuclear Power Plant ’s SS-specific architecture components with light colours
(yellow/blue/green/grey) in Fig. 2. Even when a SS is integrated as a security
measure, its components must be secured throughout their LC [7,16]. Although
the SS might be secure against current threats, ongoing updates, additions, or
removals of physical, cyber, or hybrid components could introduce new vulner-
abilities exploitable by unknown threats.
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As a model of a CPS, the RS ’s On-site component consists of physical and
cyber (application) layers. In the physical layer (depicted in green in Fig. 2),
each Actuator, Sensor and Embedded System provide a low-level Data Collection
Software to retrieve/collect their data and logs, and Control Software to control
them. Sensor(s) monitor the Physical Device(s) and Machine(s) and their oper-
ational context, while Actuator(s) facilitate actions on these. Embedded systems
serve as integrated platforms for managing all these components.

Fig. 2. Layered View of the Real System (Color figure online)
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The control options could include a possibility to Manage Component(s), i.e.
to re-configure, re-calibrate, update the component or install new software to
them. Collected data could include Logs from all RS components and System
information, such as file system, system inventory and general system informa-
tion acquired, for example, by periodically executing system commands.

Within the realm of data management, Databases accessible through
Database Management Service(s) realized by database management systems, i.e.
DBMS(s) play a crucial role. They store collected data, encompassing a wide
range of information such as sensor readings, system details, and behavioural
patterns. These databases are not only repositories but also essential for RS
recovery. Backup databases are utilized to retrieve data and restore the RS with
recovered data. As SS-specific components (lightest green elements in Fig. 2),
we have modelled the Camera(s) as embedded systems consisting of Motor(s),
their Angle Controller(s) and Video Camera(s) capable to shooting surveillance
Video(s) and storing them locally, e.g. to a memory card. Each Camera’s Con-
trol Software allows changing the camera angle (Move Camera) via Motor(s).
Data Collection Software can collect (Collect Camera Data) the stored Video(s)
and store to the on-site database using Database Management Service. An Angle
Sensor(s) responsible for monitoring the surveillance camera’s angle were inte-
grated as evidence of the RA supporting additional components required to
implement DT-enabled smart services. DT or Data Collection Software could
be instrumented to collect its data to detect attacks targeting SS.

The components illustrated with the darkest green colour in Fig. 2 represent
components commonly used in CPS s but which are not used in the SS.

The nature of the collected data is highly adaptable and tailored to the spe-
cific needs of the RS and its distinct use cases. This data includes details about
sensor readings, system states, components details, topology, hardware and soft-
ware specifics, processes, configurations, network flows, control commands, logs,
etc. It could also include information collected by possible additional DT-enabled
smart service-specific components integrated into the RS.

Our RA allows CPS Employee playing the role of Remote/On-site CPS Engi-
neer to Manage/Monitor CPS, its the On-site infrastructure directly through
HMI(s) or using RS ’s internal communication channels. For simplicity, we have
also utilized the Twinning for this purpose. When applying the RA to a specific
RS, its internal communication channels should be specified.

The Middleware application acts as a central control hub to manage the
collected RS data and Process Control Messages from CPS Management Appli-
cation. It is responsible for Pre-Process Collect Data process, including function-
alities such as formatting and timestamping the collected On-site real-time and
historical data before sending it into the CPS Management Application on the
Edge.

The Process Collected Data process of CPS Management Application at the
Edge is in charge of processing data before the Send Collected Data process
sends it to the Cloud and DT. Some examples of processing functionalities could
include data filtering, analyzing, aggregating, and transformation. We opted for
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edge-enhanced data processing to reduce network and computation load on the
DT and Cloud as proposed by [5]. Specific data, like detailed RS state and
behaviour information, is exclusively targeted for the DT ’s high-fidelity simula-
tions. Albeit real-time data could directly reach the CPS Remote Management
Application, we introduced a Cloud intermediary. This Cloud stores, processes,
and analyzes the data before the CPS Remote Management Application accesses
it. Although this approach might introduce some delay due to the additional
layer, it avoids redundant services in the CPS Remote Management Application.
In time-sensitive scenarios, direct end-to-end communication channels between
the Middleware (or even Data Collection Software) and the CPS Remote Man-
agement applications could be an alternative solution, considering the impact of
each layer on data transfer throughput. The SS-specific components in the Edge
consist of Process Video Stream and Send Video/Alerts processes. The former
is capable of quick, less resource-demanding but coarser anomaly detection than
the Cloud, and the latter sends video and possible alerts of detected anomalies
to the Cloud.

The Cloud is a versatile data management and analysis platform. Its Data
Processing Application filters, cleans, transforms, and aggregates the subscribed
data before Storage Application stores it in cloud storage and Analysis Appli-
cation analyzes it. Additionally, the Cloud’s Analysis Application employs
advanced techniques, such as ML/AI, and Big Data, spatial, temporal, and sta-
tistical analysis methods to analyze the received data. In our example use case,
the intruder’s physical path could be analyzed by Path Analysis Application,
and Surveillance Analysis Application could detect potential anomalies, such as
intrusions. In essence, the Cloud stores data and provides sophisticated analyti-
cal capabilities, making it a powerful tool for processing real-time and historical
data.

The final tier, Remote in our RS model includes the CPS Remote Manage-
ment Application, empowering engineers to Monitor and Visualize (M&V) and
Control CPS remotely. Leveraging data processed, stored, analyzed, and served
by the Cloud, this application enhances the detection of significant events, such
as alarms, through visualization. Examples of SS’s monitored and visualized
data and analysis results include Surveillance Analysis Results, Sensor Values,
and intruder’s physical Path. The Remote SS Controller and On-site SS Con-
trollers, the general reference architecture Remote CPS Engineer and On-site
CPS Engineer roles’ specializations, may utilize the Control Surveillance Sys-
tem & Camera(s) process through the CPS Control Service to manage the SS
or to move cameras, i.e. change the camera angles.

4.3 Digital Twin (DT)

Figure 3 illustrates the DT ’s architectural structure, encompassing both appli-
cation and technology layers. Applying this part of the RA to the example SS
does not introduce any changes.

For DT to function effectively, it necessitates data and models to create a
high-fidelity simulation environment and support the functionalities outlined in
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the model. The DT as a virtual replica of RS consists of various models of RS, its
behaviour, and context. Moreover, DT functionalities might necessitate creating
and maintaining other models, like ML/AI and attack models used by Predict,
Simulate and Analyze processes.

Fig. 3. Layered view for DT

The necessary data can be generated by the various RS tiers, Smart Services
or External Data Sources. We discussed the highly adaptable RS data in Sect. 4.2
obtained through Twinning or retrieved from Cloud. External data sources may
include databases like Mitre ATT@CK3 that offer attack tactics and techniques
and Mitre CVE4 providing information on common vulnerabilities. Furthermore,
DT might incorporate information from other DTs within (inter)connected and
(inter)dependent systems, enriching its data pool.

In our example, the third data source, SS-specific Testing Application (see
Sect. 4.4) as an example Smart Service, includes data related to test scenarios,
such as simulation and scenario options and deployed optimizations.

DT provides five services to other applications, like to Smart Services: Sim-
ulate, Monitor, Visualize, Optimize, and Historical Data Service. These services
are enabled by the corresponding and underlying Analyze, Predict, and Manage
models and data processes.

3 https://attack.mitre.org/resources/working-with-attack/.
4 https://cve.mitre.org/.

https://attack.mitre.org/resources/working-with-attack/
https://cve.mitre.org/
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The Manage Models And Data process involves various sub-processes, includ-
ing Process, Save and Serve Data, and Create/Update Models. Initially, received
data, DT models, and analysis results are processed, stored, and managed in
databases in a similar way as in RS ’s Cloud and On-site. This data can be
accessed by the Create/Update Models and Serve Data processes. The Cre-
ate/Update Models process may create or update system or attack models or
knowledge graphs and train or retrain ML/AI Models using both real-time and
historical data obtained from Process Data process and Database Server(s). Used
data could include results from Analyze process, and knowledge graphs can be
used to visualize system state and security-related knowledge.

As discussed in Sect. 4, we assume that the Create/Update Models process
maintains and updates the required DT ’s models throughout RS ’s LC to ensure
fidelity.

The Serve Data process delivers diverse information to DT ’s other processes.
The served data includes attack, ML/AI, system state and behaviour models,
knowledge graphs, real-time and historical system and analysis results data.

The DT ’s Analyze process examines real-time and historical data using
various methods and creates knowledge graphs representing knowledge mod-
els. Besides, this process incorporates predictions from the Predict process,
which utilizes ML/AI models and real-time data to predict future system states,
behaviours, or threats. The analysis results could be used by the Monitor, Visual-
ize, and Create/Update Models processes. Monitoring and visualizing knowledge
graphs and possible safety and security rule violations facilitate testing engi-
neers’ reasoning on the RS and support knowledge-based decision-making [8].
Also, such results could be used to update models and knowledge graphs.

The Simulate process allows virtual exploration and experimentation of the
RS and its behaviour under different scenarios through Select Scenario Settings
process. Simulate Scenario process uses various RS models, including system
state, system behaviour and attack models, along with replicated real-time and
historical RS data. Consecutive attack simulations allow for comparing the effec-
tiveness and efficiency of different countermeasures against the tested attacks
utilizing the historical system data and analysis results. The outcomes of these
simulations are analyzed, monitored, and visualized to allow tracking of simula-
tion, system states, behaviour, and security metrics.

DT also enables optimizing RS through its Optimize process, which imple-
ments the requested modifications to the RS and to the corresponding DT mod-
els to maintain their fidelity using Create/Update Models process. These opti-
mizations can involve adjustments to RS ’s components and their arrangements,
configurations, safety protocols, security rules, or other relevant parameters.

After introducing our detailed DT model, we proceed to the example nuclear
power plant’s SS-specific Smart Services model, a model of a Testing Application
enabling what-if testing, decision-making support and optimization of the RS.
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4.4 Smart Services Example: Testing Application

To ensure the security of our example application use case - a nuclear power
plant’s SS throughout its LC - we illustrate a Testing Application as a Smart
Services triggered by Security Concerns and built on top of DT’s services in
Fig. 4.

Fig. 4. Testing Application Model

Testing application allows the testing engineers to perform DT-enabled sim-
ulations, i.e., What-if Testing of various configurations, test scenarios, and coun-
termeasures, such as existing or planned countermeasures against possibly evolv-
ing or new threats, to gain insights into their efficiency, effectiveness, and impact.
DT can also visualize these simulations and insights along with historical data,
facilitating comparisons (Compare Results) and gaining Decision-making Sup-
port regarding required and the most efficient and effective actions/options,
which then can be deployed to the RS using DT ’s Optimization Service.

The initial phase of What-if Testing facilitated by Testing Application
involves configuring the simulation scenario through Create Customized Scenario
process comprising processes such as Select Simulated Components, tested Coun-
termeasures, Attack Scenario parameters, and pertinent Security Metrics. Given
the complexity of System-of-Systems, one, several, or all RS ’s components can
be simulated. The Select Attack Scenario consists of attacker properties defi-
nition, which could include defining the attacker’s goals, target vulnerabilities,
and attack methods, such as attack tactics, techniques and procedures. The final
step of Create Customized Scenario is to Select Security Metrics from the DT ’s
predefined set, validated by CPS security experts. This step-by-step approach
ensures a thorough and organized simulation process, enabling detailed testing
of various System-of-Systems scenarios and variables. Customizable parameters
and metrics are crucial for a comprehensive security evaluation.

After initialization, the Run Scenario process initiates the simulation execu-
tion. It allows security engineers to Monitor Execution And Results, including
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Monitoring Simulation Execution/CPS State/Attack Propagation And Impacts.
Visualization of the monitored information, such as CPS or attack parameter
values and security metrics, is a crucial functionality enabled by DT, aiding in
detecting alerts and extracting key insights from extensive data. The Compare
to History Results process facilitates Decision-making Support by allowing to
Compare Results of current and historical simulations, helping determine the
most effective and efficient set of countermeasures. Finally, testing engineers can
decide to start another simulation with other options or Optimize CPS by opti-
mizing its configurations or updating safety&security rules or countermeasures.

We have represented the Testing Application as an externally provided Web
Service. If it is self-hosted, this component requires more detailed modelling.

As outlined in this section, the example application use case model com-
pletes our detailed examination of the RA components. The upcoming model
will explore security mechanisms encompassing the entire RA.

4.5 Security Overlay

The security goals, controls, and principles outlined in our security model illus-
trated in Fig. 5 should be implemented across the entire RA, including all its
components and layers.

Fig. 5. Security view

While DT can enhance the cybersecurity of mirrored systems, it also expands
attack surface [6]. Unauthorized access to DT’s data could provide valuable
insights to attackers on targeting the RS without detection, using techniques like
zero-day attacks or Advanced Persistent Threats (APTs). This includes gaining
access to confidential information, details about the RS’s most vulnerable com-
ponents, countermeasures, and valuable assets [6]. Exploiting access to the DT,
attackers could control or manipulate the RS, causing disruption or malfunction
to RS’s operation [15].

Ensuring Security of Data in Rest entails Encrypt ing all the stored data to
ensure privacy and confidentiality, while Security of Data in Transit can be pro-
tected using Secure Protocols and cryptographic algorithms to Encrypt and/or
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digitally Sign all communications between different layers to ensure integrity.
Furthermore, services accessible through networks should be guarded using Fire-
walls, Rate Limiting techniques, and Intrusion Detection Systems (IDS ). All
incoming messages must undergo Authentication, and subsequent actions should
adhere to proper Authorization, following principles such as Least Privileges and
Role-based Access Control. To maintain security throughout the extended LC of
CIs, performing Regular Security Updates is essential across all RA components.

5 Discussion

Although the suggested approach is a generalization, we believe that it could be
extended and adapted to match any RS aiming to integrate DT-enabled services.
We have simplified the RA to offer a broad overview of the system. It may be
necessary to introduce additional abstraction levels or break down models into
smaller, more specific sub-models. For instance, details such as data collection
methods, periods and processing, DT functionalities, detailed analysis methods,
required fidelity and granularity, security requirements, data synchronization,
and other relevant factors should be further specified to align with the specific
use case and its expected outcomes or requirements.

Ensuring synchronization is important, especially in CIs, which include mul-
tiple heterogeneous systems, each possibly equipped with its DTs. These diverse
DTs may depend on each other’s services, requiring synchronization of data col-
lected from various systems and sources to generate accurate simulation and
prediction models. Moreover, data should undergo maximal processing at the
edge to reduce the network load and enhance the DT’s processing speed. The
use case specifications, such as latency, fidelity, granularity, inputs, and expected
outputs, determine the boundaries for edge data processing capabilities.

These blueprints can provide valuable insights into the essential aspects that
need consideration when designing a new system. When extending an existing
system with DT-enhanced services, RA can be employed to develop migration
and implementation plans for transitioning from the existing system to the target
system.

The proposed RA is designed with modularity in mind, enabling the chang-
ing/reusing of individual components without disrupting the entire system. How-
ever, when modifying the physical system, corresponding adjustments in its DT
are imperative. The DT-enabled Smart Services stand out as the most adaptable
module for modification, as shown with what-if testing scenario.

While one might argue that our RA modelling should have initially centered
around the essential smart services of security monitoring and attack detec-
tion, our ongoing systematic literature review highlighted a notable gap: exist-
ing research [2,3,15] has extensively explored these aspects. Additionally, our
review identified relevant studies on ‘what-if testing’ discussed in Sect. 2. Unlike
our approach, these works [12,17] focus on identifying a set of countermeasures
based on architectural models to achieve an acceptable risk level instead of inte-
grating real-time data from the RS.
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6 Conclusions

Securing CIs has grown increasingly complex due to the evolving nature of
these systems [15]. Contemporary CIs have transformed into complex System-
of-Systems, seamlessly integrating the IoT with numerous interconnections and
dependencies [10,15]. These changes have notably expanded the potential attack
points within these systems, effectively enlarging their attack surface [15].

Given their essential role and the potential for significant economic and soci-
etal repercussions in the event of a successful attack [1], CIs have become prime
targets for malicious actors, including those with substantial resources and capa-
bilities at the governmental level. However, testing these systems has become
increasingly challenging due to the high costs and complexity of building and
sustaining high-fidelity test environments [15]. Additionally, traditional pene-
tration testing methods pose a risk to the operation and availability of these
systems.

This paper proposed a novel RA for designing a new cybersecurity DT-
enhanced CI and extending an existing CI with a DT. Our proposed RA is novel
in considering CI as an IoT and cloud-based complex System-of-Systems and
modelling DT-enabled what-if testing, decision-support, and optimization secu-
rity use cases. Moreover, we have exemplified how these proposed architecture
models could be applied to a real-world use case, namely a camera surveillance
system commonly used in various systems, like in a nuclear power plant. We illus-
trated how DT’s services could support three smart security services to improve
SS’s security: what-if testing, decision-making support, and optimization. The
main idea behind the what-if testing was to identify and decide on effective and
efficient countermeasures to mitigate existing or emerging risks during the LC
of RS. By incorporating the outcomes back into the architectural model, i.e.
optimizing the RS, we make necessary modifications to maintain an acceptable
risk level and promptly act on emerging threats. This approach showcased the
effectiveness of utilizing a DT, enabling tasks like vulnerability assessment and
security testing without disrupting the operational system.

In the future, we plan to extend our RA to cover other smart security services,
such as security monitoring and attack detection and we intend to apply the RA
to an operational CI for testing and development purposes.
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