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 A B S T R A C T

Conceptual models offer numerous benefits but require significant investments, requiring modelers to strive to 
balance costs and benefits. Understanding the modeling process and the frustrations experienced by modelers 
can provide valuable insights for this assessment. While research acknowledges certain instances of modelers’ 
dissatisfaction, its scope often limits detailed examination. This study seeks to identify and analyze the main 
pain points associated with domain modeling through a five-phase empirical study using a multi-method 
approach. We identified 71 pain points, synthesized them to 41, and prioritized 16 as the most significant and 
prevalent in domain modeling. We then refined, documented, and exemplified the prioritized pain points, 
analyzed their potential causes, and discussed their practical implications. Our findings provide valuable 
insights for improving modelers’ experiences and optimizing the modeling process.
. Introduction

Conceptual models are abstractions that facilitate ‘‘understanding 
nd communication of the physical and social world’’ [1]. They sup-
ort problem-solving, decision-making, communication, information 
ystems engineering, and other purposes [2]. Nevertheless, develop-
ng, managing, and implementing these models demands significant 
ffort [3], requiring modelers to strive to balance costs and benefits. 
espite their importance, in-depth research on the modeling process 
nd the challenges modelers face remains limited [4]. Although several 
tudies acknowledge these challenges (Section 8), they often overlook 
heir causes, consequences, and potential solutions.
This article addresses these gaps by investigating the challenges 

aced by modelers involved in domain modeling. We refer to them 
s ‘‘pain points’’, a term from Marketing that describes customer dis-
atisfaction when expectations are unmet [5]. Empirical studies have 
pplied pain point analysis in diverse areas of computer science. For 
nstance, a taxonomy of 2,110 reported pain points in scientific soft-
are development was proposed in [6], nine challenges related to 
omputational notebooks were identified in [7], 21 pain points in the 
ontext of requirements engineering were analyzed in [8], and 38 issues 
oncerning agile-hybrid project management were documented in [9].
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To examine pain points in domain modeling, we conceptualize 
modeling as a dynamic interaction between different products (e.g., 
models, languages, tools), activities (e.g., requirements elicitation, con-
cept negotiation), and agents (e.g., modelers, domain experts, spon-
sors). From this perspective, modeling can be seen as a service process 
in which modelers can assume a dual role as service providers and 
consumers. This study focuses on identifying instances of dissatisfaction 
that arise when modelers, acting as service consumers, interact with 
other elements of the modeling process.

Our investigation was driven by the following research question:
What are the main pain points associated with domain modeling?. Un-
derstanding these pain points can enhance the modeling process by 
supporting (i) planning initiatives, (ii) assessing costs, (iii) identifying 
solutions, (iv) improving methods, languages, and tools, and (v) guid-
ing novice modelers. Prior research highlights the value of addressing 
frustrations to improve processes [10], and the importance of managing 
stakeholders’ emotions in software development [11]. Similarly, we 
argue that addressing modelers’ pain points can lead to more effective 
modeling outcomes.
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To answer this research question, we conducted a qualitative em-
pirical study using a multi-method approach. Initially, we designed 
an expected journey of a domain modeler to guide the tasks under-
taken in the subsequent phases. Secondly, we performed a thematic 
analysis [12], a virtual brainstorming session [13], and a purposive 
literature review [14], identifying 71 pain points. Then, we employed 
qualitative data synthesis to condense these pain points to 41. Sub-
sequently, we conducted a two-round Delphi study [15] to prioritize 
them, identifying 16 as the most prevalent and impactful in the model-
ing experience. Finally, we refined, documented, and exemplified each 
prioritized pain point, identifying underlying causes and discussing 
practical implications. We focused on uncovering the causes of the 
pain points rather than proposing solutions because effective responses 
are highly context-dependent, varying with model type, project con-
straints, and organizational environments. This emphasis on causes 
offers practitioners insights to craft solutions suited to their contexts.

The remainder of the paper unfolds as follows. Section 2 delves 
deeper into the definitions of models, modeling, and customer journeys. 
Section 3 describes the multi-method research process and materials 
employed within the study. Section 4 presents and discusses the pain 
points, while Section 5 analyzes their possible causes. Section 6 reflects 
on the implications of our results for research and practice. Section 7 
is about validity threats. Section 8 contextualizes our work within the 
current state of the art. Finally, Section 9 concludes and discusses the 
direction of future work.

2. Background

2.1. On models and modeling

A domain model is ‘‘a social artifact that is acknowledged by a collec-
tive agent to represent an abstraction of some domain for a particular
cognitive purpose’’ [16]. Models are social artifacts in the sense that 
their role should be identifiable by multiple individuals. Although the 
concept of a collective agent implies that the creation and use of domain 
models typically involve multiple people, the special case of a ‘‘self-
shared’’ model, where a domain model is utilized by an individual 
alone, is also recognized. Abstraction implies that, in alignment with 
the model’s cognitive purpose, modelers must determine which aspects 
of the domain to represent. In this definition, domain refers to any 
subject of discussion or reflection. It encompasses anything modeled, 
whether it exists in the real world, is intended to exist in the future, or is 
imaginary. Cognitive purpose implies that a model must be created with 
a specific cognitive goal, such as expressing, specifying, or experiencing 
knowledge about the domain being modeled. Consequently, domain 
models can range from simple drawings, such as a house sketch on 
paper or a workflow diagram in PowerPoint, to traditional models used 
in model-based development, such as a class diagram or a statechart, 
and further to more complex representations, including process models 
and blueprints. We even consider within this scope non-traditional 
models such as those represented in domain-specific languages as well 
as metamodels defining the abstract syntax of such languages.

A conceptual model is a type of domain model. They are information 
objects intentionally created to describe the mental models of a given 
domain [17]. As an information object, this model results from an 
intentional act, meaning it is created to describe a conceptualized 
reality through individual and relational concepts. These representa-
tional primitives, called concepts, act as the ‘‘lens’’ through which 
reality is perceived and organized, reflecting regularities in reality 
that are cognitively relevant to us. For instance, consider navigating a 
city using the subway system. By employing concepts such as subway 
line, subway station, line direction, order of stations, and intersections 
between lines, we create a conceptual mental representation of the 
subway network. These mental representations can be thought of as
mental models, which are personal and partial accounts of external 
reality, filtered through the lens of conceptualization, that individuals 
2 
use to interact with the world around them. Thus, conceptual models 
reflect a conceptualization, which gives them conceptual semantics, 
and to which they make an inevitable ontological commitment. They 
have an advantage over natural language or diagrammatic notations 
because they are based on formal notation that captures the semantics 
of the application. Moreover, as descriptions of mental models, concep-
tual models are not limited to graphical representations, nor are they 
restricted to modeling structural aspects of a domain or representing 
types. Examples of conceptual models include goal models (e.g., in 
i* [18]), business process models (e.g., in BPMN [19]), value models 
(e.g., in e3value [20]), models focusing on instances (e.g., city maps, 
subway maps), and models mixing instances and types (e.g., enterprise 
models in ArchiMate [21]).

Structural conceptual models are a subset of conceptual models 
that aim to identify, analyze, and describe key structural regularities
within a specific universe of discourse [22]. These regularities include 
types, attributes, relations, and constraints. Examples of such models 
include those specified using Entity Relationship (ER; [23]), UML Class 
Diagrams [24], OntoUML [22], and Object-Role Modeling (ORM; [25]). 
These models are the focus of our analysis.

In software development, structural conceptual models are applied 
within two distinct contexts: Model-Based Development (MBD) and 
Model-Driven Development (MDD) [26]. In MBD, models facilitate un-
derstanding, documentation, and communication, with manual transla-
tion into code. Conversely, in MDD (or low-code environments), models 
serve as the foundation for the entire development lifecycle, including 
(semi-)automated code generation. Given that these contexts entail 
different model usages, which substantially influence the pain points 
encountered by modelers, our analysis focus on the MBD approach.

Henceforth, any references to models, modelers, or modeling should 
be interpreted within the framework of structural conceptual modeling 
for model-based development. For simplicity, the term ‘‘modelers’’ is 
used to refer to individual practitioners and modeling teams.

2.2. Customer journeys

To interpret and analyze pain points, it is essential to contextualize 
them. Considering modelers’ activities and goals when emotions arise 
facilitates understanding their frustration. Therefore, to support our 
analysis, we develop the Customer Journey Map (CJM) of a modeler 
using the Customer Journey Modeling Language (CJML) [27].

Customer journey maps are a marketing tool used by organiza-
tions to analyze interactions from the customer’s perspective [28]. 
These maps outline customers’ actions, needs, and perceptions across 
their engagement with a company, capturing all potential touchpoints 
throughout the service experience. Their widespread adoption stems 
from their ability to clarify these interactions, enabling organizations 
to implement solutions that enhance the customer experience.

Customers approach each interaction with specific expectations, and 
when these expectations are unmet, pain points emerge from their 
experience. These pains are emotional rather than physical, resulting 
from customers’ psychological dissatisfaction when their expectations 
are not met while interacting with a service or product [5]. Identifying 
and mapping these instances of dissatisfaction is challenging due to the 
variability of individual experiences and users’ tendency not to express 
concerns through explicit complaints or negative feedback. Therefore, 
when analyzing customer touchpoints to uncover pain points, several 
questions must be considered: Who are the individuals engaging in 
these interactions? What is significant for each persona? What were 
their experiences before this journey? What information have they 
been exposed to, and what do they already know? It is imperative to 
empathize with the user’s perspective to grasp how each interaction 
conflicts with their expectations.

In Fig.  1, we present an example of a customer journey map de-
veloped with the CJML [27]. To interpret this map, it is essential to 
understand three key concepts in the CJML: actor, touchpoints, and
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Fig. 1. Customer journey map from a bookstore adapted from [27].
end-user experience. An actor is an icon identifying any individual or 
entity, such as an organization or company, involved in delivering a 
service. Touchpoints, often understood as stages in a customer journey, 
are categorized into two types: communication points (circles) and 
actions (squircle). Communication points represent instances of inter-
action between two actors, while actions denote events or activities 
undertaken by the customer or service provider. The end-user experience
is a textbox wherein the user’s experience is articulated, encompassing 
textual descriptions, ratings, and emoticons reflecting their emotions. 
Within this context, we characterized pain points as instances where 
the user’s experience is rated as ‘‘very dissatisfied’’ or ‘‘dissatisfied’’.

The map in Fig.  1 illustrates Tom’s journey while purchasing a 
book online. In the figure, touchpoints above the dotted line are 
expected by the company, while those below represent unexpected 
events. Therefore, Tom’s journey comprises six touchpoints: T1, T2, 
T3, T4, D2.1, and D2.2, with D2.1 and D2.2 representing deviations 
from the expected journey outlined by the company. This deviation 
occurred because Tom found the price information on the order invoice 
misleading. After contacting the company to address his concerns, Tom 
expressed frustration over unclear fees. This instance of dissatisfaction 
experienced by Tom constitutes what we call a pain point.

Pain point analysis should identify three components: cause, de-
scription, and consequences. In the example given, the cause is the 
discrepancy between the invoice and purchase order details, leading 
to unclear fees. The pain point reflects Tom’s emotional response, 
including frustration and a sense of being deceived. Consequences may 
include Tom canceling the purchase or pursuing legal action.

Pain points often arise when deviations occur from the anticipated 
journey map, but they can also emerge even when customers follow 
the expected path. This is because, although companies design journey 
maps to anticipate and address potential issues, not all sources of 
customer dissatisfaction can be fully mitigated.

Customer experience analysis in conceptual modeling can be ap-
proached by viewing the modeling process as a dynamic interaction 
among products, activities, and agents. Products include outcomes like 
the model and documentation, as well as tools, languages, techniques, 
and methods used in its development. Activities refer to tasks such 
as model creation, implementation, and maintenance. Agents are indi-
viduals involved with these products and services, including modelers, 
sponsors, users, collaborators, and suppliers.

By conceptualizing the modeling process in this manner and map-
ping its elements, it became evident that it could be treated as a 
3 
distinct service process. This process is characterized by a succession 
of instantaneous activities, inherently perishable, executed with spe-
cialized expertise, wherein interactions among agents play a pivotal 
role in shaping the process outcome [29]. Within this notion, mod-
elers can assume a dual role as service providers and consumers. As 
providers, modelers deliver a modeling service that produces a model 
as a product. As consumers, modelers engage with methods, tools, 
languages, and other services provided by various agents. In this study,
we focused exclusively on modelers’ experience from the perspective of 
service consumers.

3. Research process and materials

Our study is exploratory and adopts a qualitative multi-method 
research approach [30]. We set up a research process structured in 
seven stages, grouped into four phases and five methods, aimed at 
discovering, synthesizing, and prioritizing the pain points of modeling, 
as outlined in Fig.  2. Study findings and replication materials are 
available in the replication package [31].

In the first phase, a journey map of a modeler was created to 
guide the identification, analysis, and exemplification of pain points. 
Although refined throughout the study, this map was not formally 
validated and is used only as a supporting material to enhance the un-
derstanding of the pain points. The second phase identified pain points 
in modeling by employing thematic analysis [12], virtual brainstorming 
sessions [13], and a purposive literature review [32]. The third phase 
synthesized these pain points using qualitative data synthesis [33]. 
In the fourth phase, they were prioritized based on their frequency 
and impact through a Delphi study [15] involving a voting and a 
prioritization session. Finally, the fifth phase refined, documented, and 
exemplified the prioritized pain points.

3.1. Phase 1: Designing the expected journey of a modeler

We designed the expected journey map of a modeler, as depicted 
in Fig.  3, to guide our pain point identification, analysis, and exem-
plification. This map was crafted based on our own experiences as 
modelers, as well as insights gleaned from established methodologies 
such as the Systematic Approach for Building Ontologies (SABiO; [34]), 
the NeOn Methodology [35], the Nijssen Information Analysis Method 
(NIAM; [36]), the Conceptual Schema Desing Procedure (CSDP; [25]), 



I. Valle et al. Information and Software Technology 183 (2025) 107736 
Fig. 2. Research methodology process and findings.
Fig. 3. Expected journey map of a modeler.
and the Rational Unified Process [37]. The outlined journey was de-
veloped using the CJML [27] and consists of eight distinct phases 
encompassing 21 touchpoints, including 8 communication points, 12 
actions, and 1 external action.
4 
The journey depicted in Fig.  3 is linear to simplify the analysis of 
pain points, though real-world modeling processes are typically more 
cyclical and concurrent. While we used notation to indicate concurrent 
actions in Phases 3, 4, and 5, this linear representation does not fully 
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capture the dynamic nature of modeling. As such, when analyzing this 
journey, it is important to consider that the phases may overlap, repeat, 
or occur in a different sequence depending on the context. Although 
the modeling process is not standardized, modelers’ goals generally 
remain consistent across different approaches. Therefore, to enhance 
understanding of this journey, we defined the goals and motivations of 
modelers for each phase.

Phase 1: Modeling Approach Definition and Justification Modelers 
aim to select the appropriate modeling language, tools, and meth-
ods, demonstrating the suitability of the model-based approach for 
addressing the problem.

Phase 2: Requirements Elicitation Modelers aim to define the model’s 
purpose and intended applications, translating them into requirements 
that delineate its scope.

Phase 3: Knowledge Acquisition Modelers seek to gather domain-
specific knowledge, drawing insights from experts and consolidated 
bibliographic resources.

Phase 4: Model Creation Modelers aim to construct the model by 
identifying and organizing key domain elements, creating model views, 
and documenting definitions. They also reuse existing conceptualiza-
tions when possible.

Phase 5: Model Testing and Evaluation Modelers seek to verify and 
validate the model, ensuring it is accurately constructed and suitable 
for the intended purpose, through automated tools or expert feedback.

Phase 6: Model Implementation Modelers aim to convert the model’s 
conceptual specifications into practical design specifications, which are 
then tested and implemented in specific application contexts.

Phase 7: Model Verbalization Modelers aim to translate the model 
into a format suitable for the target audience to improve stakeholders’ 
comprehension.

Phase 8: Model Maintenance Modelers seek to apply strategies for 
managing modeling outputs, focusing on handling updates, changes, 
and version control.

3.2. Phase 2: Discovering pain points

3.2.1. Thematic analysis
This study employed thematic analysis [12] to explore pain points 

experienced by modelers. The analysis drew on anonymized transcripts 
of online interviews conducted by the first author between November 
2022 and January 2023 as part of a prior study presented in [2].

These transcripts followed the interview content, which covered 
participants’ backgrounds, specific modeling projects, modeling pro-
cesses, and broader perspectives on modeling, such as costs, benefits, 
and return on modeling effort. They were available in English, Por-
tuguese, or Italian and analyzed in the original language. They included 
accounts from nine experienced modelers selected randomly from rele-
vant literature authors, professional networks, and personal contacts. 
These participants had substantial expertise, including advanced de-
grees in computer science-related fields, proficiency in multiple mod-
eling languages, and involvement in over 20 modeling projects across 
diverse domains. They represented diverse roles within organizational 
settings, including universities (4), large (3) and small (2) companies, 
located in Brazil (4), the Netherlands (4), and Italy (1).

The thematic analysis was conducted using Nvivo 12, following 
the process outlined in [12]. The first author initially familiarized 
herself with the data through comprehensive reading, followed by 
deductive coding to identify and categorize meaningful data segments. 
Preliminary codes were refined and validated collaboratively within the 
research team. Themes were then developed, reviewed for coherence, 
and mapped. The second author independently validated the themes 
and coded segments, with a third author mediating disagreements. This 
process identified 16 pain points [31].

As the analysis was based on pre-existing data, saturation could not 
guide sample size determination [38]. Additionally, the broad scope 
of the interviews raised questions about the representativeness of the 
findings. To mitigate these limitations, we conducted a virtual brain-
storming session with modelers and performed a purposive literature 
review, providing additional insights to refine the analysis.
5 
3.2.2. Virtual brainstorming session
The first author conducted a virtual brainstorming session following 

the methodology outlined in [13]. This approach encouraged idea 
generation by prioritizing quantity, fostering a non-judgmental envi-
ronment, and supporting creative exploration.

The session included six participants selected to ensure a balanced 
representation across two dimensions: domain modeling experience 
(beginners1 and experts2) and professional background (practitioners 
and academics). None had been involved in the earlier interviews. 
The session began with an introductory meeting to explain the study’s 
purpose, define pain points, and address procedural queries. Due to the 
participants’ geographic dispersion (Brazil and the Netherlands), the 
meeting was held in a hybrid format using Microsoft Teams. The brain-
storming session itself was conducted asynchronously on the Mural 
platform, where participants reviewed previously identified pain points 
and added new ones using color-coded Post-it notes. Each participant 
was assigned a unique color for identification purposes. To maintain 
anonymity, the color coding of participants’ Post-it notes was managed 
by the first author. To aid participants unfamiliar with pain point 
analysis, the virtual workspace was structured to include descriptions 
of the modeling phases and their goals [31], inspired by the customer 
journey map presented in Phase 1. This helped participants reflect on 
their modeling experiences and identify challenges.

Although the activity appeared individualistic, it retained an inter-
active element through platform features allowing participants to view 
and comment on each other’s contributions. Over a week-long period, 
this collaborative environment facilitated knowledge sharing and en-
riched the session’s outcomes. Following the session, the first author 
reviewed all contributions, conducted follow-up discussions with par-
ticipants for clarification, and ensured alignment with the established 
pain point format. The virtual brainstorming session resulted in 42 new 
pain points [31].

3.2.3. Purposive literature review
A purposive literature review [32] was conducted to uncover ad-

ditional pain points overlooked by earlier methods. The subjective 
and underexplored nature of the term ‘‘pain points’’ posed challenges 
for retrieving relevant data using conventional search engines. To 
navigate this issue, the review prioritized a broad and flexible ap-
proach, diverging from the exhaustive coverage typical of systematic 
reviews. This strategy enabled the inclusion of insights from familiar 
sources and papers identified through snowballing techniques [39], 
including backward and forward citation tracking, until saturation was 
achieved [38].

Given the limited direct references to ‘‘pain points’’ in the concep-
tual modeling literature, two questions were addressed before analyz-
ing the papers: (A) How can a pain point be identified in a text fragment 
that lacks a personal narrative, given its connection to emotional responses?, 
and (B) What alternative terminologies might convey the notion of ‘‘pain 
points’’, given its infrequent use in the domain?.

To address the first question, we applied a lexicon-based emotion 
detection technique [40]. Based on the WordNet-Affect taxonomy [41], 
we identified ‘‘frustration’’ as the emotion most closely associated with 
a pain point. Using Thesaurus.com [42], we selected the strongest 
matches synonyms for this emotion. The resulting keywords — an-
noyance, dissatisfaction, failure, grievance, irritation, and resentment — 
formed the set used to identify emotional responses to pain points in 
textual contexts.

To address the second query, we also employed a lexicon-based 
approach, beginning with Dictionary.com’s definition of ‘‘pain point’’ 

1 Beginner: Basic understanding, may require guidance, developing 
expertise, capable of simple models.

2 Expert: Highly proficient and sought after, handles complex tasks, 
in-depth understanding of methodologies and tools.
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as a problem, frustration, or troublesome issue [43]. From this defini-
tion, we determined that lexical equivalents of ‘‘problem’’ effectively 
conveyed the concept of a pain point.3 Using Thesaurus.com [42], 
we selected the strongest matches synonyms for this term, removing 
redundancies. The resulting keywords — complication, dilemma, dispute, 
headache, issue, obstacle, question, and trouble — formed the set used to 
identify pain points in textual contexts.

Building on the defined keywords, the first author manually re-
viewed the curated papers, identifying occurrences of these terms and 
analyzing their context to extract pain points. To ensure reliability, 
a second author validated the findings. This process identified 13
additional pain points [31] and reinforced findings from earlier phases.

3.3. Phase 3: Synthesizing pain points

In reviewing the pain points derived from Phase 2, we identified 
a need for refinement. This issue is common in qualitative studies, as 
isolated studies may not contribute significantly to the understanding 
of a phenomenon. Synthesizing findings from multiple studies improves 
the robustness and transferability of results [33]. Therefore, we ap-
plied a qualitative data synthesis method, specifically a meta-synthesis 
approach, to integrate the identified pain points.

The synthesis process followed a four-phase framework proposed 
in [33]. First, we compiled the 71 pain points within a virtual workspace
on the Mural platform [31]. The first two authors then read and 
analyzed the data, distinguishing key findings from examples repre-
senting potential causes and consequences. Next, they reorganized the 
data by grouping similar results and associating each example with 
one or more pain points. Finally, analogous pain points and their 
corresponding examples were merged to form unified descriptions. This 
process resulted in 41 synthesized pain points [31].

3.4. Phase 4: Prioritizing pain points

To prioritize the synthesized pain points, we applied the Delphi 
method [15]. This method enabled us to collect domain modelers’ 
opinions on the identified pain points, helping determine which were 
most frequent and which had the greatest impact on their modeling ex-
periences. The process was interactive, ensuring participant anonymity, 
offering controlled feedback, and culminating in a final report.

For participant selection, we applied the same criteria used in the 
virtual brainstorming session, recruiting six modelers, including three 
experts and three beginners, with diverse backgrounds in academia 
and industry. These participants had experience working on projects 
in Brazil and Italy and were distinct from those involved in the brain-
storming session and the interviews. Selection prioritized representa-
tiveness by focusing on participants’ subject-matter expertise [44] and 
contrasting the perspectives of experts with those of non-experts [45], 
rather than relying on statistically representative samples. The Delphi 
process, in which these participants were involved, was structured into 
two rounds: voting and prioritization. During the rounds, to ensure 
anonymity, participants’ names were coded, and results were visible 
only to the first author.

3.4.1. Delphi study: Voting sessions
For the voting session, a virtual workspace was created on the Mural 

platform [31], displaying the 41 pain points identified in the synthesis 
phase. Participants were asked to individually and asynchronously vote 
on pain points they had personally experienced during domain model-
ing. The first author supervised each session to assist with navigation 
and clarifications. Each session lasted less than 40 min, and the results 
are available in [31]. All votes were counted, and only the 19 pain 
points with at least two votes were selected for the next round.

3 The term ‘‘Troublesome Issue’’ was omitted for lacking synonyms on 
Thesaurus.com, and ‘‘Troublesome’’ was excluded as it is an adjective, a 
linguistic category typically avoided in academic writing.
6 
3.4.2. Delphi study: Prioritization sessions
For the prioritization sessions, a new virtual workspace was set 

up on the Mural platform [31], displaying the 19 pain points from 
the first round along with a Frequency X Impact matrix. The matrix 
included classifications for frequency — Always, Sometimes, Rarely 
— and impact — Low, Moderate, High. Participants were asked to 
individually and asynchronously categorize each pain point based on 
their responses to two questions: ‘‘Throughout your career, how often 
did you experience this frustration?’’ and ‘‘On average, how frustrated 
did you get?’’. The first author supervised each session to assist with 
navigation and clarifications. Each session lasted less than 40 min. The 
results were then quantified using a weighted system and analyzed 
separately for experts and beginners. The prioritization outcomes and 
their quantification are available in [31].

As presented in Table  1, only the 16 pain points prioritized with 
at least one score equal to four and one higher than four per modeler 
group were included in our analysis. This selection criterion concen-
trated the analysis on pain points with consistently higher scores, as 
lower-scoring issues (e.g., scores of 2 or 3) may reflect less critical 
concerns. Furthermore, it allowed for the inclusion of pain points that 
may be perceived differently across groups. Upon examining the results 
from beginners (B) and experts (E), it becomes apparent that pain 
points PP01 through PP08 were prioritized by both groups. Meanwhile, 
pain points PP09, PP10, PP12, PP13, and PP15 were prioritized by 
beginners, whereas pain points PP11, PP14, and PP16 were concerns 
emphasized by experts.

3.5. Phase 5: Refining the prioritized pain points

In this phase, we refined our analysis by documenting the 16 pain 
points prioritized in Phase 4, drawing on our technical knowledge, 
practical experience, insights from the employed research methods, and 
relevant literature. The documentation includes detailed explanations, 
examples, and discussions on potential causes and consequences of each 
pain point.

Documenting the pain points involved the first three authors and 
four phases. First, they adopted the modeler’s perspective to understand 
their frustrations, addressing questions such as ‘‘Why did they feel 
frustrated?’’, ‘‘What did they feel frustrated about?’’, and ‘‘What did they do 
after they felt frustrated?’’. Next, they analyzed the consequences of the 
pain points in the modeling process. They then consulted the literature 
to find evidence to support their assumptions and used their experience 
and case studies to identify illustrative situations for each pain point. 
Lastly, they used the CJML [27] to create visual representations of these 
situations. The final documentation is presented in Section 4.

4. Paint points of domain modeling

PP01 (Improper Requirements): ‘‘I could not properly define the model 
requirements.’’

This pain point is associated with a modeler’s frustration in realizing 
that the model’s requirements were inadequately defined. Well-defined 
requirements exhibit qualities such as cohesiveness, completeness, con-
sistency, correctness, relevance, usability, verifiability, and others [46]. 
Consider, for instance, a modeler developing a conceptual model to 
integrate two systems. During the requirements phase, the modeler 
defines classes and attributes based on data integration needs, data ori-
gins, and data relationships. However, issues emerge in the integration 
phase, revealing overlooked data and missing classes or attributes. As 
shown in Fig.  4, this scenario underscores deficiencies in the initial 
requirements definition, necessitating rework across multiple stages of 
the modeling process.

Failures in specifying model requirements are common, largely 
due to the involvement of individuals without adequate training in 
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Table 1
Results of the prioritization sessions.
Cod Pain Point Mean P1_B1 P2_B2 P3_B3 P4_E1 P5_E2 P6_E3
PP01 I could not properly define the model requirements because, e.g., my stakeholders did not 

know exactly what they needed or the domain was unfamiliar to me.
5,2 6 5 6 4 6 4

PP02 My stakeholders resisted adopting modeling, a modeling language, or a tool because, e.g., 
they did not think it was worth it or I could not show its value.

4,8 4 6 6 2 5 6

PP03 It was costly to define the model requirements because, e.g., there were too many 
stakeholders.

4,8 5 4 6 6 6 2

PP04 It was costly to negotiate a common definition among the experts about a concept of the 
project’s domain of interest

4,8 5 5 6 4 5 4

PP05 It was costly to generate verbalizations of my model suitable for the different audiences 
that should be able to read and use it.

4,7 5 4 5 6 5 3

PP06 I had difficulty explaining my model to my stakeholders/domain experts. 4,5 5 6 4 6 2 4
PP07 Writing definitions for the elements in my model was hard and boring. 4,3 4 4 6 5 3 4
PP08 The model has become too complex and too costly to maintain because, e.g., the tool did 

not support documentation or there were too many elements.
4,3 3 5 4 5 5 4

PP09 I wanted to reuse an existing model, but I had to redraw it from scratch. 4,3 3 4 3 5 6 5
PP10 I could not choose the modeling tool I wanted because of, e.g., cost, expertise, culture, or 

bureaucracy.
4,2 4 4 2 4 6 5

PP11 It was costly to manually split the model into visually appealing and understandable views 
(diagrams).

4,0 5 6 3 5 3 2

PP12 My colleagues did not consider it important to document the model and did not understand 
my efforts to do so.

4,0 5 3 3 3 4 6

PP13 The tool I chose did not support model verification. My model was large and complex 
and verifying it by myself was not trivial.

3,8 3 4 2 4 5 5

PP14 It was costly to define the model-driven approach because, e.g., my company did not have 
a modeling culture or I was not knowledgeable enough..

3,5 4 5 2 2 4 4

PP15 I was the only one on the team interested in using and reusing the model. 3,5 5 2 2 3 5 4
PP16 I was not sure how to document my model. 3,3 4 3 5 4 2 2
PP17 I was the only one on the team with experience in modeling. So I did everything myself. 

I wish I had had someone to discuss the challenges.
3,3 4 3 2 3 5 3

PP18 I felt like I was repeating myself when manually creating my database schema (or OWL 
vocabulary).

3,3 4 4 2 3 2 5

PP19 I could not make one of my diagrams look good. 2,8 5 2 2 3 3 2
Fig. 4. Example of an occurrence of P01 (Improper Requirements).
requirements engineering, such as managers, domain experts, and mod-
elers. While the principles for specifying requirements are straight-
forward once learned, empirical evidence suggests that the process 
is non-intuitive for most [46]. Addressing this pain point can help 
modelers acquire the necessary skills to define well-structured require-
ments, reducing future frustrations. However, even experts in require-
ments definition may face challenges if they lack modeling skills, 
as model requirements involve considerations such as model type, 
domain, goals, and tools. For example, in ontology development, mod-
elers use competency questions to define models’ scope, yet empirical 
research shows that challenges remain in formulating and managing 
these questions [47]. Project-related or domain-specific challenges, 
such as unclear stakeholder needs or domain unfamiliarity, can also 
contribute to this pain point. Employing a proper requirements engi-
neering method can mitigate these issues, but choosing an unfamiliar 
or inadequate method may lead to poor requirements definition.

Note that this pain point is inevitable in interactive approaches 
in which requirements must evolve with the model’s development. In 
these cases, the modeling process itself can contribute significantly to 
7 
shaping the requirements, helping to minimize emotional distress by 
promoting a more flexible and iterative approach.

PP02 (Resistance to Modeling): ‘‘My stakeholders resisted adopting model-
ing, a modeling language, or a tool.’’

This pain point is about the frustration of a modeler when facing 
resistance from other team members (e.g. managers, developers, do-
main experts) toward adopting a (structural conceptual) model-based 
solution or its components. Such resistance often arises among indi-
viduals with either previous negative experiences with modeling or a 
lack of familiarity with it. In the first instance, team members may 
have participated in projects where models were poorly implemented, 
offered minimal value, or were perceived as bureaucratic formalities. 
In the second, as illustrated in Fig.  5, they are experiencing neophobia, 
a psychological defense mechanism characterized by fear or aversion 
to novelty commonly observed in human behavior across diverse con-
texts [48]. Resistance also exists among individuals in certain fields. For 
example, in Agile software development, the value of using conceptual 
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Fig. 5. Example of an occurrence of PP02 (Resistence to Modeling). 

models has been questioned. Despite the availability of approaches like 
Agile Modeling [49] and empirical evidence supporting their bene-
fits [50], many practitioners remain doubtful, arguing that the effort 
involved in creating these models conflicts with Agile values [51].

While repeated exposure to models can mitigate this pain point, 
overcoming this resistance toward modeling remains challenging due 
to the abstract nature of models’ value. This challenge is exemplified 
by one participant in the virtual brainstorming session who wrote: ‘‘I 
had difficulties explaining to others why I chose a given modeling language 
and what criteria I used’’. Despite recent contributions on the Return on 
Modeling Effort (RoME) and the value of modeling [16], comprehen-
sive investigations into cost–benefit analysis in modeling remain scarce 
in the literature.

PP03 (Expensive Requirements): ‘‘It was costly to define the model require-
ments.’’

This pain point reflects a modeler’s frustration with the financial 
and cognitive resources required for eliciting model requirements. Un-
like the Improper Requirements pain point, which concerns requirement 
quality, this frustration stems from the efforts involved in their defi-
nition, regardless of their adequacy. For example, this may arise when 
multiple stakeholder meetings are needed to reach agreement on model 
requirements, or when a modeler requires more time than anticipated 
to translate stakeholders’ needs into model specifications, as illustrated 
in Fig.  6.

Although defining model requirements can be frustrating and
resource-intensive, investing time and effort upfront can significantly 
reduce problems and costs later in the modeling process. Model-
driven methodologies in software development help identify defects 
and misalignments between stakeholders and developers early on, 
whereas later adjustments tend to be more costly and disruptive [52]. 
Challenges contributing to this frustration include limited expertise in 
requirements engineering or modeling, complexities inherent to spe-
cific domains or project scopes, and constraints posed by the methods 
applied. Participants in the virtual brainstorming session experienced 
these issues firsthand. One participant wrote: ‘‘The abstract nature of 
conceptual models made it difficult for me to define clear and objective 
requirements’’. Another one added: ‘‘My lack of domain knowledge made 
it difficult for me to understand the problem and propose a solution’’.

PP04 (Effortful Negotiation): ‘‘It was costly to negotiate a common def-
inition among the experts about a concept of the project’s domain of 
interest.’’

This pain point is related to a modeler’s frustration with the finan-
cial and cognitive investments required to determine which aspects of 
the domain to represent in a model. This process may involve prolonged 
negotiation with stakeholders to reach an agreement on the model 
scope, relevant entities and their relationships, and terminology [53]. 
Such negotiations can drive up the resources required for model de-
velopment, resulting in additional meetings, potential deadlocks, and 
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Fig. 6. Example of an occurrence of PP03 (Expensive Requirements). 

Fig. 7. Example of an occurrence of PP04 (Effortful Negotiation). 

increased costs, as noted by Neuhaus et al. (2022) and illustrated in 
Fig.  7. Nevertheless, it is advisable to invest time in defining concepts 
at the outset to prevent issues later in the process.

Achieving agreement is a key challenge in modeling, requiring mod-
elers to establish a participatory process and mediate disagreements. 
However, many modelers lack training in social negotiation skills, as 
noted in [53] and echoed by a participant in the virtual brainstorming 
session, who wrote: ‘‘I did not have much experience in extracting domain 
knowledge from experts’’. Modelers may also have limited expertise in 
the domain of interest or face difficulties in extracting and formalizing 
stakeholders’ knowledge. Conversely, stakeholders may lack modeling 
proficiency or struggle to articulate their thoughts and understandings. 
Domain complexity can further hinder the definition of concepts, lead-
ing to uncertainties even among experts, as another participant in the 
virtual brainstorming noted: ‘‘I felt that even the domain experts did not 
have reliable knowledge about the domain’’. Effective modeling methods 
should support concept definition by facilitating the articulation of 
ontological commitments [54] and providing a rationale for modeling 
decisions to avoid misunderstandings or false agreements [55].

PP05 (Effortful Verbalization): ‘‘It was costly to generate verbalizations of 
my model suitable for the different audiences that should be able to read 
and use it.’’

This pain point concerns the frustration experienced by a modeler 
because of the financial and cognitive investments required to develop 
model versions tailored to diverse agents. For example, investments 
in translating key regularities from a domain model – such as types, 
attributes, relationships, and constraints – into natural language to 
facilitate stakeholder understanding. Constraints in verbalization can 
diminish the model’s cost-effectiveness by restricting its usability and 
reuse, whereas attempting to cater to all potential audiences may lead 
to unnecessary resource expenditure. Nevertheless, effective verbaliza-
tion enhances accessibility and understanding, fostering adoption by 
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Fig. 8. Example of an occurrence of PP05 (Effortful Verbalization). 
non-specialists and bridging communication gaps between modelers 
and industry professionals [2].

Model verbalization depends on the modeler’s ability to define the 
target audience and select appropriate formats, yet these tasks are 
not trivial. First, a model created for one purpose may later serve 
additional contexts, requiring verbalizations that accommodate unfore-
seen audiences. Second, modeling initiatives typically involve multiple 
stakeholders, necessitating different verbalization formats tailored to 
each group. For instance, narrative texts work well for non-technical 
users, whereas technical glossaries and specifications are suitable for 
expert audiences. The quality of modeling tools is also crucial to model 
verbalization, as shown in Fig.  8. Despite advances in tools and meth-
ods like the NORMA Software Tool [56], the OntoUML Lightweight 
Editor (OLED) [57], the semantics of business vocabulary and busi-
ness rules (SBVR) transformations [58], and the Natural Language 
for E-R (NaLER) method [59], modelers still report challenges with 
verbalization, often due to tool limitations and insufficient guidance.

PP06 (Inadequate Explanation): ‘‘I had difficulty explaining my model to 
my stakeholders/domain experts.’’

This pain point reflects the frustration experienced by a modeler 
when explaining elements of the model – such as classes, attributes, and 
relations – to team members with limited understanding or interest in 
modeling. As shown in Fig.  9, this frustration stems from stakeholders’ 
limitations in understanding the explanation and modelers’ challenges 
in providing it. One participant in the virtual brainstorming session 
wrote about this: ‘‘The other stakeholders did not understand my model, 
and I had difficulties explaining it’’. In domain modeling, the complexity 
of the models further complicates communication and understanding 
for those unfamiliar with the field.

Despite the challenges, as discussed in the Effortful Verbalization 
pain point, helping non-modelers understand models can increase their 
value by facilitating use and reuse, supporting broader adoption, and 
ensuring continuity. While structural organization, diagrammatic lay-
out, and documentation can help clarify the model’s content, explaining 
models to diverse stakeholders without structured methodologies can 
complicate this process. This may lead to delays, rework, and additional 
financial costs, especially if the communication challenges result in 
ineffective explanations. Previous studies suggest that, due to these 
challenges, many modelers avoid explaining their models to team mem-
bers [2]. Those who do often rely on strategies they have developed 
through experience, which require skills and expertise that not all 
modelers possess.

PP07 (Unclear Conceptualization): ‘‘Writing definitions for the elements in 
my model was hard and boring.’’

This pain point pertains to the frustration experienced by a modeler 
in crafting definitions for the classes and properties within a model. 
It involves determining which components require definitions to avoid 
ambiguity and misinterpretation by users. Unlike the Effortful Negoti-
ation pain point, modelers facing this frustration are already familiar 
with the meaning of the model elements; their challenge is formalizing 
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Fig. 9. Example of an occurrence of PP06 (Inadequate Explanation). 

them. Although no standardized method for defining elements exists, 
established guidelines for conceptual definitions can help mitigate this 
pain point.

Since the definitions can vary in form and content depending on 
a model type and its context [60], writing effective definitions often 
depends on modelers’ expertise. However, even experienced model-
ers may struggle with complex domains or limited access to domain 
experts. For instance, participants in a virtual brainstorming session 
mentioned challenges such as ‘‘It was hard to deal with the complex-
ity and contradictory aspects of the domain’’ and ‘‘The domain experts 
were not available as much as I needed’’. The collaborative nature of 
defining model elements adds further complexity, particularly when 
stakeholders lack sufficient modeling knowledge. If these challenges 
lead to imprecise definitions, delays, and rework may occur in later 
activities reliant on model clarity, such as implementation and mainte-
nance. An example of this is shown in Fig.  10, where an unclear class 
definition caused a programmer to misinterpret it, resulting in a flawed 
implementation and requiring rework.

PP08 (Complexity Issues): ‘‘The model has become too complex and too 
costly to maintain.’’

This frustration stems from the challenge of determining when com-
plexity reaches a point where the model becomes unmaintainable, and 
whether techniques to address this issue could and should be applied. It 
pertains to situations where, even if model maintenance is technically 
feasible, the effort required may outweigh the benefits. Model complex-
ity, measured by factors such as the number of classes, associations, 
and attributes, directly correlates with maintainability [61]. Without 
proper maintenance, however, the model may lose value for some 
stakeholders due to limitations in its use and reuse. For instance, 
consider the scenario depicted in Fig.  11, where a model was devised 
to steer the development of a system. If the model is not maintained 
alongside system updates, it will become unsuitable for reuse in system 
maintenance or training new programmers.

Complexity management is often influenced by modelers’ expertise 
and choice of modeling tools. Some tools lack essential features, such 
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Fig. 10. Example of an occurrence of PP07 (Unclear Conceptualization). 
Fig. 11. Example of an occurrence of PP08 (Complexity Issues). 
Fig. 12. Example of an occurrence of PP09 (Laborious Reuse). 
as support for model abstraction [62], segmentation [63], and cluster-
ing [64], which help minimize complexity. In these cases, modelers 
may use their expertise to find workarounds. Alternatively, they may 
use tools with these features but lack proficiency in utilizing them. For 
instance, one participant in the virtual brainstorming session noted:
‘‘I felt there was a lack of formal guidelines for creating model views. I 
would like to learn strategies to reduce the model’s complexity and make 
it easier to understand’’. In either case, the modeler’s ability to address 
complexity and ensure the model’s ongoing usefulness is hindered, 
leading to frustration in the maintenance process.

PP09 (Laborious Reuse): ‘‘I wanted to reuse an existing model, but I had to 
redraw it from scratch.’’

This pain point relates to the frustration modelers experience when 
attempting to build upon existing models without fully recreating them, 
a challenge that can significantly hinder model reuse. Our research 
shows that, due to these difficulties, modelers often choose to develop 
new models rather than adapt existing ones. For instance, one partic-
ipant in the virtual brainstorming session wrote: ‘‘I tried to reuse an 
existing model but found it very difficult to adapt it to my needs’’.

Challenges in model reuse stem from issues of model availability, 
quality, and compatibility. For instance, as shown in Fig.  12, reusing 
the model without access to the original editable files is laborious. 
Despite evidence suggesting that model sharing could benefit both 
modelers and stakeholders by reducing time, cost, and effort [2], 
modelers are often reluctant to share due to confidentiality or personal 
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reasons. Even when editable models are available, their complexity, 
disorganization, and application specificity can restrict reuse. Complex 
or disorganized models are difficult to understand and modify, while 
application-specific models demand extensive adjustments to fit new 
contexts. Additionally, compatibility issues with modeling tools or 
languages – such as limited import functions or version incompatibility 
– can introduce further obstacles. Proficiency gaps and lack of support 
may also hinder modelers, deterring effective model reuse.

PP10 (Tool Restrictions): ‘‘I could not choose the modeling tool I wanted.’’

This pain point pertains to the frustration modelers experience when 
they lack autonomy in selecting a modeling language. It can stem from 
two sources: the imposition of using a tool with which they are not 
proficient, or the requirement to use a tool that, although familiar, 
is considered suboptimal for the project. This frustration can impact 
model quality and hinder activities that depend on model understand-
ing. For instance, a modeler unfamiliar with a tool’s functionalities may 
struggle to create clear diagrams, compromising the model’s compre-
hensibility. The need to use an unfamiliar or unsatisfactory tool can also 
increase modeling costs. As depicted in Fig.  13, acquiring proficiency in 
a new tool incurs costs associated with the learning curve. These costs 
can be substantial, especially when the tool lacks accessible formal 
guidance. For instance, one participant in the virtual brainstorming 
session wrote: ‘‘I found it difficult to use the tool I had chosen. I did not 
know how to handle its features. It was complicated and had some bugs’’.

Despite the expectation that modeling expertise would grant mod-
elers greater autonomy, real-world project constraints often limit this 
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Fig. 13. Example of an occurrence of PP10 (Tool Restrictions). 
 

Fig. 14. Example of an occurrence of PP11 (Effortful Diagramming). 

freedom. Stakeholders may reject a modeler’s preferred tool due to 
their unfamiliarity with it. Additionally, organizations with established 
modeling cultures may resist adopting new tools, especially when 
changes to existing practices are perceived as disruptive. Bureaucratic 
and scheduling constraints can further limit a modeler’s ability to 
choose the most suitable tool. For instance, one participant in the 
virtual brainstorming session wrote: ‘‘As licensing professional tools may 
take time, I had to work with non-ideal resources. Moreover, changing tools 
during the process was unfeasible due to the timeline’’.

PP11 (Effortful Diagramming): ‘‘It was costly to manually split the model 
into visually appealing and understandable views (diagrams).’’

This pain point addresses the frustration modelers experience due 
to the financial and cognitive resources expended in creating aesthet-
ically pleasing, well-structured, and comprehensible diagrams. While 
stakeholder preferences for diagram aesthetics vary, research highlights 
qualities that enhance diagram clarity, such as reducing line crossings, 
avoiding class overlaps, and standardizing class sizes [65]. Developing 
effective model views remains a complex task that demands expertise, 
and even substantial effort does not ensure a satisfactory result. For 
instance, one participant in the virtual brainstorming session wrote: ‘‘I 
could not make one of my diagrams look good’’.

A modeler’s inability to produce high-quality diagrams may hinder 
model understanding and usage, contributing to other pain points, 
such as Inadequate Explanation and Laborious Reuse. For instance, if 
stakeholders fail to comprehend the model, they may face challenges in 
validating it, as depicted in Fig.  14. Inadequate diagrams can increase 
costs and lead to rework across the modeling process. The challenges 
in producing quality diagrams may arise from modelers’ skills or limi-
tations of the modeling tools. Modelers may lack proficiency in layout 
design or in selecting essential information for diagrams, or they might 
use tools lacking layout simplification features. Moreover, even expe-
rienced modelers using appropriate tools may struggle with complex 
domains that inherently produce challenging models.
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PP12 (Overlooked Documentation): ‘‘My colleagues did not consider it 
important to document the model and did not understand my efforts to do 
so.’’

This pain point reflects a modeler’s frustration when their documen-
tation efforts are undervalued or misinterpreted by other project team 
members, who may perceive it as resource–draining and supplemen-
tary, with benefits that are difficult to quantify. As illustrated in Fig.  15, 
the lack of stakeholder endorsement can impact the modeling process, 
resulting in delays and increased resource consumption. It can also lead 
to poorly developed, outdated, or unusable documentation that hinders 
models’ use and understanding, diminishing their value.

Stakeholders undervalue model documentation when it is not aligned
with their needs or its role in the modeling process is unclear. This chal-
lenge is prevalent in contexts characterized by a limited understanding 
of modeling and poor organizational modeling practices. Modelers, 
therefore, must effectively communicate the benefits of documenta-
tion to justify their efforts in this task. Proper documentation, for 
instance, is essential for enhancing model comprehension, usability, 
and reusability, while potentially reducing specific pain points such as 
Effortful Verbalization, Inadequate Explanation, Unclear Conceptualization, 
and Laborious Reuse.

PP13 (Limited Verification): ‘‘The tool I chose did not support model 
verification. My model was large and complex, and verifying it myself was 
not trivial.’’

This pain point relates to a modeler’s frustration with manually 
verifying whether the syntactic rules of the chosen modeling language 
have been accurately implemented within the model. For instance, 
in OntoUML, this verification process would uncover issues such as 
the incorrect specialization of one ‘‘kind’’ entity by another ‘‘kind’’ 
entity. Verifying models by hand requires considerable cognitive and 
financial resources, especially as model complexity increases. An ex-
ample is the National Agency of Terrestrial Transportation (ANTT) 
Ontology [66], which includes over 1200 classes and 655 associations. 
Manually verifying such a large model would be costly and time-
consuming, with higher risks of errors. These errors, when discovered 
in later implementation stages, are harder to correct and may result in 
extensive rework, which further raises costs [52].

As shown in Fig.  16, this pain point is intensified when modelers use 
tools lacking automated verification functions, often due to unfamiliar-
ity with available tools or organizational constraints. The latter issue 
was discussed in the Tool Restrictions pain point. Even with appropriate 
tools, modelers may still experience frustration if they lack expertise in 
using verification features or are working with complex domains.

PP14 (Unclear Approach): ‘‘It was costly to define the model-driven ap-
proach.’’

This pain point reflects the frustration modelers face due to the 
financial and cognitive demands of defining a model-driven approach. 
This process involves specifying actions, methodologies, tools, expected 
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Fig. 15. Example of an occurrence of PP12 (Overlooked Documentation).
Fig. 16. Example of an occurrence of PP13 (Limited Verification). 

outcomes, and roles throughout the modeling process. How these def-
initions are shaped depends on the modelers’ experience, the project’s 
context, and the organizational culture. While over-investing in defin-
ing the approach may cause frustrations, it helps avoid the compli-
cations of inadequate definitions, such as delays, inefficiencies, and 
increased resource demands. As illustrated in Fig.  17, the benefits and 
drawbacks of defining a model-driven approach often become evident 
indirectly as the modeling process unfolds.

Novice modelers, lacking the insights and preferences that expe-
rienced practitioners have developed over time, are particularly sus-
ceptible to this frustration. For instance, one participant in the virtual 
brainstorming session shared: ‘‘It took me a lot of effort to understand the 
model-driven working methods available and to identify the one that best 
suited the scope of the model I aimed to create’’. The lack of modeling 
guidelines within organizations can further contribute to this frustra-
tion; as another participant noted: ‘‘I spent a lot of resources on defining 
the model-driven approach because, for instance, my company did not have 
a modeling culture’’. The difficulty in finding, adopting, or applying 
established approaches also presents an issue. These challenges are 
illustrated in the following statements: ‘‘I could not find a model-driven 
working method ready to use’’, ‘‘I felt that model-driven methodologies did 
not stimulate collaboration. I was hoping to find one that allowed for social 
construction, but I could not’’, and ‘‘I missed more lean and agile working 
methods for model development. Maybe they exist, but I did not find them’’. 
Finally, ambiguities in the project scope hinder defining the model-
driven approach, as it is hard to design a strategy without clarity on 
the desired outcomes.

PP15 (Disinterest in Use): ‘‘I was the only one on the team interested in 
using and reusing the model.’’

This pain point emphasizes the frustration modelers experience 
when others involved in a project fail to benefit from the model’s 
advantages. This lack of engagement is more prevalent than one might 
expect. Findings in [2] show that knowledge of a model and its poten-
tial for reuse is often confined to the modelers themselves. While this 
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frustration may not directly impact the modeling process, it can affect 
the cost-benefit of the modeling initiative. Expanding a model’s use for 
its intended purpose or repurposing it for diverse applications allows 
stakeholders to recognize its benefits, enhancing its perceived value and 
helping to foster a modeling culture within an organization [2].

During an interview, a modeler shared an example of this frustration 
when hired by a software company to create a model for documenting 
its software. As shown in Fig.  18, the company limited the model’s use 
to internal communication among programmers, despite its potential 
for external application, due to concerns over disclosing proprietary 
information. This frustration was compounded when the model became 
outdated and fell into disuse after the modeler’s contract ended. These 
issues may arise from the lack of a well-established modeling culture 
and the limited modeling expertise within the company, stakeholders’ 
limited understanding of the model or its value, or the modeler’s failure 
to communicate its benefits effectively.

PP16 (Unclear Documentation): ‘‘I was not sure how to document my 
model.’’

This pain point addresses the frustration modelers experience when 
uncertain about the optimal approach to document a model. Model 
documentation involves creating artifacts to enhance understanding 
(e.g., metadata, visualizations, versioning, concept definitions, verbal-
ization), generating machine-readable annotations, and preparing files 
accessible as Web resources [67]. Model documentation is complex, as 
its requirements vary based on the model’s type, purpose, and develop-
ment context. Without standardized frameworks, modelers must decide 
on suitable documentation approaches, balancing the risk of over-
investing in unnecessary details against the potential problems caused 
by under-documenting. This challenge is reflected in the observation of 
one participant in the brainstorming session: ‘‘I felt there was a lack of 
formal guidelines for documenting conceptual models. I was not sure which 
documents should accompany my model’’.

Despite its complexity, model documentation is essential, as inad-
equate documentation can hinder model comprehension, leading to 
delays, operational errors, or increased costs in the modeling process. 
For instance, as shown in Fig.  19, insufficient clarity about class rela-
tionships may force programmers to seek clarification from modelers, 
delaying system development. Alternatively, they might make arbi-
trary decisions, risking operational errors in the system, as shown in 
Fig.  10. Five key factors contribute to uncertainties in model docu-
mentation: limited documentation experience, a lack of organizational 
modeling culture and standardized methodologies, insufficient peer or 
educational support, and unclear project scopes.
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Fig. 17. Example of an occurrence of PP14 (Unclear Approach). 
Fig. 18. Example of an occurrence of PP15 (Disinterest in Use). 
Fig. 19. Example of an occurrence of PP16 (Unclear Documentation).
5. Causes of pain points

Upon comprehending and delineating the prioritized pain points, 
it became apparent that they could be categorized by certain causal 
factors, as presented in Table  2. These causal factors were selected 
based on our view of the modeling process as a dynamic interaction 
between products, services, and agents. In this perspective, pain points 
arise when unexpected situations disrupt these interactions, making 
their causes traceable to specific elements within the modeling process.

Modeler-related Frustrations They may be associated with lim-
ited experience among modelers across various domains, reflected in 
insufficient skills and knowledge. This includes technical difficulties, 
such as using specific modeling tools and creating visually coherent 
diagrams, as well as socio-technical challenges, like negotiating shared 
13 
definitions for model elements. Additionally, human factors, such as 
personality traits and self-efficacy, may also contribute to these frus-
trations [68]. As they are linked to individual capabilities, they remain 
independent of the modeling context or the methodology employed. 
For example, individuals lacking proficiency in model requirements 
elicitation may experience similar frustrations when defining com-
petency questions for an ontology or crafting user stories for agile 
methodologies.

Stakeholders-related Frustrations They may be associated with 
limited experience among stakeholders across various domains, re-
flected in insufficient skills and knowledge. This includes technical 
challenges, such as difficulties in understanding diagrams and nota-
tions, as well as socio-technical challenges, like clearly expressing goals 
or articulating an understanding of concepts.
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Table 2
Potential causes of the pain points.

Pain Point Mo
del
er

   Sta
keh

old
er

   Org
ani
zat
ion

   Me
tho

d
   Too

l   Lan
gua

ge

   Mo
del   Dom

ain
   Pro

ject   
Improper Requirements X X X X X
Resistance to Modeling X X X X
Expensive Requirements X X X X X
Effortful Negotiation X X X X
Effortful Verbalization X X X
Inadequate Explanation X X X X
Unclear Conceptualization X X X X
Complexity Issues X X
Laborious Reuse X X X
Tool Restrictions X X
Effortful Diagramming X X X
Overlooked Documentation X X X
Limited Verification X X X X
Unclear Approach X X X X
Disinterest in Use X X X
Unclear Documentation X X X X
Organization-related Frustrations They may be attributed to the 
lack of a well-established modeling culture within an organization. 
This deficiency is characterized by the absence of predefined standards 
for implementing model-based approaches, such as the selection of 
modeling languages and tools to be used. It also includes the lack of 
employee acceptance toward embracing modeling-based solutions.

Method-related Frustrations They may arise from not adopting 
a method, using the wrong method, misusing a method, or choosing 
a method that lacks sufficient guidance for its employment. This de-
ficiency in guidance may manifest in the lack of resources such as 
manuals, instructional materials, discussion forums, an active commu-
nity, or accessible mentors. The term ‘‘method’’ is used in a broad 
sense here, yet its interpretation should be contextualized based on 
the specific pain point to which it addresses. For example, frustrations 
associated with methods within the context of the Improper Require-
ments pain point are linked to requirements elicitation techniques. In 
contrast, within the realm of the Effortful Negotiation pain point, these 
frustrations are associated with consensus-building methodologies or 
negotiation techniques.

Tool-related and Language-related Frustrations They may stem 
from adopting the wrong modeling tool/language. For instance, this 
could entail selecting a tool that lacks functions to facilitate modeling 
activities (e.g., verbalization, verification), or choosing a modeling 
language that does not support concrete representations due to insuf-
ficient domain and comprehensibility appropriateness [69]. Addition-
ally, these frustrations may arise from the improper use of a suitable 
modeling tool/language or from selecting a modeling tool/language 
that lacks guidance for its use. This lack of guidance can be analogously 
interpreted as discussed in the Method-related Frustrations.

Model-related Frustrations They can be attributed to challenges 
in understanding and accessing the model, which limits modelers’ 
ability to use and reuse it. When ensuring the model accurately reflects 
the domain, the struggle to comprehend it may be attributed to various 
factors. For example, issues may stem from an inadequate layout of 
model diagrams, insufficient model documentation, or the complexity 
of the domain, which can lead to a complex model structure. Challenges 
in accessing the model depend on how it was made available. For in-
stance, models partially published, not accompanied by documentation, 
and without editable files, are difficult to access and reuse.

Domain-related Frustrations They may originate from the do-
main of interest, whose complexity demands attention from the mod-
eler in selecting appropriate methodologies, tools, and languages for 
the modeling process. Such frustrations may also arise from difficulties 
accessing and comprehending domain-specific information, whether 
provided by domain experts or technical materials such as documen-
tation, regulations, and scholarly works.
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Project-related Frustrations They can be ascribed to difficulties 
stemming from ambiguities within the project scope. Endeavors to 
articulate the needs of stakeholders as modeling goals are prone to 
failure when stakeholders themselves lack clarity regarding them.

These broader categories of causes should be analyzed within a 
specific project contexts to guide the identification of solutions that 
account for financial, time, personnel, and scope constraints. Many of 
these pain points can be mitigated through technical solutions by using 
or improving tools and methodologies. For example, the appropriate 
use of AI-based tools can help address the Improper Requirements pain 
point by compensating for modelers’ lack of skills in requirements engi-
neering or mitigate the Expensive Requirements pain point by improving 
the efficiency of the model requirements definition process [70]. AI 
can also support the Unclear Conceptualization pain point by assisting in 
defining model elements [71], the Effortful Diagramming pain point by 
evaluating the layout quality of UML class diagrams [65], and the Labo-
rious Reuse pain point by extracting information from models that exist 
only as images [72]. Other pain points may be better addressed through 
social approaches focusing on improving human skills and knowledge. 
For instance, gamified learning can support stakeholder engagement 
in modeling [73], contributing to the mitigation of pain points such 
as Resistance to Modeling , Inadequate Explanation, Overlooked Documen-
tation, and Disinterest in Use. Additionally, it can enhance modelers’ 
preparation for real-world scenarios, helping to address pain points like 
Effortful Negotiation, Inadequate Explanation, Unclear Approach.

6. Practical implications

The findings of our study have some implications for research 
and practice, contributing to the ongoing discourse in academic and 
industrial contexts. The pain points identified in this work highlight key 
challenges and present valuable opportunities for further investigation. 
They can be examined collectively or categorized by underlying causes 
or the specific modelers affected. They can be treated as hypotheses, 
prompting follow-up empirical studies to generate additional evidence 
and refine our understanding of modelers’ frustrations and their causes.

This study provides researchers with insights into the modeling ex-
perience, facilitating the development of methodologies and knowledge 
that address its challenges. Understanding the pain points associated 
with existing methods and tools can guide the creation of improved 
artifacts that meet modelers’ needs. Furthermore, by addressing the 
pain points caused by inexperience among modelers and stakeholders, 
researchers can develop educational materials and courses to improve 
modeling training. Such initiatives can broaden the accessibility of 
modeling practices, attracting new modelers and strengthening the 
modeling community.
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The results can also inform developers and designers of modeling 
languages and tools about the difficulties users encounter. By under-
standing and addressing the pain points caused by language and tool 
issues, they can improve their products and user experiences.

From the modeler’s perspective, acknowledging these pain points 
is critical to planning and decision-making. Recognizing difficulties 
with tools and languages enables modelers to compare solutions and 
select the most appropriate one. Understanding pain points related to 
experience helps modelers identify areas for professional improvement. 
Thus, our findings contribute to developing more capable modelers who 
are aware of challenges and equipped to address them.

As discussed, the identified pain points introduce additional costs 
into the modeling process. These costs may arise from the pain points 
themselves (e.g., delays, rework) or from efforts to prevent or resolve 
them (e.g., training, tool development). Therefore, by comprehending 
these pain points, modelers, organizations, and stakeholders can better 
strategize their modeling initiatives to avoid or anticipate challenges, 
making costs more transparent and manageable. It also helps identify 
and manage the emotions of all participants, positively influencing the 
initiative’s success. Therefore, this study’s insights present application 
opportunities across various contexts and stakeholders.

Although this study frames pain points as sources of frustration, 
some modelers may perceive certain challenges, such as the Effortful 
Negotiation pain point, as inherent to the modeling process. Further-
more, learning and experience play a crucial role in how modelers 
respond to these challenges. Pain points that initially cause frustration, 
such as Improper Requirements and Expensive Requirements, may become 
more manageable as modelers gain experience. It is important to rec-
ognize that these pain points may or may not arise depending on the 
individuals involved and the specific context of the modeling process.

7. Threats to validity

The study has four primary vulnerabilities: (i) the potential omission 
of crucial information that could lead to pertinent pain points, (ii) the 
risk of misinterpreting data resulting in incorrect pain points, (iii) the 
possibility of biased prioritization of pain points that may deviate from 
the reality, and (iv) the possibility for our results to be transferable to 
other contexts.

The susceptibility to overlooking crucial information was pronounced
during Phase 1, in which the goal was to discover as many pain 
points as possible. One notable concern during this phase was the 
phenomenon known as the Rosy View Phenomenon, which suggests 
that individuals tend to provide more positive evaluations of events 
shortly after they occur [74]. Since all data collection methods relied 
on modelers’ recollections, this may have led to the capture of fewer 
pain points than actually occurred. Additional concerns include the 
potential for researcher bias during the thematic analysis, particularly 
in the coding process. Finally, there was concern that the purposive 
literature review may have overlooked or excluded relevant works, 
leading to an unbalanced perspective on the issue [32]. Three strategies 
were implemented to mitigate the validity threats associated with self-
reported data, potential bias in thematic analysis, and the risk of 
overlooking inputs in the purposive literature review. First, data were 
gathered from three distinct sources – interviews, academic papers, and 
modelers’ opinions – ensuring a comprehensive approach through data 
triangulation [75]. Second, the data analysis process was carried out 
with meticulous attention to detail, ensuring that every expression or 
word indicating frustration or pain points was thoroughly examined. 
Additionally, the thematic analysis and the purposive literature review 
were subject to peer review by multiple researchers to enhance the 
internal validity of the findings.

Throughout the virtual brainstorming session, while there were no 
issues concerning the quantity and quality of ideas generated, two 
concerns arose regarding their length and repetition. Virtual groups 
generate fewer elaborated ideas than traditional settings, which could 
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explain the issue of brevity [76]. Additionally, the use of idea dis-
plays in virtual environments may impede participants’ ability to recall 
previously expressed concepts, leading to repeated ideas. To address 
this limitation, the first author reviewed all Post-it notes on the Mural 
platform and conducted individual follow-up discussions with each 
participant. This approach helped minimize moderator bias and en-
sured more thorough idea exploration. Furthermore, to prevent the 
recurrence of ideas, the study incorporated a synthesis stage following 
the brainstorming session.

Misinterpretation of data posed a significant risk during the syn-
thesis process in Phase 2. While triangulating different methods can 
mitigate the limitations of individual approaches, combining qualita-
tive methods can raise concerns about the transparency of data sources 
and the validity of interpretations [33]. Moreover, researchers must 
be aware of personal biases when synthesizing qualitative data, as 
reciprocal translations aimed at providing a holistic view may still 
introduce bias. To minimize these risks, all data were traceable, and the 
synthesis outcomes were independently validated by two researchers.

Biased prioritization of pain points was a concern during Phase 4, 
with potential biases arising from participants and mediator [15]. To 
address participant bias, Delphi rounds were conducted anonymously 
and separately, with data randomly organized. Moreover, participant 
selection was aligned with the study’s scope, based on experience 
with modeling and relevant contextual factors. Several factors support 
the validity of our approach: (i) while the sample size was small, it 
adhered to the recommendations of research methodologists [15]; (ii) 
the sample consisted exclusively of professionals actively engaged in 
modeling, aligning with our focus on understanding modelers’ pain 
points; and (iii) although gender representation was imbalanced, we 
assert that gender did not significantly affect modelers’ frustrations. To 
mitigate mediator bias, we used quantitative measures for synthesizing 
results and leveraged the automated feedback features of the Mural 
platform. As a result, mediator intervention was minimal, primarily 
limited to clarifications regarding the task or platform use.

Finally, we assessed the potential for our findings to be applicable 
in contexts beyond those of the modelers and organizations involved 
in this study. Since empirical findings may be transferable based on 
contextual similarities [75], we considered whether similar results 
might emerge if modelers from different organizations with comparable 
contexts were included. The frustrations experienced by our partici-
pants could be shared by others in organizations that lack a conceptual 
modeling culture, face inadequate tool support, or struggle with deci-
sions about modeling languages and tools. While we hypothesize that 
practitioners in such organizations might encounter similar challenges, 
we recognize the need for future research to validate this hypothesis. 
Further studies are required to explore the specific contextual factors 
that influence the emergence of pain points and identify potential solu-
tions. Only through additional empirical research in real-world contexts 
can we gather the necessary evidence to assess the generalizability of 
our findings, thus providing a direction for future research.

8. Related work

To the best of our knowledge, no previous literature evaluated pain 
points in domain modeling in the manner undertaken in our study. 
Nevertheless, several works have examined pain points, difficulties, 
challenges, and pitfalls within modeling-related contexts. This section 
highlights the most relevant contributions.

Authors in [77] explored the challenges and barriers in model-based 
software engineering (MBSE), identifying issues that align with our 
findings, including model accuracy, lack of verification and validation, 
and tool-related difficulties. Although their study relies on experiential 
insights rather than a structured methodology, it offers valuable best 
practices for addressing these challenges.

While not all difficulties translate into pain points, several studies 
analyzing challenges in using and developing models reveal parallels 
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with our findings. For instance, two resent studys [4,78] examined 
modeling difficulties in conceptual data model construction, comparing 
novice and proficient modelers using an adapted Entity-Relationship 
Model. They identified cognitive breakdowns, such as issues with rela-
tionship types, generalization hierarchies, and entity-relationship clas-
sification. These challenges align with the frustrations we observed 
in categorizing domain aspects according to language specifications, 
indicating their findings as a subset of ours.

The study presented in [79] identified four barriers to conceptual 
model use through a survey of 304 practitioners, employing a similar 
coding process. Three of these barriers – costs, uncertainties, and tool-
related complexities – overlap with the pain points identified in our 
study. The fourth barrier, concerning the proliferation of modeling 
methods developed by practitioners, can be explained by our findings 
on the Unclear Approach pain point, which highlights modelers’ dif-
ficulty in finding suitable methods. The study also outlined success 
factors in conceptual modeling, offering insights for future research.

In [80], the authors conducted a meta-review of 21 papers on 
Model-Driven Engineering (MDE), 15 of which addressed practitioners’ 
difficulties. The most common issue was the lack of essential tool func-
tionalities, followed by challenges related to organizational culture, 
methodological maturity, and the effort needed to acquire modeling 
skills. While the study had a broader focus, many of the nine key issues 
in MDE highlighted align with our research findings.

Several studies [81–84] have investigated the challenges students 
face when using Unified Modeling Language (UML), identifying issues 
that resonate with our findings. For instance, they found difficulties re-
lated to modelers’ lack of understanding of domain constraints and lan-
guage constructs, uncertainty regarding model correctness, insecurity 
regarding abstracting concepts, unfamiliarity with modeling software, 
and deficiencies in UML support materials. Although these studies fo-
cused on novice modelers and the model creation phase, they addressed 
a broader range of scenarios. Some also offered recommendations to 
mitigate these challenges.

Similar investigations in business process modeling have produced 
analogous findings. For instance, issues such as stakeholder engage-
ment, translating business goals into technical objectives, and role 
discrepancies within project frameworks were identified in [85]. These 
challenges reflect our findings on pain points stemming from causes 
related to stakeholders and projects. Similarly, challenges related to 
the lack of standardization in modeling notations, tools, and method-
ologies, as well as difficulties in demonstrating the value of process 
modeling were highlighted in [86]. These factors also contribute to the 
frustrations in our study.

In two of his works [87,88], Rosemann identified challenges in 
process modeling through focus groups and semi-structured interviews 
with analysts and managers. The research methods used align with 
ours, and many of the pitfalls noted by the author, such as lack of 
synergy, qualified modelers, and model maintenance, correspond to 
causes of pain points in our study. Despite focusing on a different 
modeling type, the author’s work is significant for examining challenges 
across the entire modeling process.

Finally, in [89], the authors investigated the variation in symbol 
sets across different modeling notations, focusing on perceptual dis-
criminability, visual expressiveness, and semantic transparency. Using 
four sets of symbols in visual process modeling languages, the authors 
collected data from 136 participants engaged in modeling tasks. The 
study found that notational deficiencies concerning perceptual discrim-
inability and semiotic clarity impact comprehension, cognitive load, 
and the time needed to understand models. This aligns with our finding 
that suboptimal choices of modeling language and tool, and poor visual 
presentation contribute to modelers’ frustration.
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9. Conclusion

This study aimed to identify and analyze the main pain points 
experienced by modelers engaged in structured conceptual modeling. 
To achieve our goal, we conducted a five-phase empirical study using a 
multi-method approach. Initially, we identified 71 distinct pain points, 
which were synthesized into a condensed list of 41. Next, we priori-
tized 16 pain points as the most significant and prevalent in domain 
modeling. Finally, we refined, documented, and exemplified each of 
them, analyzed their potential causes, and discussed their practical 
implications.

Our findings contribute to the body of knowledge in conceptual 
modeling by bringing empirical evidence that sheds light on what it 
takes to transfer modeling methods into organizations. In this con-
text, we provide valuable insight for organizations, modelers, and 
other stakeholders. When adopting a conceptual modeling approach, 
organizations may consider our work as a foundation for cost–benefit 
analyses. Therefore, they can leverage our findings to foster a more 
conducive modeling culture and enhance the success rates of their 
modeling initiatives. Modelers will find valuable insights for improving 
their experience and optimizing the modeling process in several critical 
ways. These insights can facilitate more effective planning of model-
ing initiatives; provide insights for evaluating modeling costs; suggest 
alternative solutions to overcome modeling difficulties; contribute to 
the refinement of modeling methods, languages, and tools; and pro-
vide guidance for the professional development of novice modelers. 
Moreover, they can support modelers in enhancing their planning 
and decision-making regarding the modeling process and their efforts 
toward technical self-improvement. Stakeholders in various roles can 
leverage these insights to understand how to manage potentially frus-
trating situations, creating a more positive environment and improving 
overall project success. Thus, addressing these pain points is critical to 
optimizing the modeling process and fostering continuous improvement 
in modeling practices.

Continuing within the domain of conceptual modeling, our findings 
provide valuable resources for advancing various aspects of the field. 
They support researchers in refining modeling methods, languages, 
and training approaches. Tool developers may also benefit from the 
findings to enhance their products. Moreover, our study contributes 
to the discourse on the reusability of conceptual models. By providing 
empirical evidence, we support the argument for making conceptual 
models reusable and for keeping them reusable over time. We also 
advocate for sharing these models with the broader community beyond 
the walls of individual organizations.

Our article also advances the development of several related fields, 
the broader domain of model-driven software engineering and re-
quirements engineering in particular. Today, research into AI-based 
systems increases both in-depth and breadth, and conceptual models 
are employed to ensure these systems are meaningful to people. Un-
derstanding the pains associated with developing these models is an 
important part of developing the knowledge of how to create and 
employ them cost-effectively. Additionally, within the field of empirical 
software engineering, our work represents a pioneering effort, to the 
best of our knowledge, in employing a multi-method research design 
in an exploratory context in the conceptual modeling area. We demon-
strate the complementary use of a qualitative interview data analysis 
method, a survey research method, and the Delphi method, to assure 
depth and breadth in our exploration of the phenomenon of interest.

Future research efforts could delve deeper into understanding the 
pain points identified in this study and explore potential solutions. 
Investigating the behavior of these pain points in a broader sample 
would also be a valuable research direction. It may allow the identifi-
cation of patterns related to factors such as the experience level of the 
modeler, the type of modeling language used, and the dynamics among 
project stakeholders. There is also a need for future studies to examine 
further the relationship between these pain points and modeling costs, 
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aiming to establish clearer and potentially quantifiable relationships. 
In addition, we recommend that future research consider distinctions 
between development methodologies, such as Agile and conventional 
approaches, to better contextualize the influence of modeling practices 
on the experience of these pain points.
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