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Petri Net of Thoughts: A Structure-Enhanced Prompting
Approach for Process-Aware Artificial Intelligence

Aleksandar Gavric 1, Dominik Bork 1, and Henderik Proper 1

Abstract: Prompt engineering, with techniques such as Chain/Tree/Graph-of-Thoughts, has emerged
as a key method to enhance the reasoning capabilities of Large Language Models (LLMs) by guiding
them through sequential and multi-path problem-solving approaches. In this paper, we introduce
Petri Net of Thoughts (PNoT), a novel structure-enhanced prompting paradigm that leverages process
discovery techniques to guide the reasoning process of an LLM during the generation of a Petri net
model. PNoT represents the sequence, concurrency, and decision-making inherent in complex tasks.
PNoT aims to improve both efficiency and interpretability in structured LLM-based reasoning tasks
within the business process management domain.

Keywords: Prompt Engineering, Structured Reasoning, Business Process Management, Large
Language Models

1 Introduction

Prompt engineering has emerged as a critical technique for enhancing the reasoning
capabilities of Large Language Models (LLMs). Techniques such as Chain-of-Thought
(CoT) prompting guide LLMs in breaking down problems into sequential intermediate
steps [We23]. More recent paradigms, such as Tree-of-Thoughts (ToT) [Ya23b] and Graph-of-
Thoughts (GoT) [Be24], expand CoT by allowing branching and richer dependency structures
in the reasoning process. In parallel, the field of process mining has developed formal
methods for modeling and analyzing processes using Petri nets [Re85, VDA12]. Petri nets
consist of places and transitions connected by arcs, providing a mathematically rigorous
framework for modeling concurrency, causality, and synchronization [Mu89]. Process
discovery techniques, such as the Alpha Miner algorithm, analyze event logs to infer a Petri
net model that represents the underlying process [vdAWM04]. Despite the advancements in
LLM prompting strategies within the context of business processes [Fi24, CBS23], there
remains a gap in methodologies that explicitly integrate formal process modeling techniques
to enhance LLM reasoning—enabling traceable, logically consistent, and domain-aware
decision-making.

In this paper, we propose Petri Net of Thoughts (PNoT)—a prompting approach that marries
process mining with LLM prompting. PNoT treats the reasoning process as an event log,
uses process discovery to derive a Petri net, and then employs this net to guide the LLM
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during inference. This approach aims to capture the business logic of a process in a formal
sense which replicates how decisions are made by participants in real-world scenarios.
Unlike CoT, ToT, and GoT, where the reasoning schedule might be abstract or loosely
structured, PNoT uses well-defined (discovered) places and transitions to simplify and focus
decision-making. This concrete structure aims to help isolate moments of sequential and
concurrent reasoning, allowing for a more organized and contextual aware reasoning. PNoT
aims to ensure that an LLM’s reasoning follows a process structure modeled on evidence
(via process discovery) or confidence (via domain experts) levels, thereby enhancing the
transparency and verifiability of its intermediate steps. By mapping the internal states
of the LLM onto Petri net components, PNoT aims to enable a systematic exploration
of possible reasoning paths. This formalism facilitates error analysis and debugging by
allowing practitioners to trace back through the net’s transitions, thereby illuminating where
and why an inference may have gone astray. Moreover, the integration of process mining
techniques into LLM prompting opens the door for adaptive reasoning, where the system can
dynamically adjust its strategy based on feedback extracted from the event log, ultimately
enhancing both robustness and performance on complex, multi-step tasks. In light of these
advantages, our primary research question (RQ) is: How can the structural and behavioral
properties of Petri nets be used to design a prompting strategy that formalizes and
guides LLM reasoning in the context of business processes? In the remainder, Section 2
positions our work compared to related works. Section 3 details the PNoT paradigm and a
running example. Section 4 concludes with future directions.

2 Related Work
Over the past few years, a variety of prompting paradigms have been introduced to enhance
the reasoning capabilities of LLMs. Early work such as Chain-of-Thought (CoT) prompting
[We23] laid the groundwork by guiding LLMs to generate intermediate reasoning steps.
Building on this idea, the Tree-of-Thought (ToT) framework was proposed in multiple forms.
For instance, one variant [Ya23b] focuses on a systematic tree structure that encapsulates
reasoning hierarchies. Subsequent methods have further diversified this line of inquiry.
The Tree of Uncertain Thought [MX23] and Tree-of-Mixed-Thought [Hu23] approaches
tackle ambiguity and the integration of heterogeneous reasoning pathways, respectively.
Similarly, Skeleton-of-Thought [Ni24] strips down the reasoning process to its essential
components, aiming for a minimalist yet effective structure. More recently, researchers
have introduced the Graph of Thought (GoT) method [Be24], which represents reasoning
as interconnected nodes and edges to better capture complex dependencies, while the
Everything of Thoughts (XoT) approach [Di24] proposes an even more comprehensive
framework that leverages pre-trained reinforcement learning and Monte Carlo Tree Search.
The Hypergraph-of-Thought model [Ya23a] generalizes these ideas by accounting for higher-
order relationships between reasoning elements. Parallel to these innovations, techniques
emphasizing Thought Propagation [YHY24] and Socratic Questioning [Qi23] have been
developed to foster iterative refinement of reasoning. These methods encourage the LLM to
continuously reexamine its assumptions and validate each inference step, thereby improving
both transparency and robustness.
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In contrast to the aforementioned approaches that primarily focus on the structure of the
reasoning process itself, our work introduces the Petri Net of Thoughts (PNoT). PNoT
leverages process mining techniques to embed business logic within a formal model. By
combining the strengths of formal process modeling with advanced prompting techniques,
we aim to more effectively capture and replicate real-world decision-making in a controlled,
analyzable way.

3 The Petri Net of Thoughts (PNoT) Prompting Paradigm
Our novel paradigm integrates formal process modeling with LLM prompting to create the
Petri Net of Thoughts (PNoT). This approach is composed of two major components:

1. Process Model Construction: We capture the business logic either by directly
incorporating an expert-designed process model or by discovering one from event
logs using PM4PY [BvZS23]. The resulting Petri net consists of (A) places (states)
that represent the distinct states or conditions in the business process, and (B)
transitions that denote the events or decision points that lead to state changes.

2. Orchestration of the Prompting Chain: We orchestrate the prompting chain of the
LLM (LLaMA [To23]) by executing the Petri net. Each token replay step corresponds
to the progression through a place and the activation of a transition, where the LLM
is guided by system prompts that encapsulate the semantics of the corresponding
state or event.

Fig. 1: Conceptual Overview: Orchestrating LLM Prompting with a Petri Net compared to other
structure-enhanced prompting approaches

Fig. 1 conceptually illustrates how the Petri net guides the prompting process. The token
replay algorithm [VDA12] simulates the execution of the Petri net by sequentially activating
transitions based on the current marking (i.e., distribution of tokens over places). At each
transition, the LLM receives a system prompt that reflects both the state (place) and the
decision (transition) to be executed. Below is the pseudocode for prompt orchestration based
on the token replay:
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Algorithm 1 Petri Net of Thoughts (PNoT)
1: procedure PNoT(InitialMarking, PetriNet, EventLog)
2: currentMarking← InitialMarking
3: while not IsFinalMarking(currentMarking, PetriNet) do
4: enabledTransitions← GetEnabledTransitions(currentMarking, PetriNet)
5: if enabledTransitions = ∅ then
6: break ⊲ No transitions available; exit loop
7: for all transition in enabledTransitions do
8: prompt← ComposePrompt(currentMarking, transition)
9: response← LLM_Prompt(prompt)

10: LogEvent(EventLog, currentMarking, transition, response)
11: currentMarking← FireTransition(currentMarking, transition, PetriNet)

The function ComposePrompt in the pseudocode constructs a prompt that integrates both
the information from the current place (state) and the specifics of the transition (decision),
ensuring that the LLM receives a clear, context-rich directive at every step.

At the place level, the ComposePrompt function aggregates information that captures a
summary of the events that have occurred up to the current state. This involves extracting key
insights from the event log, synthesizing the rationale behind past decisions, and presenting
a concise overview of the context. By summarizing what has happened, the prompt helps
the LLM recall and maintain coherence over the reasoning process, ensuring that the model
is well-informed about the established business logic and the current state of the process.
This summarization acts as an anchor, reinforcing the sequence of events and the contextual
background necessary for making informed decisions.

For the transition level, the ComposePrompt function is designed to articulate the reasoning
required to move from the current state to the next business state. This step involves
formulating a clear, directive prompt that specifies the decision point at hand, the potential
options, and the criteria or constraints drawn from the business process model. Here,
the prompt explicitly challenges the LLM to evaluate how to bridge the current state
to a desired future state, engaging in a form of guided reasoning that mimics Socratic
questioning and thought propagation. The resulting prompt not only instructs the LLM on
the necessary analytical steps but also ensures that the transition is executed in alignment
with the underlying process logic. Unlike the Graph of Thoughts approach, which allows for
flexible and expressive reasoning paths, PNoT uses the formal semantics of Petri nets to
encode decision logic, concurrency, and causality explicitly—offering more structured and
transparent reasoning aligned with real-world business processes.

Running Example: A Simple Decision Process

Petri Net Structure. Consider a simplified business process for evaluating a new project
proposal. The Petri net consists of three key places and two transitions:

• Places (States): P1: Project Proposal Received – The initial state where the proposal
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is first logged. P2: Proposal Under Review – The intermediate state where key
insights from the proposal are summarized. P3: Decision Made – The final state
representing the conclusion of the evaluation process.

• Transitions (Decision Points): T1: Initiate Review – Moves the process from Project
Proposal Received to Proposal Under Review. T2: Approve or Reject Proposal –
Transitions from Proposal Under Review to Decision Made.

Translation to the reasoning process. In the prompt orchestration, a system prompt is
responsible for interpreting the initial context and adding a system prompt that corresponds
to a place or a transition. This aim to ensure that the LLM appropriately structures its
response based on the nature of the state within the process: (1) if it is a place, summarize the
accumulated knowledge up to this state; (2) if it is a transition, generate a directive to guide
the next step in the reasoning process. Unlike Graph of Thoughts, which allows arbitrary
branching and often lacks grounded semantics, PNoT constrains the reasoning trajectory
through formally defined transitions and decision logic—supporting more transparent,
reproducible, and domain-aligned reasoning paths.

4 Conclusion and Future Work
We introduced Petri Net of Thoughts (PNoT), a novel structured prompting approach that
integrates process mining with LLM-based reasoning. PNoT leverages the formalism of
Petri nets to enforce structured, concurrent, and verifiable reasoning paths. Future work
includes (1) enabling online refinement of the Petri net as the LLM encounters novel
reasoning scenarios, (2) integrating domain-specific knowledge into the Petri net to guide
tool-augmented reasoning, (3) investigating advanced process mining algorithms for more
robust discovery of complex reasoning structures, and (4) extending PNoT for real-world
applications where safety and compliance are critical. PNoT represents a promising step
towards more systematic and transparent AI reasoning by facilitating existing domain
knowledge formalized in conceptual models.
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